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Preface

This Ph.D. dissertation has been submitted to the Technical University of
Denmark in partial ful�llment of the requirements for the de gree of Doctor
of Philosophy.

The work presented in this dissertation is based on the work ca rried out from
August 1st, 2008 to July 31th, 2011 at the Center for Fast Ultrasound Imaging,
Department of Electrical Engineering, Technical Universit y of Denmark. It
includes three journal papers and four conference papers.

The preparation of this Ph.D. dissertation has been conducted through three
years of research. It has taken my skills within mathematica l modeling to a
whole new level and taught me the physics and science within m edical ultra-
sound imaging and modeling of ultrasound imaging systems. Th e project has
given me the opportunity to travel around the world to attend conferences in
Beijing, San Diago, and Rome. A privilege I have valued very m uch and
which has expanded my knowledge within ultrasound. Yet anot her valuable
asset of my study was the opportunity to tutor eight bachelor students in
their bachelor thesis projects and two master students duri ng a short course.
Further I had the great opportunity to teach students in sign al processing
and medical imaging through three semesters. It has been a joy to work with,
and to share my knowledge within mathematical modeling with professors,
colleagues and students at the Center for Fast Ultrasound Imaging.

Martin Christian Hemmsen
Kgs. Lyngby, July 2011
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Abstract

This Ph.D project addresses image processing in medical ultrasound and
seeks to achieve two major scienti�c goals: First to develop an understand-
ing of the most signi�cant factors in�uencing image quality i n medical ul-
trasound, and secondly to use this knowledge to develop imag e processing
methods for enhancing the diagnostic value of medical ultra sound.

The project is an industrial Ph.D project co-sponsored by BK Me dical ApS.,
with the commercial goal to improve the image quality of BK Me dicals scan-
ners. Currently BK Medical employ a simple conventional del ay-and-sum
beamformer to generate B-mode images. This is a simple and well under-
stood method that allows dynamic receive focusing for an imp roved resolu-
tion, the drawback is that only optimal focus is achieved in t he transmit fo-
cus point. Synthetic aperture techniques can overcome this drawback, but at
a cost of increased system complexity and computational dem ands. The de-
velopment goal of this project is to implement, Synthetic Ape rture Sequential
Beamforming (SASB), a new synthetic aperture (SA) beamforming method.
The bene�t of SASB is an improved image quality compared to conv entional
beamforming and a reduced system complexity compared to con ventional
synthetic aperture techniques. The implementation is evalu ated using both
simulations and measurements for technical and clinical ev aluations.

During the course of the project three sub-projects were conducted. The �rst
project were development and implementation of a real-time data acquisi-
tion system. The system were implemented using the commercia l available
2202 ProFocus BK Medical ultrasound scanner equipped with a research in-
terface and a standard PC. The main feature of the system is thepossibility
to acquire several seconds of interleaved data, switching between multiple
imaging setups. This makes the system well suited for develop ment of new
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processing methods and for clinical evaluations, where acq uisition of the ex-
act same scan location for multiple methods is important.

The second project addressed implementation, development and evaluation
of SASB using a convex array transducer. The evaluation were performed as
a three phased clinical trial. In the �rst phase, the prototy pe phase, the tech-
nical performance of SASB were evaluated using the ultrasoun d simulation
software Field II and Beamformation toolbox III (BFT3) and su bsequently
evaluated using phantom and in-vivo measurements. The technical perfor-
mance were compared to conventional beamforming and gave mo tivation to
continue to phase two. The second phase evaluated the clinical performance
of abdominal imaging in a pre-clinical trial in comparison w ith conventional
imaging, and were conducted as a double blinded study. The res ult of the
pre-clinical trial motivated for a larger scale clinical tr ial. Each of the two clin-
ical trials were performed in collaboration with Copenhage n University Hos-
pital, Rigshospitalet, and Copenhagen University, Departm ent of Biostatistic.
Evaluations were performed by medical doctors and experts i n ultrasound,
using the developed Image Quality assessment program (IQap ). The study
concludes that the image quality in terms of spatial resolut ion, contrast and
unwanted artifacts is statistically better using SASB imagi ng than conven-
tional imaging.

The third and �nal project concerned simulation of the acoust ic �eld for high
quality imaging systems. During the simulation study of SASB , it was noted
that the simulated results did not predict the measured resp onses with an
appropriate con�dence for simulated system performance ev aluation. Closer
inspection of the measured transducer characteristics showed a sever time-of-
�ight phase error, sensitivity deviations, and deviating fr equency responses
between elements. Simulations combined with experimental ly determined
element pulse echo wavelets, showed that conventional simu lation using
identical pulse echo wavelets for all elements is too simpli stic to capture the
true performance of the imaging system, and that the simulat ions can be im-
proved by including individual pulse echo wavelets for each element. Using
the improved model the accuracy of the simulated response is improved sig-
ni�cantly and is useful for simulated system evaluation. It was further shown
that conventional imaging is less sensitive to phase and sensitivity errors than
SASB imaging. This shows that for simulated performance evalu ation a re-
alistic simulation model is important for a reliable evalua tion of new high
quality imaging systems.
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CHAPTER

ONE

Introduction

The fundamental purpose of this research project has been to develop an un-
derstanding of the most signi�cant factors in�uencing image quality in medi-
cal ultrasound, and to use this knowledge to develop image pr ocessing meth-
ods for enhancing the diagnostic value of medical ultrasoun d. Image quality
and diagnostic capabilities of medical ultrasound imaging rely to a great ex-
tent on the beamformer, which is the primary signal processi ng task of an
ultrasound system. The evolution of ultrasound beamformers from analog
into digital implementations have been described by [1] and numerous new
variations have lately emerged. With the tremendous improv ement in dig-
ital hardware and processing power, advanced methods based on Synthetic
Aperture (SA) techniques are becoming popular. SA imaging has been a fo-
cus of research for almost 3 decades. The research carried outat the Center
for Fast Ultrasound Imaging has demonstrated that synthetic aperture focus-
ing not only can be used in-vivo, but that it also yields superior B-mode im-
ages [2]. In the last years synthetic aperture focusing has moved from the lab
to commercial products. Retrospective transmit beamforma tion (Siemens),
zone sonography (Zonare), and multiple angle �ash (Verasoni cs) imaging are
just a few of the names used to describe the commercial implementations of
synthetic aperture focusing [3].

Recent advances in computer hardware makes it tempting to im plement
beamforming in computer hardware, but the main obstacle is g etting the
channel data into the system. The data rate can be reduced using a sparse syn-
thetic transmit aperture [4] reducing the number of acquisi tions per second,
and another is to use synthetic aperture sequential beamforming (SASB) [5,6]
a two-stage beamforming approach.

A major part of this research project has been concerned with implementa-
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tion and optimization of ultrasound imaging using SASB and th e commercial
available ProFocus platform (BK Medical, Herlev, Denmark) for an evalua-
tion of the method. The goal of diagnostic radiology is to prov ide images of
the best technical quality and diagnoses that are as accurate as possible. In [7]
Thornbury presents a six-tiered conceptual model for determ ination of ef�-
cacy of diagnostic imaging systems. In this work a methodolo gy for clinical
evaluation of image quality was developed. The work has been c onsidered
novel and has been submitted for publication and is appended in the chapter
titled: Paper III.

Chapter 2 is a continuation of the submitted paper and describes in det ails
how to evaluate image quality both at a technical level, as we ll as the method-
ology for determination of the diagnostic ef�cacy.

Chapter 3 addresses the development and implementation of a versatil e re-
search data acquisition system. The project was conducted in collaboration
with Svetoslav Ivanov Nikolov (R&D engineer at BK Medical) an d Mads
Møller Pedersen (Ph.D student at Copenhagen University Hospi tal). The
purpose of the project was to implement a data acquisition sy stem for record-
ing of radio frequency data for development and testing of ne w imaging
methods in both technical and clinical studies. The outcome o f the project
is documented in journal Paper I and conference Paper III. The developed
system has been widely used by bachelor, master, and Ph.D students, result-
ing in several conference publications.

Chapter 4 presents the theory of SASB imaging and evaluates the techni-
cal performance in a comprehensive simulation and measurem ent parame-
ter study. The simulation study is performed using the simula tion software
Field II [8, 9] and beamformation toolbox III (BFT3) [10], and the measure-
ment study is performed using a ProFocus scanner and the developed re-
search data acquisition system. A novel implementation of S ASB imaging
using a convex array has been published in Paper VI.

Chapter 5 is concerned about the clinical evaluation of SASB imaging. Th e
project was conducted in collaboration with Peter Møller Ha nsen (Ph.D stu-
dent at Copenhagen University Hospital), Theis Lange (assistant professor
at University of Copenhagen), and health care professionals at Copenhagen
University Hospital, Department of Radiology. The purpose of the project
was to demonstrate that SASB imaging is at least as good as conventional
imaging in terms of resolution, contrast, unwanted artifac ts, and penetration.
SASB imaging was �rst evaluated in a pre-clinical trial as an i nitial study
and the results have been accepted for publication in Paper V. Subsequently
a more thorough investigation was performed in a larger scale clinical trial,
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and the result is submitted in the journal Paper II.

Chapter 6 summarizes and addresses the work published in Paper VII and
Paper IV. This work focuses on combining Field II with experim entally de-
termined element pulse echo wavelets for an improved simula tion model.
Field II predicts the received pressure �eld from a given sca tter as the sum of
the time convolution between the element two-way spatial im pulse response,
unique for the location of the scatter relative to the transd ucer element, and
the transducer pulse echo wavelet. By modifying the order of summations
and introducing individual element pulse echo wavelets, th e model can be
improved and physical transducer imperfectness such as var iations in ele-
ment sensitivity, phase, and frequency response can be modeled. The pur-
pose of the work was to improve the Field II model for a reliabl e simulated
system evaluation of high quality imaging systems.

Contributions

The contribution to the �eld of ultrasound imaging developed during my
PhD project period include two submitted journal articles, one early draft
journal article, four published conference papers and one p ublished confer-
ence abstract as well as eight co-authored conference papers and one co-
authored submitted abstract. These are listed as follows:

Journal article

• M. C. Hemmsen, S. I. Nikolov, M. M. Pedersen, M. J. Pihl, M. S.
Enevoldsen, J. M. Hansen and J. A. Jensen, ”Implementation ofa ver-
satile research data acquisition system using a commercially available
medical ultra-sound scanner”, Submitted to IEEE Transactions on Ultra-
sonics, Ferroelectrics and Frequency Control: Special issue on Novel Embed-
ded Systems for Ultrasonic Imaging and Signal Processing, 2011

• M. C. Hemmsen, P. M. Hansen, T. Lange, J. M. Hansen, M. B. Nielsen
and J. A. Jensen, ”In Vivo Evaluation of Synthetic Aperture Seq uen-
tial Beamforming”, Submitted to IEEE Transactions on Ultrasonics, Ferro-
electrics and Frequency Control, 2011

• M. C. Hemmsen and J. A. Jensen, ”Simulation of acoustic �eld f or high
quality ultrasound imaging”, Draft for IEEE Transactions on Ultrasonics,
Ferroelectrics and Frequency Control
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Conference paper and abstract

• M. C. Hemmsen, J.M. Hansen and J. A. Jensen, ”Synthetic Aperture
Sequential Beamforming applied to medical imaging using a m ulti el-
ement convex array transducer”, Submitted to European Conference on
Synthetic Aperture Radar, 2012, Nuremberg, Germany

• M. C. Hemmsen, P. M. Hansen, T. Lange, J. M. Hansen, M. B. Nielsen
and J. A. Jensen, ”Preliminary In-Vivo evaluation of Synthet ic Aperture
Sequential Beamforming”, Accepted for presentation at IEEE Interna-
tional Ultrasonics Symposium, 2011, Orlando, FL, USA

• M. C. Hemmsen, J. Kortbek, S. I. Nikolov, J. A. Jensen, ”Simulation of
High Quality Ultrasound Imaging”, Presented at IEEE International Ul-
trasonics Symposium, 2010, San Diego, CA, USA

• M. C. Hemmsen, M. M. Pedersen, S. I. Nikolov, M. B. Nielsen an d J. A.
Jensen, ”Ultrasound Image Quality Assessment: A framework fo r eval-
uation of clinical image quality”, Presented at SPIE, Medical Imaging,
2010, San Diego, CA, USA

• M. C. Hemmsen, S. I. Nikolov and J. A. Jensen, ”Simulation of
high quality ultrasound imaging”, Presented at 10th EUROSON, 2010,
Copenhagen, Denmark

Co-authored paper and abstract

• C. B. Jensen, J. Jensen, M. C. Hemmsen, J. M. Hansen and J. A. Jensen,
”Compound imaging using Synthetic Aperture Sequential Beam forma-
tion”, Accepted for presentation to IEEE International Ultrasonics Sym-
posium, 2011, Orlando, FL, USA

• A. H. Pham, B. Stage, B. Lundgren, M. C. Hemmsen, M. M. Pedersen
and J. A. Jensen, ”Simulation of shadowing effects in ultrasound imag-
ing from computed tomography images”, Accepted for presenta tion to
IEEE International Ultrasonics Symposium, 2011, Orlando, FL, USA

• M. S. Enevoldsen, M. M. Pedersen, M. C. Hemmsen, L. Lönn, K. Hen-
neberg and J. A. Jensen, ”Motivation for Use of Patient-Speci� c Blood
Flow Pro�les as Inlet Condition in Computational Models”, S ubmitted
to IEEE International Ultrasonics Symposium, 2011, Orlando, FL, USA
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• J. M. Hansen, M. C. Hemmsen and J. A. Jensen, ”An object-oriented
multi-threaded software beamformation toolbox”, Present ed at: SPIE
Medical Imaging, 2011, Lake Buena Vista, FL, USA

• A. H. Pham, B. Stage, M. C. Hemmsen, B. Lundgren, M. M. Pedersen,
T. B. Pedersen and J. A. Jensen, ”Simulation of ultrasound backscatter
images from �sh”, Presented at SPIE Medical Imaging, 2011, Orlando,
FL, USA

• M. C. Axelsen, K. F. Røeboe, M. C. Hemmsen, S. I. Nikolov, M. M. P eder-
sen, M. B. Nielsen and J. A. Jensen, ”Evaluation of automatic time gain
compensated in-vivo ultrasound sequences”, Presented at IEEE Inter-
national Ultrasonics Symposium, 2010, San Diego, CA, USA

• J. A. Jensen, J. Kortbek, S. I. Nikolov, M. C. Hemmsen and B. T. Gue-
orguiev, ”Implementation of Synthetic Aperture Imaging in M edical
Ultrasound: The Dual Stage Beamformer Aproach”, Presented at 8th
European Conference on Synthetic Aperture Radar, 2010

• M. J. Pihl, S. I. Nikolov, P. Haugaard, M. C. Hemmsen and J. A. J ensen,
”Performance of the Transverse Oscillation method using be amformed
data from a commercial scanner”, Presented at IEEE International Ultra-
sonics Symposium, 2009, Rome, Italy

• M. M. Pedersen, M. C. Hemmsen, J. A. Jensen and M. B. Nielsen, ”Re-
search interface for experimental ultra-sound imaging - th e CFU grab-
ber project”, Presented at Danish Society of Radiology, Annual meeting,
2008, Odense, Denmark
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CHAPTER

TWO

Performance evaluation

Almost all papers that propose new algorithms include claims about perfor-
mance. However, frequently the practical value of these cla ims is limited
because of insuf�cient supporting data or using too vaguely de�ned perfor-
mance indicators. This often leads to the questions: So what? Is there any
real practical value of the result? The goal for this chapter i s to answer the
question:

How should the performance of ultrasound imaging systems be determined?

The question is answered by outlining methods and practices t hat enable re-
searchers to make performance claims that have practical value. There are
two important, but quite different, possible de�nitions of the term ”perfor-
mance” in this context. One de�nition of performance is the c omputation
time and hardware demand needed to generate an image. On this dimension,
an algorithm that requires less hardware and computation ti me is better. The
other de�nition of performance relates to the ef�cacy of the system. On this
dimension, a better algorithm is one that improves the proba bility of bene�t
to individuals under controlled conditions. Ef�cacy overl aps partly with the
idea of ”effectiveness”, which re�ects the use in clinical pr actice, rather than
under controlled conditions. This chapter is concerned with determining the
performance of algorithms in this second sense, for guidanc e of development
of new imaging algorithms.

Thornbury describes in [7] a conceptual model that provides a structure to re-
late ef�cacy to technology assessment and outcome research. This six-tiered
hierarchical model extends from basic laws of physics of ima ging (level 1),
through clinical use (level 2-4), to patient outcome and soc ietal issues (level
5-6). A key feature is that for an algorithm to be ef�cacious a t a higher level,
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Figure 2.1: A hierarchical model of ef�cacy. Reproduced from [7].

it must be ef�cacious at lower levels. The model is shown in Fig . 2.1 and
the reader is referred to [7] for a more thorough description of the individual
levels.

The model is well suited for a wider perspective of the develop ment of ultra-
sound imaging systems and for performance evaluation of ult rasound imag-
ing algorithms and modalities. In this work the model is adap ted for the
purpose of performing a reliable comparison between algori thms. The pro-
posed method is targeted at the continuing development of ul trasound B-
mode imaging and performance evaluation at the technical an d clinical level.

In the following sections the determination of technical ef �cacy will be dis-
cussed by describing the technical performance indicators used throughout
this work, followed by a description of methods and practice s for clinical
performance evaluation.
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2.1 Technical performance indicators

Technical performance indicators or image quality indicat ors (IQI) are met-
rics used to determine the technical ef�cacy. The characteri stics for these met-
rics are that they have a general enough validity for compari son of different
systems, provide quantitative results and availability of expected values for
interpretation of results. The metrics are useful for an obje ctive evaluation
in speci�cation, acceptance testing, and determination of system capabili-
ties. Several international organizations have been invol ved in the process
of de�ning methods and practices for assessment of quality o f medical ul-
trasound equipment. Examples are the American Institute of Ul trasound in
Medicine (AIUM) [11], the American Association of Physicists in Medicine
(AAPM) [12,13], and the International Electrotechnical Comm ittee(IEC) [14].
These efforts have not led to internationally accepted quali ty standards yet.
As a result individual researchers and developers have created their own
metrics, some more accepted by the ultrasound community tha n others. The
most used and widely accepted metrics can be described under the following
three classi�cations and will be described in the following subsections:

• System sensitivity and echo detection capability

• Spatial resolution

• Anechoic object detectability

2.1.1 System sensitivity and echo detection capability

System sensitivity and echo detection capability relates t o the determination
of a systems signal-to-noise ratio (SNR). The penetration depth of a system
can be de�ned as the depth at which usable tissue information disappears
and can be estimated from SNR measurements. Typically the depth at which
the SNR falls below 0 dB is de�ned as the penetration depth.

SNR can be measured using a tissue mimicking phantom, in whic h case the
SNR as a function of depth, z, can be determined as the ratio of the signal
power, S, to the noise power, N :

SNR(z) =
S(z)
N (z)

=
Ef x(z)g2

Ef (x(z) � Ef x(z)g)2g
; (2.1)

where E is the expectation operator, and x is the signal RF value.
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In this thesis the signal power will be estimated from M measurements as:

S(z) =

 
1

M

MX

m=1

xm (z)

! 2

; (2.2)

and the noise power will be estimated as:

N (z) =
1

M

MX

m=1

 

xm (z) �
1

M

MX

m=1

xm (z)

! 2

: (2.3)

It should be noted that this measurement is depending on the a ctual setting
of the overall gain and the overall time-gain-compensation (TGC), both the
user speci�ed and any potential system or application TGC. Ho wever, if sat-
uration is avoided they do not in�uence the method. In this the sis the SNR
will be estimated for a set of L scan directions and spatial averaging will be
employed for a more precise estimate:

SNR(z) =
1
L

LX

l=1

SNR l (z): (2.4)

SNR expressed in dB is calculated in accordance with

SNRdB (z) = 10 � log10(SNR(z)) : (2.5)

2.1.2 Spatial resolution

As ultrasound imaging developed from roots in radar and sonar technol-
ogy, the natural tendency have been to use the full-width-at -half-maximum
(FWHM) method to characterize the spatial resolution [15].

Spatial resolution, also referred to as the resolution cell , determines how
closely positioned two re�ectors or scattering regions can b e to one another
and still be identi�ed as separate re�ectors. The three dimens ional nature of
the resolution cell requires determination of the axial, la teral and elevation
resolution. The axial resolution is found along the beam's axi s and the lateral
resolution perpendicular to the beam's axis in the image plan e. The eleva-
tion resolution is found perpendicular to both the beam's axi s and the image
plane.
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Elevation resolution. Currently most electronically focused 1D transducers
have an out-of-slice focus that is achieved by placing an external lens over
the array. The elevation resolution, also referred to as the ” slice thickness”,
is determined by the geometry of the lens and the transducer r esonant fre-
quency [16]. For a circular aperture the beam width at the foc al point F can
be approximated as:

W =
1:22�F

d
; (2.6)

where d is the diameter of the transducer, and � is the wavelength.

Axial Resolution. The axial resolution depends on the transmitted spatial
pulse length or pulse duration, which in turn depends on the e lectrical pulse
and the electro-mechanical impulse response of the transducer. Generally
the axial resolution is inversely proportional to the bandw idth of the system
[17], and as such a transducer with a high resonant frequency and a broad
bandwidth has a short acoustic pulse and good axial resoluti on. The FWHM
can be approximated as:

W =
0:66
� f

; (2.7)

where � f is the -6 dB bandwidth in MHz.

Lateral resolution. The lateral resolution is the only one dependent on the
focusing algorithms. There are many ways to determine the lat eral resolution
[18]. In this thesis the resolution will be stated as the beam width at -6 dB also
referred to as FWHM, -20 dB and -40 dB. As the lateral resolutio n is spatial
dependent it will be determined for multiple depths to show t he focusing
algorithms ability to generate a uniform lateral resolutio n. The beam width
at a given depth will be determined from the beam pro�le, A, and can be
characterized fully from the point spread function:

A(x) = max
z

I (x; z): (2.8)

where x and z is the lateral and axial positions in the log-compressed B-m ode
image I , see Fig. 2.2.

2.1.3 Anechoic object detectability and contrast resolution

Even though the spatial resolution is a commonly used parame ter to quantify
performance of ultrasound imaging systems, it can be extrem ely misleading.
The spatial resolution is a well suited quality parameter in r adar and sonar
imaging, where the targets of interest frequently is highly -re�ective targets in
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Figure 2.2: Illustration of a B-mode image of a point spread function (top ) and lateral
beam pro�le (bottom). The black line and the two read dots ind icates the distance
FWHM.

a non-backscattering surrounding. However, in medical ult rasound imaging
the targets of interest is frequently low-re�ective objects like blood vessels or
tumors, and are embedded in a continuous back-scattering medium. And as
such imaging systems with excellent FWHM beam characterist ics, can fail to
show tissue detail seen by conventional systems that, by the FWHM criterion,
are inferior.

Anechoic object imaging examines the systems ability to detect and accu-
rately display round, negative contrast objects of various sizes. Anechoic
object image quality can also be affected by electrical noise, side lobes in the
transducer beam, and problems in the image processing hardw are.

Contrast analysis has been introduced to diagnostic ultras ound by Smith and
Lopez [19] using phantom measurements. Later Smith et al. demonstrated
in [20] a parameter

C = 20 log10

�
M L

M B

�
; (2.9)

where M L is the mean ultrasound signal within a lesion and M B is the mean
echo signal in the surrounding background.

Vilkomerson et al. [15] proposed the concept of ”cystic reso lution”, in which
performance was quanti�ed as the size of an anechoic void tha t produced a
given contrast, and was further developed by [21, 22]. Using t he developed
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parameter in [22] one can compute the contrast at the center of the cysts of
different sizes and characterize the system performance asa function of cyst
size. The parameter is expressed as

C(t) =

vu
u
t 1 + SNR2(t)

�
1 � E in (t )

E tot (t )

�

1 + SNR2(t)
(2.10)

where E tot (t) is the total energy of the point spread function, P, expressed as:

E tot (t) =
Z 1

�1
P2(~x; t)d~x; (2.11)

and E in (t) is the point spread function energy inside the void, M , expressed
as:

E in (t) = E tot (t) �
Z 1

�1
P2(~x; t)M 2(~x)d~x: (2.12)

If electronic noise, SNR is neglected and the contrast is only determined at
the instant in time, t0, when the received signal is minimum the expression
reduces to the contrast parameter presented in [21]:

Ct0 =

s

1 �
E in (t0)
E tot (t0)

; (2.13)

referred to as the clutter energy to total energy ratio.

Contrast resolution is another and more commonly used parameter and re-
ferrers to the ability to distinguish differences in echoge nicity between neigh-
boring soft tissue regions. Ultrasound images contain speck le which makes
detecting small echogenicity variations dif�cult. Tissue contrast resolution
may therefore be improved either by reducing speckle varian ce or by reduc-
ing speckle size. Tissue contrast resolution is commonly quanti�ed by Con-
trast to Noise Ratio (CNR). It expresses simply the fact that detectability in-
creases with increasing object contrast and decreasing speckle variance [21].
CNR is expressed as:

CNR =
(� B � � T )2

�
� 2

B + � 2
T

� ; (2.14)

where � denotes the mean and � denotes the standard deviation of the log-
compressed B-mode image. The subscriptsT and B stand for the target and
the background, respectively.
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2.2 Clinical performance indicators

Clinical performance indicators are metrics used to determ ine the clinical ef-
�cacy. The six-tiered model described by Thornbury in [7] divi des the clinical
evaluation into three levels, and can in short be described as:

• Diagnostic-accuracy ef�cacy is related to the determination of sensitiv-
ity and speci�city and is a joint function of image technical quality and
interpretation by a human observer.

• Diagnostic-thinking ef�cacy is related to imaging information that
may change the physician's diagnostic certainty.

• Therapeutic ef�cacy is related to the determination of in�uence on the
treatment choice.

For development purposes, a good image quality metric provi des informa-
tion for optimization purposes and must therefore be fast to determine and
reliable. The major challenge in determining the diagnostic -accuracy ef�cacy
is the need to establish the true (or gold standard) diagnosi s. The challenge
in determining the therapeutic ef�cacy is the logistically aspects of planning
and managing a series of cases. The diagnostic-thinking ef�c acy is a good
indicator, because it is straightforward to determine and r equires only com-
parison of a series of image sequence pairs, and is the choiceof clinical per-
formance indicator used in this thesis.

Figure 2.3: Diagram of the clinical evaluation methodology. Figure tak en from Paper
III.
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To obtain a reliable and clinical evaluation the Paper III de scribes a methodol-
ogy how to manage and evaluate clinical studies. The methodol ogy describes
the process as a three phased study as shown in Fig. 2.3.

The three phases are described as:

• Demonstration of prototype , is the stage where developers demon-
strate a workable prototype with measurements on phantoms a nd a
few in-vivo images. In a collaboration between the developer and the
ultrasound specialists, the new method's parameters are ite ratively op-
timized to achieve the best possible setup within safely reg ulations.
Once all parameters are �xed the results may be evaluated, and in case
of promising results this stage ends and a pre-clinical stud y may be de-
signed.

• Pre-clinical trial , is the stage where the relevance of a clinical investiga-
tion is tested, and the necessary number of patients for the real clinical
study is determined. This stage ends and the clinical trial be gins when
an exact clinical protocol is developed. It describes the method and its
parameters in such a degree that the developer is and should be left
out in the active part of the following research and should no t have any
in�uence on the outcome of the research in either data acquisi tion, any
form of processing of it, or evaluation.

• Clinical trial , is the stage of research that determines the statistical sig-
ni�cance of the new method. Assessment of the method is perfor med
by a number of ultrasound specialists independent to the met hod. Fur-
thermore, the assessors must be separated from the specialists perform-
ing the ultrasound scanning, blinding them from the acquisi tion and
any form of processing of it.

The methodology ensures the validity of the assessment, as it separates the
developer, investigator, and assessor once a research protocol has been estab-
lished. This separation eliminates any confounding in�uence on the result
from the developer and new processing schemes is not driven b y the devel-
opers, but by the clinical value.

Other issues to consider is to get a suf�cient number of scans under realistic
operating conditions for a fair and reliable comparison bet ween methods.
This sets certain requirements for the data acquisition system, that has to be
able to store data fast to reduce waiting time between scans, and capabilities
to acquire data from multiple imaging setups for identical s can location. Such
a system is described in Paper I and will be introduced in Chap ter 3.
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For determination of the diagnostic-thinking ef�cacy Pape r III describes an
evaluation methodology using image sequence pairs and soft ware for visu-
alization and data management.

2.2.1 Image quality assessment program

The image quality assessment program (IQap) is designed for assessment of
a change in the physician's diagnostic certainty, comparing two imaging sys-
tems or con�gurations. The program is developed based on an ea rlier pub-
lication of a study of clinical evaluation between pairs of s equences [23] and
recommended testing procedures according to recommendati on 500 from
ITU-R [24] for subjective quality assessment. The program impl ements an
evaluation methodology proposed in Paper III. The evaluatio n methodology
states that evaluations should be done blinded and each assessor must sit
isolated during the assessment. The assessment consists of two parts - an as-
sessment of the image quality related to the spatial resolut ion, contrast, noise,
formation of unwanted artifacts, and an assessment of penetration depth re-
lated to the depth where the anatomic structures are no longe r usable for a
reliable clinical use. The evaluation procedure is performe d in three phases.
In the �rst phase the assessors are introduced to the rating scales and are
shown �ve trial sequences to get acquainted with the task at h and and which
types of image sequences to expect. In the second phase the image quality is
evaluated, followed by the third phase where the penetratio n depth is evalu-
ated. The two evaluation phases will be explained in the follo wing.

An important aspect evaluating ultrasound imaging systems i s to perform
the evaluation in a setup that is as close as possible to the normal situation.
This requires that the ultrasound images are being evaluated as a sequence of
images, because when evaluating a sequence of noisy images,there is spatio-
temporal processing in the human visual system and objects are easier rec-
ognized because of temporal processing that acts to reduce the noise. If the
evaluation is performed on single images, there is no tempor al processing
and only spatial visual processing. The images becomes perceptually nois-
ier; objects become more dif�cult to see; and some disappear altogether. The
added temporal dimension of the evaluation involves additi onal visual pro-
cessing, and results from evaluating image quality from sin gle images cannot
be simply extrapolated to image sequences. Another aspect to consider is to
minimize discontinuity at the joints of the image sequence. One possible
solution is to display the image sequence in a palindromic di splay fashion,
(reversing the playback order at the ends of the image sequence), and is used
in IQap.
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Image quality assessment

The presentation method for assessment of image quality combines ele-
ments of the simultaneous double stimulus for continuous ev aluation (SD-
SCE) method (ITU BT.500-11, Section 6.4) and the double stimulus continu-
ous quality scale (DSCQS) method (ITU BT.500-11, Section 5).

As with the SDSCE method, each trial involves a split-screen p resentation of
two paired image sequences, referred to as a sequence pair. One of the image
sequences will be the reference sequence, while the other isreferred to as the
test sequence. The reference sequence could be a conventional setup or the
con�guration to compare against, and the test sequence is th e method or con-
�guration under investigation. Unlike the SDSCE method, obs ervers will be
blinded from the con�guration or method represented by the t wo members of
the sequence pair and the left-right placement of the movies are randomized.
As with the DSCQS method, each assessment session comprises anumber of
presentations, each with a single observer. Unlike the DSCQSmethod where
the assessor only observes the sequences two times and rateseach sequence
individually, the assessor is free to observe the sequencesuntil a mental mea-
sure of relative quality associated with the sequences is obtained. Figure 2.4
shows a basic test cell illustrating the presentation struc ture.

Figure 2.4: Basic test cell illustrating the presentation structure fo r assessment of
image quality. Reference and test sequences are displayed as matching pairs side-
by-side with random left-right placement. Assessors are fr ee to observe the stimuli
until a mental measure of relative quality associated with t he sequences is obtained.
Following the assessment of sequence A is evaluation of sequence B. Figure taken
from Paper III.

Each of the image sequence pairs is evaluated using a stimulus comparison
scale, as described in ITU BT.500-11, Section 6.2. The speci�c judgment scale
used is a non-categorical (continuous) scale, as describedin ITU BT.500-11,
Section 6.2.4.2, for reference it may be called a Visual Analog Scale (VAS) and
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is also described in [25]. During introduction of the assess ors to the system
and the rating methods, the VAS scale is described with the same number of
labels as on the ITU-R categorical comparison scale but with slightly modi�ed
labels (better, slightly better, equally good, slightly be tter, better) to report the
existence of perceptible quality differences and allow the random left-right
placement of the sequence pairs. After introduction and duri ng assessment
the labels are hidden to avoid categorized data and to get a smoother distri-
bution. Figure 2.5 shows the associated VAS for image quality assessment.

Figure 2.5: Visual analog scale (VAS) for image quality assessment. Figure taken
from Paper III.

Each of the assessment trials are presented randomized, blinded, and
independently of each other and, in a different random seque nce for each
assessor. As with the assessment method described in ITU-R TG6/9 [26]
Section 7.1.1.3, each sequence pair is assessed two times with different
left-right placement. The purpose of presenting the same sequence pair
two times is to assess a measure of judgment bias. The following trials are
performed for each sequence pair:

Table 2.1: Description of the required trials for each sequence pair un der investiga-
tion.

Left image Right image
Reference sequence Test sequence

Test sequence Reference sequence

Assessors are instructed to evaluate which of the two presented image se-
quences that creates a better diagnostic con�dence. Figure2.6 illustrates the
graphical user interface (GUI) associated with the rating pr ocess of image
quality.
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Figure 2.6: Illustration of the GUI associated with the rating process. T he scale
used for scoring is shown in the bottom, and the control panel for navigating the
sequences are shown in the lower right corner. The B-mode image shown on the left
is generated using SASB and the image on the right using DRF. Figure taken from
Paper V.

Penetration depth assessment

The presentation method for assessment of penetration depth combines ele-
ments of the double stimulus continuous quality scale (DSCQ S) method (ITU
BT.500-11, Section 5) and the non-categorical judgment methods (ITU BT.500-
11, Section 6.1.4.3).

As with the DSCQS method, each assessment session comprises anumber
of presentations, each with a single observer. Each presentation involves
a randomized individually assessment of the two image seque nces from
a paired image sequence. The assessor is free to observe the presented
sequence until a mental measure of penetration depth associated with the
sequence is obtained. Figure 2.7 shows a basic test cell illustrating the
presentation structure. As with the assessment of image qual ity observers
are blinded from the con�guration or method displayed.

Each of the assessment trials are presented randomized, blinded, and inde-
pendently of each other, and in a different random order for e ach assessor.
Each of the presented sequences are assessed using a non-categorical judg-
ment method, as described in ITU BT.500-11, Section 6.1.4.2. The judgment
method uses a numerical scale, where assessors assign a value to each se-
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Figure 2.7: Basic test cell illustrating the presentation structure fo r assessment of pen-
etration depth. Reference and test movies are displayed ind ividually in randomized
order. Assessors are free to observe the stimuli until a mental measure of penetra-
tion depth associated with the sequences are obtained. Following the assessment of
sequence A is evaluation of sequence B. Figure taken from Paper III.

quence, re�ecting the penetration depth where the anatomic s tructures are
no longer usable for a reliable clinical use. Figure 2.8 illus trates the GUI asso-
ciated with the rating process of penetration depth.

Figure 2.8: Illustration of the GUI associated with the assessment of pen etration
depth. The horizontal red line is placed at the respective de pth where the assessor
evaluates the image quality no longer usable for reliable di agnostic use. The control
panel for navigating the sequences are shown in the lower rig ht corner. The B-mode
image shown is generated using SASB. Figure taken from PaperV.
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2.3 Discussion

This chapter began by asking the question,

How should the performance of ultrasound imaging systems be determined?

The chapter then focused on a relatively narrow de�nition of p erformance,
concerned with the clinical and technical ef�cacy paramete rs for guidance of
new imaging algorithms.

The technical ef�cacy is related to the fundamental performa nce indicators,
such as, spatial resolution, contrast, and sensitivity. The point spread func-
tion is extremely important for image quality as it determin es both spatial
resolution and contrast. Sensitivity is important primari ly because it effects
penetration. The section introduced a few good internationa lly accepted in-
dicators by the ultrasound society and will be used through o ut this thesis
for selection of con�gurations and objective performance m etric.

The clinical ef�cacy is related to the image information that may change the
physician's diagnostic certainty. A methodology was propos ed that enables
researchers to perform reliable clinical studies. The methodology ensures the
validity of the assessment, as it separates the developer, investigator, and as-
sessor in the clinical study. Furthermore, a methodology fo r the assessment
of subjective image quality in terms of diagnostic-thinkin g and penetration
depth was proposed and implemented in the software program I Qap. The
methodology ensures validity of the assessment, as the performance evalu-
ation is performed blinded and in a side-by-side comparison study between
paired image sequences of the same �eld-of-view. This allows the evaluator
to study the image sequences in detail from the two methods at the same time
for better comparison.
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CHAPTER

THREE

Research data acquisition
system

The fundamental requirement evaluating new processing meth ods, is access
to raw ultrasound data. Previously researchers have worked with ultrasound
manufacturers to build custom ultrasound systems such as RASMUS [27,28]
and SARUS [29], but due to the size of these scanners they are inaccessible
in the clinic. Recently, a number of research interface platforms for clinical
ultrasound scanners have been developed for systems such asHitachi HiVi-
sion 5500 [30], Siemens Antares [31] and the Ultrasonix 500 [32]. With the
introduction of research interface platforms on clinicall y available scanners it
is now possible to acquire and store data.

For a system to be suitable for acquisition of data for clinic al evaluations, the
system has to keep factors, such as identical transducer, region of interest,
and recording time constant on both the reference and the experimental im-
age. Another system requirement is the ability to acquire a su f�cient number
of scans under realistic operating conditions. Thus, the dat a acquisition sys-
tem should be capable of acquiring and storing data fast enou gh to conduct
an ultrasound examination with multiple image sequences. S uch a system is
developed and presented in Paper I and Paper III. This chapter will introduce
the key capabilities of the system.
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3.1 System overview

The developed ultrasound research system consists of a commercially avail-
able ultrasound scanner (2202 ProFocus equipped with a UA2227 Research
Interface, BK-Medical, Herlev, Denmark) and a standard PC. Th e PC is con-
nected to the scanner using a X64-CL Express camera link (Dalsa, Waterloo,
Ontario, Canada), and through an Ethernet link. See Fig 3.1 for an overview
of the system setup.

Figure 3.1: Illustration of the data acquisition system setup.

The research interface and the OEM interface on the 2202 ProFocus architec-
ture, allows external devices to control and access data on the scanner. The
OEM interface makes it possible to set and read system parameters and can
be used to stream processed images. It is basically a substitute of the normal
interface: keyboard, track ball, and screen, and enables embedding in 3rd
party products as a self-suf�cient component. The research i nterface on the
other hand, streams data prior to envelope detection.

Fig. 3.2 illustrates the data �ow and the structure of the softw are and hard-
ware in the system. Raw channel data from the individual tran sducer ele-
ments are sampled and sent to the beamformer. The beamformed data is
subsequently optionally time-variant band-pass �ltered, time gain compen-
sated, and transformation to baseband I/Q data. The I/Q data i s available for
streaming through the research interface and for further pr ocessing to gener-
ate B-mode, CFM, Doppler, and M-mode images. The results of th is process-
ing are transferred to the processing engine for subsequent post-processing
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Figure 3.2: Data �ow and structure of the software and hardware of the syst em.

and display. The user interface and the calculation of contro l parameters are
handled by the main application called Console. The system ar chitecture of
the 2202 ProFocus makes it possible for several standalone applications to co-
exist and to interact with the control parameters. One such a pplication is the
Toolbox, and it is used for debugging of the system, for proto typing of new
algorithms, and for image optimization. One can view the Too lbox as a form
of parameter control unit.

The remote control of acquisition and parameters is handled b y the applica-
tion called CFU Data Grabber. The application implements a co mmunication
module to the OEM interface and the Toolbox interface. Furth ermore, it im-
plements an interface that makes it possible for 3rd party pr ograms, such as
Matlab (Mathworks, Natick, MA, USA), to interact with the appli cation.

3.1.1 Data Acquisition

The acquisition of data is controlled via the CFU Data Grabber software and
can be performed with a single button click. Alternatively, t he acquisition can
be issued from 3th party programs such as Matlab. Since many researchers
utilize Matlab for data analysis, a SDK (Software developme nt kit) for Matlab
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is developed. The SDK implementation allows a �exible manipul ation of
the control parameters, data acquisition, and automated sy stem performance
evaluation.

The data storage time is approximately 15.1 seconds for a 3 sec interleaved
B-mode sequence, including complete scanner settings. An interleaved B-
mode sequence is a con�guration of the scanner where the scan sequence is
split into two independent views; view A and view B. Each view is updated
simultaneously, and allows for a data acquisition switchin g between multiple
con�gurations, maintaining identical transducer, scanne r, region of interest,
and recording time on both views. This allows for acquisition of an experi-
mental and standardized data set for evaluation of new proce ssing methods.

3.1.2 Parameter Control

The system allows manipulation of the control parameters in t wo ways, ei-
ther through the Console or using standalone applications s uch as the Tool-
box. The Console is the standard user interface and the main application.
Modi�cations made through the Console are limited to standa rd clinical use
and a set of precalculated and validated control parameter s etups. The Tool-
box allows manipulation of the full control parameter set. A subset of the
parameters available, is described in Table 3.1. These parameters are not
available on the normal clinical interface or other typical scanners. The ma-
nipulation of the control parameters allows a wide degree of experimentation
with the receive and transmit aperture control. Modi�catio ns made through
the Toolbox can result in non-validated setups and measurem ents must be
performed to ensure the regulation set by the United States Food and Drug
Administration FDA [33] is not compromised.

Receive and Transmit Aperture Control

The Receive and transmit aperture control give the user the ability to control
the fundamental parameters related to the formation of an ec ho line. The
available parameters span from adjusting the size and growt h of the aper-
ture to controlling the weighting of the individual element s. A subset of the
parameters are described in the following:

• Aperture growth and dynamic focusing. By default, the syste m dynam-
ically moves the receive focal point outward and grows the ap erture to
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optimize echoes received from increasing depths. With the Toolbox, the
user is given the control to override this dynamic updating a nd de�ne
a static size and focal position of the receive aperture. Hereafter, the
default state is referred to as a dynamic aperture, and the op posite, a
static aperture. Of course, once the aperture is made static, the user has
to choose a focal position and a size for the aperture.

Table 3.1: Description of a subset of the parameter controls.

Parameter Description

Dynamic focusing and
dynamic apodization

Receive aperture dynamic focusing and aperture
growth can be disabled individually. When dis-
abled, receive aperture size and focal position are
�xed.

F# Receive and transmit aperture size can be adjusted
individually.

Receive apodization Receive apodization can be chosen from a �xed
list of standard curves such as Hamming, Gaus-
sian, or rectangular apodization or optionally to
upload a custom made apodization matrix. If de-
�ned as a matrix the apodization can vary be-
tween individual beam lines.

Receive time delay pro-
�le

Receive time delay pro�le can be speci�ed indi-
vidually for each image line when dynamic focus-
ing is disabled.

Line density The image line density can be chosen from a range
of half an element pitch to two element pitch.

Speed of sound Speed of sound can be speci�ed to match the
imaging application.

Excitation waveform A bipolar excitation waveform can be sp eci�ed
with a time resolution of 8.3 nsec.

Region of interest The region of interest can be adjusted in all imag-
ing modes.
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• Aperture focal position. When the receive aperture is stati c, the user
can adjust the focal position to any depth. The transmit focal position
is adjusted independently.

• Aperture size. The user can adjust the aperture size in dimens ionless
units of F-number.

• Aperture apodization. The user is given the ability to select between a
set of prede�ned receive aperture weight functions, such as Hamming,
Gaussian, or rectangular apodization or optionally to uplo ad a custom
made apodization matrix. If de�ned as a matrix, the apodizat ion can
vary between individual beam lines.

3.2 Discussion and conclusion

A versatile research data acquisition system is developed and implemented
using a commercially available medical ultrasound scanner . The system will
allow researchers and clinicians to rapidly develop applic ations and ease the
transition to the clinic for evaluation.

The developed research data acquisition system consists of astandard PC
and a ProFocus ultrasound scanner. The system uses an open architecture
that allows acquisition of data for experimental research, such as developing
new image processing algorithms. With the system, users can tailor the data
acquisition to �t their working environment, while still ma intain the clinical
integrity of using a robust medical device. This will allow re searchers and
clinicians to rapidly develop applications and move them re latively easy to
the clinic for evaluation.

A central part of developing new applications and methods is determination
of both technical and diagnostic ef�cacy. With the system, u sers can acquire
interleaved data sequences switching between an experimental setup and a
reference setup. This, in combination with the ability to acq uire and store
multiple data sets during the same examination, makes the sy stem adequate
for clinical trials.
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CHAPTER

FOUR

Synthetic Aperture Sequential
Beamforming

The basic idea in synthetic aperture techniques is to synthesize a large aper-
ture by moving, or multiplexing, a small active aperture ove r a larger ar-
ray [34]. There are several variants of the technique for ultr asonic imaging,
that all make it possible to generate images with dynamic foc using during
both transmit and receive.

The synthetic aperture focusing technique (SAFT) [35] is the simplest syn-
thetic aperture method, where each time only a single elemen t is used
for transmission and reception. Simple transmit and receiv e electronics is
needed, but it requires data memory for all N data recordings. The main
disadvantage of SAFT is the low signal-to-noise ratio (SNR) and as a re-
sult, a poor contrast resolution. In multi-element synthet ic aperture focus-
ing (MSAF) a group of elements transmits and receives signals simultane-
ously for each emission, which increases acoustic power and signal-to-noise
ratio [36].

Synthetic transmit aperture (STA) and Multi-element synthe tic transmit aper-
ture are methods where respectively one or a group of array el ements trans-
mit a pulse, and all aperture elements receive the echo signals [37, 38]. The
advantage of this approach is that full dynamic focusing can be applied to
transmit and receive, achieving the highest quality of imag e. The shortcom-
ing is that N 2 echo recordings are required to synthesize an image. This dis-
advantage can be overcome to some extent, at the cost of imagequality, if a
sparse con�guration is applied [4]. Signi�cant tissue moti on can affect syn-
thetic aperture images, as shown by Nock and Trahey (1992); Karaman et al.
(1998) and Gammelmark and Jensen (2003). However,in vivo studies of STA
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imaging have been published with good results [2].

Recently Kortbek et al. (2009) introduced the concept of Synthetic Aperture
Sequential Beamforming (SASB) to overcome the high system requirements
of STA imaging. The basic idea in SASB is to create a dual-stage procedure
using two separate beamformers. In the initial stage a beamformer using a
single focal point in both transmit and receive, creates a vi rtual source at the
�xed focus point. The second stage beamformer creates a set ofhigh resolu-
tion image points by combining information from multiple vi rtual sources,
which results in a dynamically expanding array as the image d epth increases
and a range independent lateral resolution can be obtained. Kortbek et al.
evaluated in [6] SASB using a multi element linear array trans ducer, and
showed that the lateral resolution could be made more range i ndependent
and improved signi�cantly compared to conventional imagin g. In Paper VI
SASB was further developed for implementation using convex a rray trans-
ducers and will be the topic of the following section.

4.1 The theory of synthetic aperture sequential beamformin g

In conventional dynamic receive focusing (DRF) a new set of d elay values is
calculated for each focusing point (FP) and applied to the re sponses of the in-
dividual transducer elements which are then summed coheren tly. The delays
are found from the round trip time-of-�ight (TOF), which is th e propagation
time of the emitted wave in its path from the transmit origin, ~re to the re-
ceive focusing point, ~rfp through the transmit focusing point ~rtfp and return
to one of the elements of the receive aperture, ~rr . Fig. 4.1(a) illustrates the
time-of-�ight calculation for DRF. Assuming the speed of soun d c is known,
the delay value, td for the receiving element with position ~rr is calculated as

td(~rr ) =
1
c

�
k~rtfp � ~rek � k ~rfp � ~rtfp k + k~rr � ~rfp k

�
; (4.1)

where kk is the Euclidean norm.

With SASB a �rst stage beamformer with a �xed receive time-del ay pro�le
creates a set ofN focused image lines from M emissions. The delay pro�le
is found from the round trip time-of-�ight, which is the propa gation time of
the emitted wave in its path from the transmit origin, to the f ocusing point
through the virtual source (VS), and return to one of the elem ents of the re-
ceive aperture, again through the virtual source (VS). Fig. 4.1(b) illustrates
the time-of-�ight calculation for the SASB �rst stage beamfor mer. The delay
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(a) Dynamic receive focus (b) Fixed receive focus

Figure 4.1: Wave propagation path (solid line) for calculating the rece ive focusing
time delays for a focused transmission (a) using dynamic rec eive focusing and (b)
�xed receive focusing. Figure taken from Paper VI.

value for the individual receive elements are calculated as

td(~rr ) =
1
c

�
k~rtfp � ~rek � 2k~rfp � ~rtfp k + k~rr � ~rtfp k

�
: (4.2)

The � in (4.1) and (4.2) refer to whether the image point is above or below
the transmit focal point.

Each point in the focused image line contains information fr om a set of spatial
positions limited by the opening angle of the virtual source . The opening
angle is de�ned as

� = 2 arctan
1

2F #
: (4.3)

A single image point is therefore potentially represented i n multiple �rst
stage focused image lines. A second stage beamformer creates a set of high
resolution image points by combining information from mult iple �rst stage
focused image lines that contain information from the spati al position of the
image point. A single sample, h, representing the image point at the location
~rip can be expressed as

h(~rip ) =
K (~r ip )X

k=1

W(k;~r ip ) � lk (tdk (~rip )) ; (4.4)

where lk (tdk (~rip )) is the sample at time tdk from the scan line with propaga-
tion direction � k . The variable W is an apodization function with K (~rip ) val-
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(a) Time-of-�ight calculation (b) Apodization weight calculation

Figure 4.2: In (a) and (b) the dashed lines indicate the propagating waves for three
multi element emissions. The squares indicate the individu al transducer elements.
The black dot indicate a speci�c image point. In (a) the time-o f-�ight path for the
individual emissions from the scan line reference point to t he image point and back
is illustrated by the arrows. In (b) the calculation of apodiz ation weight is illustrated.
Note that the apodization weights are determined based on th e shortest distance
from the image point to the respective scan lines. In both (a) and (b) note that the
third emission shown in blue does not contribute to the image point as it contains no
information about the spatial position of the image point du e to the limited opening
angle. Figure taken from Paper VI.

ues, which controls the weighting of the contribution from e ach of the �rst
stage scan lines.

The time delay, tdk for the individual scan lines are found from the round trip
time-of-�ight, which is the propagation time of the emitted w ave in its path
from the scan line reference position, ~r� k to the image point ~rip through the
virtual source, ~rV S and return via the same path. Fig. 4.2(a) illustrates the
time-of-�ight calculation for the SASB second stage beamform er. The delay
value for the scan line with reference position ~r� k and VS in ~rV S is calculated
as

tdk (~rip ) =
2
c

�
k~rV S � ~r� k k � k ~rip � ~rV Sk

�
: (4.5)

K is a function of the position of the image point, ~rip since the number of
contributing emissions increases with distance from the vi rtual sources. The
synthesized aperture increases with range resulting in a le ss range dependent
lateral resolution. To determine if a speci�c �rst stage sca n line contains in-
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formation about a given image point one has to evaluate if the image point is
within the inson�ed area from the virtual source. This can be d one by eval-
uating the angle between the image point, ~rip and the position of the virtual
source,~rV Sk relative to the scan line direction and is calculated as

� = arccos
�

� (~rip � ~rV Sk )
k~rip � ~rV Sk k

�
~rV Sk � ~r� k

k~rV Sk � ~r� k k

�
; (4.6)

where ~r� k is the position of the scan line reference position. The � in (4.6) is
the dot product and � refers to whether the image point is above or below
the VS. The sign is positive if the image point is below the VS.

Comparing � to half of the scan line opening angle, � , determines if the scan
line contains information about the image point or not:

f (~rip ; ~r� k ; ~rV Sk ) =

(
0; if � is > �

2

1; if � is � �
2

(4.7)

In the case where� < = �
2 the �rst stage scan line contains information about

the image point.

The total number of VS's that contribute to a speci�c image poin t can be de-
termined from

K (~rip ) =
NX

k=1

f (~rip ; ~r� k ; ~rV Sk ); (4.8)

where N is the total number of VS's in the scan sequence.

The variable W in (4.4) is an apodization function determining the weightin g
of the individual scan lines. The weight for the scan line, l � k contributing to
image point ~rip can be calculated from (4.9)

W(k;~r ip ) =

(
0:54� 0:46cos(2n� ); if n is � 1

0; if n is > 0
(4.9)

for the case of a desired Hamming apodization, where n can be calculated
from

n =
d(l � k ; ~rip )

�
+ 0 :5; (4.10)

and is given as the ratio between the shortest distance, d(l � k ; ~rip ) from the
image point, ~rip to the scan line, l � k and a desired aperture width, � . The
distance d(l � k ; ~rip ) can be expressed as

d(l � k ; ~rip ) =
jdet([(~r� k � ~rV Sk ); (~rV Sk � ~rip )]) j

k~r� k � ~rV Sk k
(4.11)

33



where ~r� k is the reference point of the scan line, ~rV Sk is the position of the VS,
and ~rip is the position of the image point all in Cartesian coordinat es(x; z)T .
det referrers to the determinant. The aperture width � can be determined
from the desired F# from

� =

p
k~rV S � ~rip k2 � d(lk ; ~rip )2

F #
(4.12)

Fig. 4.2(b) illustrates the apodization weight calculation .

4.2 Implementation and beamforming strategy

As mentioned in the introduction of this chapter, one of the sh ortcomings
of full synthetic aperture imaging is that N 2 echo recordings are required to
synthesize an image. This requirement is reduced signi�cant ly with SASB,
due to the sequential beamforming. The major data reduction i s achieved
by the �rst stage beamformer. Here M channels of RF data is beamformed
to generate a low resolution line, LRL, using a �xed delay and apodization
pro�le. Typically this step also includes a matched �lterin g and a down con-
version to base band, forming a complex signal. Designing a system with a
frame rate of 20 frames/s, 192 LRL's pr. frame, 4 bytes pr. sample, and 2000
samples pr. LRL results in a bandwidth of

datarate = frames=s � shots=frame � bytes=sample� samples=LRL

= 20 � 192� 4 � 2000

� 31(MB=s):
(4.13)

For comparison, USB 2 has a peak data rate of 60 MB/s and 802.11n has a
peak data rate of 75 MB/s. Fig. 4.3 illustrates a block diagram of the �rst
stage beamformer. The �rst stage beamformer can both be imple mented us-
ing an analog beamformer or as shown in the �gure using a digit al beam-
former. The advantage of an implementation using an analog be amformer is
that only one very high resolution and high speed A/D-convert er is needed,
where a digital implementation requires N high speed, high resolution A/D-
converters. However, the larger �exibility and a more accura te realization is
in favor of the digital beamformer.

The second stage beamformer combines a set of LRL's to form a high reso-
lution line, HRL. For each sample in the HRL, a sample from eac h of those
LRL's, which contain information from the HRL sample spatial position is
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Figure 4.3: Block diagram of the �rst stage beamformer. The beamformer h as N
input channels for local storage in the beamformer. The �xed delay and apodization
of each channel is controlled by the delay and apodization ca lculation engine. After
beamforming the signal is matched �ltered and down converte d, generating a LRL.

weighted and summed to form the sample value. Potentially ea ch LRL can
contribute to all the sample values of all HRL's, and as such fo r all samples
in each HRL it must be determined which LRL's that contribute. The second
stage beamformer has the complexity of a general dynamic receive focusing
beamformer. For each sample in the HRL's the delay pro�le must be calcu-
lated. Apodization is also a desirable requirement for suppr ession of off-axis
energy lobes. As the number of contributing LRL's increases wi th the dis-
tance from the virtual sources a dynamic apodization is need ed. Fig. 4.4
illustrates a block diagram of a 64 channel second stage beamformer, capable
of producing 3 output lines in parallel.

Designing a system there are certain considerations to be made between the
desired number of HRL's, number of output lines, and the numbe r of input
channels. The �rst consideration is the maximum number of HRL 's that can
be generated, if the beamformer is applied a single time pr. e mission and is
determined from:

NHRL = Noutput lines � N input channels : (4.14)

If the beamformer is applied N times during each emission the maximum
number of HRL's is increased by a factor of N . The number of times the
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Figure 4.4: Block diagram of the second stage beamformer. The beamformer has 64
input channels for local storage in the beamformer. The dela y and apodization of
each channel is controlled by the dynamic delay and apodizat ion control unit. The
beamformer can generate 3 output lines.

beamformer has to be applied at each emission can be determined from:

Npass =
�

NHRL

Noutput lines � N input channels

�
: (4.15)

Another consideration is the maximum number of HRL's that can b e created,
without adding multiple output lines, and can be determined from:

NHRL = N input channels : (4.16)

If the desired number of HRL's is larger than the number of inpu t channels a
memory is needed to hold the sum of the intermediate output li nes from the
beamformer. This memory must be able to hold the number of HRL's times
the number of samples pr. HRL.

For a system design continuing the example from above. The desired num-
ber of HRL's is 192, with 2000 samples pr. line. Such a system can be im-
plemented using a 64 channel beamformer that can generate 3 output lines.
In this case a memory is needed to store the intermediate HRL's because the
total number of HRL's is larger than the number of input channe ls. The mem-
ory needed must be able to hold 192 times 2000 samples (1.5 MB).

Fig. 4.5 illustrates the beamforming strategy used in the example. After each
emission a single LRL is created and saved in the memory of the second stage
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Figure 4.5: Second stage beamforming strategy. The blue marker indicate the latest
LRL stored in the memory of the second stage beamformer (�rst -in-�rst-out principle
is used). The red markers indicate the three intermediate HRL 's generated by the
second stage beamformer. Each HRL is a sum of 3 intermediate HRL's.

beamformer using the principle of �rst-in-�rst-out. Once t he data has been
saved to memory the beamformer starts to beamform 3 lines. In the case
where the current emission is no. 64, the memory of the second stage beam-
former is �lled with LRL 1 through 64 and the beamformer can cr eate three
intermediate HRL's, e.g. 1, 65 and 129. They are intermediate results, because
they have to be updated with the beamformed value from LRL's 65 through
192. The next time the HRL's 1, 65 and 129 will be updated is follo wing emis-
sion 128, where the beamformer memory will be �lled with LRL's 65 through
128. The �nal update will happen following emission 192.

4.3 Simulated system performance evaluation

In this section SASB is investigated using the simulation sof tware Field II to
acquire RF data and BFT3 to beamform data. The purpose of the section is to
demonstrate SASB imaging using convex array transducers, and to evaluate
the technical performance for a number of con�guration to de termine good
con�gurations for comparison with conventional imaging. Th e technical per-
formance indicators presented in Chapter 2.1 will be evaluat ed.
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The simulation study is performed using a phantom consisting of 14 evenly
distributed stationary point targets. The points are placed in the center of the
phantom (x = 0, y= 0), in the range from 10 mm to 140 mm, see Fig. 4.6(a). This
phantom is used to investigate the spatial resolution, the c ystic resolution,
and the clutter energy to total energy ratio.
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Figure 4.6: Visualization of the point target simulation phantom. Each of the blue
dots indicate a point scatterer.

The simulations are made with a model of a commercially availa ble Sound
Technology Inc. (STI) abdominal 3.5 MHz probe with a room-temp erature
vulcanization (RTV) lens, see Table 4.1 for a summary of the transducer pa-
rameters.

Table 4.1: Transducer parameters

Transducer Parameters (STI - 3ML 3.5CLA192)

Pitch 0.33 mm
Elevation focus 65 mm
Number of elements 192
Radius of curvature 60 mm
Field of view (FOV) 60.5 o

Bandwidth at � 6 dB 85 %
Acoustic layer thickness 1.037 mm

4.3.1 Setup

The parameters which are the most decisive for the performanc e of SASB
imaging are the depth of the virtual source, and the number of active ele-
ments in the �rst stage beamformer. A parameter study is done by varying
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the depth of the virtual source with values from 10 mm to 100 mm in steps
of 10 mm, and the number of active elements are varied by changing the F#
from 1 to 3.5 in steps of 0.5. The study is done with a �xed set of tra nsducer
parameters and processing parameters shown in Table 4.2.

Table 4.2: Simulation parameters

Parameter Value

Field II
Sampling frequency 120 MHz
Speed of sound 1540
No. mathematical elements in x 7
No. mathematical elements in y 15
BFT3
Sampling frequency 15 MHz
Speed of sound 1540
Interpolation Cubic-spline
Scanner setting
Max. no. of active elem. 64
Excitation pulse Manufacturer speci�ed 5 MHz pulse
Field of view (FOV) 60.5o

Angle between scan lines 0.1576o

Length of scan lines 146.13 mm
No. of emissions 384
No. of scan lines 384
1st stage processing
Transmit sub-aperture Symmetric
Transmit apodization Boxcar
Transmit F# 1,1.5,2,2.5,3,3.5
Transmit focal depth 10,20,30,40,50,60,70,80,90,100 mm
Receive sub-aperture Same as transmit
Receive apodization Gauss (� : 0.4)
2st stage processing
Number of image lines 384
Field of view (FOV) 60.5 o

Angle between image lines 0.1576o

Apodization Gauss ( � : 0.4)

In the following simulation studies a measured element puls e echo response
from the center element is used as the combined excitation waveform and the
two-way element impulse response. The used excitation pulse is a manufac-
turer speci�ed pulse with a center frequency of 5 MHz. The elem ent pulse
echo response is measured using a custom made phantom. The phantom is
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designed such that a transducer can be �xated and moved in the x-z coor-
dinate system using two Newport high-resolution micromete rs. By moving
the transducer in the x-z coordinate system the transducer can be placed such
that an identical distance from all the transducer elements to the surface of
the phantom is obtained. At this position the distance from th e elements to
the surface of the phantom is identical to the elevation focu s of the transducer.
This ensures that the surface of the return pulse match the curvature of the
generating element and the spatial impulse response is a Dirac impulse.

Grating lobes arise in SASB imaging in a combination of the ang le between
�rst stage scan lines, the opening angle of the virtual sourc es, and the wave-
length of the transmitted pulse. All of these parameters can b e controlled in
SASB to prevent grating lobes. For a fair comparison between con�gurations
and to avoid signi�cant grating lobes, 384 �rst stage scan li nes are used in all
of the following simulations.

The technical performance indicators are calculated based on the simulated
beamformed RF-data and B-mode images. The B-mode images are cre-
ated by envelope detection of the beamformed RF-data, followed by a log-
compression to a dynamic range of 60 dB, and subsequently scan converted
using bilinear interpolation. Before scan conversion the i mages are TGC cor-
rected according to depth to obtain homogeneous images. The images cre-
ated for investigation of the point spread function is norma lized such that
each of the local maximum of the point spread functions has a v alue of 0 dB.

4.3.2 Simulation results

In this section the lateral resolution, cystic resolution, and clutter energy to
total energy ratio is investigated. Each of the performance parameters will be
investigated with different con�gurations of SASB. For each con�guration,
data from the generated B-mode image is extracted as shown on 4.7, and
the performance parameters are determined. In total 60 con� gurations are
evaluated, each with a unique combination of focus depth and F#.

Lateral resolution
The lateral resolution is investigated using simulations of the point target
phantom. From each of the 14 points targets, data are extracted, and the lat-
eral beam pro�le is determined. From the beam pro�les, the la teral resolution
is quantized at -6 dB, at -20 dB, and at -40 dB. Fig. 4.8 illustrates the average
lateral resolution as function of focus depth and F#.
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Figure 4.7: Simulated SASB second stage generated B-mode image of a point target
phantom containing 14 point scatterers. The blue lines indi cate the areas where the
data is extracted and used to determine the performance parameters.
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Figure 4.8: Simulated avg. lateral resolution as function of focus dept h, and F#. The
avg. lateral resolution for each con�guration is calculate d as an avg. from 14 point
targets ranging from 10 to 140 mm. For each focus depth the con�guration with the
best lateral resolution is shown. The markers indicate whic h F# that is used in the
respective con�gurations. The blue line indicate the FWHM, th e red line the lateral
resolution at -20 dB, and the black line the lateral resoluti on at -40 dB.

41



Note from Fig. 4.8 that there is no unique con�guration that is best at all three
levels (-6 dB, -20 dB, -40 dB). A trend is observed that a small F# is best to
obtain a good FWHM, and a large F# is best if a good resolution i s desired at
-40 dB. This observation �ts nicely with the theory of a Fourie r relation [41]
between the aperture and the beam pro�le, where a small apert ure (due to
the large F#) creates a wide main-lobe, but has low side-lobes, and a large
aperture (due to a small F#) creates a narrow main-lobe, but has high side-
lobes.
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(b) VS 70mm - F#: 3

Figure 4.9: Simulated B-mode images created using SASB and in (a) focus depth in
10 mm and a F# of 1, and in (b) focus depth in 70 mm and F# 3.

Fig. 4.10 shows the lateral resolution as function of depth fo r the two con�g-
urations shown in Fig. 4.9. Interpreting the �gure, it is seen that the con�gu-
ration using a focus depth of 10 mm is best at -6 dB and -20 dB, but is worse
at -40 dB.

Clutter energy to total energy ratio
The clutter energy to total energy ratio is investigated usin g simulations of
the point target phantom. For each of the 14 point targets the clutter energy
to total energy is found using (2.13) and two cysts with a diame ter of 4 and 7
mm. The 14 resulting ratios are averaged to obtain the average ratio for each
con�guration. For an easier interpretation of the results, the best con�gura-
tion for each focus depth and cyst size is found and shown in Fi g. 4.11.

Interpreting Fig. 4.11 it is seen that positioning the virtua l source at 30 mm
and using a F# of 1.5 results in the best ratio for a 4 mm cyst. For a 7 mm cyst
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Figure 4.10: Simulated lateral resolution as function of depth for two co n�gurations
of SASB. The blue lines indicate a con�guration using a focus depth of 10 mm and a
F# of 1, and the black line a focus depth of 70 mm and a F# of 3. Thesolid line is the
lateral resolution at -6 dB, the dashed line at -20 dB, and the dotted line at -40 dB.
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Figure 4.11: Simulated avg. clutter energy to total energy ratio of SASB a s function
of focus depth, cyst size, and F#. The avg. clutter energy to total energy ratio for
each con�guration is calculated as an avg. of 14 cysts with center ranging from 10 to
140 mm. For each focus depth the con�guration with the best cl utter energy to total
energy ratio is shown. The markers indicate which F# that is u sed in the respective
con�gurations. The blue line indicate the clutter energy to total energy ratio for a 4
mm cyst and the dashed line for a 7 mm cyst.
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the best ratio is obtained using a virtual source position at 10 mm and a F #
of 3. Further it can be generalized that as the depth of the vir tual source is
increased the best result is obtained using an increasing F#.

Cystic resolution
The cystic resolution is investigated using simulations of t he point target
phantom. For each of the 14 point targets the cyst size for a desired con-
trast of 20 dB is found using (2.13). The 14 resulting cyst sizesare averaged
to obtain the average cyst size for each con�guration. For an easier interpre-
tation of the results, the best con�guration for each focus d epth is found and
shown in Fig. 4.12.

Interpreting Fig. 4.12 it is seen that positioning the virtua l source at 70 mm
and using a F# of 3.5 results in the best cystic resolution.
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Figure 4.12: Simulated avg. cystic resolution of SASB as function of focu s depth, and
F#. The avg. cystic resolution for each con�guration is calc ulated as a mean of 14
cysts with center ranging from 10 to 140 mm. For each focus depth the con�guration
with the best cystic resolution is shown. The markers indica te which F# that is used
in the respective con�gurations. The blue line indicate the cystic resolution for a
desired contrast of 20dB.
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4.3.3 Discussion of the simulation results

A comprehensive simulation study of 60 different con�gurat ions of SASB
were evaluated using the technical performance indicators introduced in
Chapter 2.1. The results show that for all positions of the virt ual source a
good lateral resolution must be compromised to achieve a goo d contrast.
Based on the evaluation of the cystic resolution and clutter energy to total
energy ratio, it seems that a good con�guration in relation t o contrast, is one
that uses a virtual source in 70 mm and a F# of 3.5. Based on the results from
the lateral resolution and the contrast study two con�gurat ions were closer
evaluated. The �rst con�guration uses a virtual source in 10 m m and F# of
1, and the other a virtual source in 70 mm and a F# of 3. The comparison
showed that the lateral resolution at -6 dB is approximately the same, but the
resolution at -40 dB is improved noticeably using the second con�guration.

4.4 Measured system performance evaluation

In this section SASB is investigated using a ProFocus scannerand the data ac-
quisition system presented in chapter 3. The data acquisitio n system is used
to acquire beamformed �rst stage scan line data, and BFT3 is used to second
stage beamform the data. The purpose of the section is to con�r m the simu-
lation results and to determine which con�gurations to comp are against con-
ventional imaging. Each of the technical performance indic ators evaluated in
the simulation study will be evaluated using the same 60 con� gurations as in
the simulation study. The evaluation of the lateral resoluti on, cystic resolu-
tion, and clutter energy to total energy ratio is investigat ed using a phantom
containing 5 metal wires with a diameter of 0.07 mm, evenly dis tributed from
20 to 120 mm.

Lateral resolution
The lateral resolution is investigated using measurements o f the wire phan-
tom. From each of the 5 wires, data are extracted, and the lateral beam pro�le
is determined. From the beam pro�les, the lateral resolutio n is quantized at
-6 dB, at -20 dB, and at -40 dB, and averaged to obtain the average lateral
resolution for each con�guration. For an easier interpreta tion of the results,
the best con�guration for each focus depth and F# is found and shown in Fig.
4.13.

Note from Fig. 4.13 that the measured results �ts nicely with t he simulated
results shown on Fig. 4.8. As with the simulated results there i s no unique
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con�guration that is best at all three levels (-6 dB, -20 dB, - 40 dB). There seem
however to be a trend that a deeper position of the virtual sou rce increases
the lateral resolution at -40 dB.
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Figure 4.13: Measured avg. lateral resolution as function of focus depth , and F#.
The avg. lateral resolution for each con�guration is calcul ated as an avg. from 5
wires ranging from 20 to 120 mm. For each focus depth the con�g uration with the
best lateral resolution is shown. The markers indicate whic h F# that is used in the
respective con�gurations. The blue line indicate the FWHM, th e red line the lateral
resolution at -20 dB, and the black line the lateral resoluti on at -40 dB.

Fig. 4.14 shows two measured B-mode images created using the same two
con�gurations as used in Fig. 4.9. Comparing the two �gures wi th a virtual
source at 10 mm, note the grating lobes in the measured B-modeimage. Also
note the clutter that spreads from each wire and reduces the l ateral resolution.
The B-mode images created using a virtual source at 70 mm seem to create
less clutter and the grating lobes are suppressed.

Fig. 4.15 shows the lateral resolution as function of depth fo r the two con�gu-
rations shown in Fig. 4.9. Comparing the results with the simu lated results it
is seen that the measured results �ts nicely with the simulat ed. There is how-
ever a signi�cant difference at the -40 dB resolution from a d epth of 20 to 60
mm, where SASB is performing better in measurements than in si mulations,
and the conventional method is performing worse.

Clutter energy to total energy ratio
The clutter energy to total energy ratio is investigated usin g measurements
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Figure 4.14: Measured B-mode images created using SASB and in (a) focus depth in
10 mm and a F# of 1, and in (b) focus depth in 70 mm and F# 3.
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Figure 4.15: Measured lateral resolution as function of depth for two con �gurations
of SASB. The blue lines indicate a con�guration using a focus depth of 10 mm and a
F# of 1, and the black line a focus depth of 70 mm and a F# of 3. Thesolid line is the
lateral resolution at -6 dB, the dashed line at -20 dB, and the dotted line at -40 dB.

of the wire phantom, but only data from the �rst 4 wires are use d. The last
wire is too close to the damping material which compromises t he results.
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The clutter energy to total energy ratio is found using (2.13) a nd two cysts
with a diameter of 4 and 7 mm. The 4 resulting ratios are average d to obtain
the average ratio for each con�guration. For an easier inter pretation of the
results, the best con�guration for each focus depth and cyst size is found and
shown in Fig. 4.16.

Interpreting Fig. 4.16 it is seen that positioning the virtua l source at 80 mm
and using a F# of 3.5 results in the best ratio for both the 4 and 7 mm cyst.
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Figure 4.16: Measured avg. clutter energy to total energy ratio of SASB as function
of focus depth, cyst size, and F#. The avg. clutter energy to total energy ratio for
each con�guration is calculated as an avg. of 4 cysts with cen ter ranging from 20 to
120 mm. For each focus depth the con�guration with the best cl utter energy to total
energy ratio is shown. The markers indicate which F# that is u sed in the respective
con�gurations. The blue line indicate the clutter energy to total energy ratio for a 4
mm cyst and the dashed line for a 7 mm cyst.

Cystic resolution
The cystic resolution is investigated using measurements of the wire phan-
tom. For each of the 4 point targets the cyst size for a desired contrast of 20
dB is found using (2.13). The 4 resulting cyst sizes are averaged to obtain the
average cyst size for each con�guration. For an easier interpretation of the
results, the best con�guration for each focus depth is found and shown in
Fig. 4.17.

Interpreting Fig. 4.17 it is seen that positioning the virtua l source at 80 mm
and using a F# of 3.5 results in the best cystic resolution.

48



10 20 30 40 50 60 70 80 90 100
2

3

4

5

6

7

8

9

10

11

12

Focus depth [mm]

A
vg

. c
ys

tic
 r

es
ol

ut
io

n 
[m

m
]

 

 
C: 20 dB
F#: 1
F#: 1.5
F#: 2
F#: 2.5
F#: 3
F#: 3.5

Figure 4.17: Measured avg. cystic resolution of SASB as function of focus depth, and
F#. The avg. cystic resolution for each con�guration is calc ulated as a mean of 4 cysts
with center ranging from 20 to 120 mm. For each focus depth the con�guration with
the best cystic resolution is shown. The markers indicate wh ich F# that is used in the
respective con�gurations. The blue line indicate the cysti c resolution for a desired
contrast of 20dB.

4.4.1 Discussion of the measurement results

A comprehensive study using the same 60 con�gurations of SASB , as evalu-
ated in the simulation study, is evaluated. The study of the la teral resolution
showed as in the simulation study that for all positions of th e virtual source,
a good lateral resolution must be compromised to achieve a go od contrast.
There where however observed a tendency that positioning the virtual source
at lower depths resulted in less clutter and therefore also b etter lateral reso-
lution at -40 dB. For the con�gurations using a low F# grating lobes where
observed, this favors using a high F#. Based on the evaluation of the cystic
resolution and clutter energy to total energy ratio, it seem s that a good con�g-
uration in relation to contrast, is one that uses a virtual so urce in 80 mm and
a F# of 3.5. Evaluating the same two con�gurations, as evaluat ed closer in
the simulation study, approximately the same beam pro�les w here observed.
There were however some deviation, in favor of the measuremen t, at the -40
dB resolution level. The comparison of the two con�gurations showed that
the lateral resolution at -6 dB is approximately the same, bu t the resolution at
-40 dB is improved noticeably using the second con�guration .
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4.5 Comparison to conventional imaging

SASB imaging has been compared to conventional imaging using a BK8820e
abdominal transducer, and a STI 3ML3.5CLA192 abdominal transd ucer. Pa-
per VI presents the comparison study for the setup using the B K8820e trans-
ducer, a �eld of view of 12 cm, and a 5 MHz excitation pulse. The r esults
show that SASB is able to maintain a more isotropic point sprea d function
through depth and has a better lateral resolution. The latera l resolution is in
average improved by 17.9% at FWHM and 6.1% at -20 dB using SASB. The
standard deviation on the lateral resolution at FWHM is impr oved by 0.61
mm at FWHM using SASB compared to DRF.

This section will continue the comparison of SASB imaging to co nventional
imaging using the 3ML3.5CLA192 transducer from STI. The chosen con�g-
uration of the conventional imaging setup is a default con�g uration of the
ProFocus scanner for abdominal imaging using a �eld of view o f 14.6 cm and
a 5 MHz excitation pulse. The con�guration of SASB is based on th e simu-
lated and measured system performance evaluation studies, and the compar-
ison study presented in appendix A. Table 4.3 lists the paramet ers of the two
con�gurations.

Table 4.3: Imaging parameters

Imaging parameters Conventional SASB Unit

Transmit Focus 105.5 70 mm
Transmit F# 5.0 2.0
Transmit Apodization Boxcar Boxcar
Receive Focus dynamic 70 mm
Receive F# 0.8 2.0
Receive Apodization Gauss� :0:4 Gauss� :0:4

Apodization 2nd stage SASB Gauss� :0:4

Lateral resolution

The lateral resolution is compared using a wire and contrast p hantom, Model
525 (Danish Phantom Service, Frederikssund, Denmark). This phantom al-
lows for a comparison of the speckle appearance, and investigation of the
lateral resolution at -6 dB, and at -20 dB. For a more detailed comparison of
the lateral resolution see appendix A.

Fig. 4.18 shows the generated B-mode images of the wire and contrast phan-
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tom. From each of the 14 wires in the center of the images, the lateral reso-
lution is determined and shown in Fig. 4.19. Note from Fig. 4.18 that the
speckle appear more uniform as function of depth. Further no te that the
wires are easier resolved due to the improved lateral resolu tion and lower
side-lobes. This is quantized in Fig. 4.19.
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Figure 4.18: B-mode images of the wire and contrast phantom, Model 525, using
SASB and DRF. Dynamic range is 60 dB. A digital TGC is applied on both images
for a uniform speckle level through depth. The median speckl e level of each image
is normalized to each other. Figure taken from Paper I.
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Figure 4.19: Measured lateral resolution for the B-mode images shown in F ig. 4.18.
Figure taken from Paper I.
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Contrast

The contrast to noise ratio is investigated using 2.14 and a speckle and con-
trast phantom, Model 571 (Danish Phantom Service, Frederikssund, Den-
mark). Fig. 4.20 shows the generated B-mode images. From eachof the 6
large anechoic cysts data is extracted and paired with data f rom a region of
the same size at the same depth and the CNR is determined. The resulting
CNR as function of depth is shown in Fig. 4.21. Note from the �gu re that the
CNR is marginally different between the two imaging methods , where SASB
has a higher CNR until 70 mm and DRF has a better CNR from 85 mm.
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Figure 4.20: B-mode images of the contrast phantom, Model 571, using SASB and
DRF. Dynamic range is 60 dB. A digital TGC is applied on both im ages for a uniform
speckle level through depth. The median speckle level of each image is normalized
to each other.
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Figure 4.21: Measured CNR for the B-mode images shown in Fig. 4.20.
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Signal to Noise Ratio

The signal-to-noise ratio de�ned by 2.4 is investigated using the speckle and
contrast phantom, Model 571, and is based on 20 frames and 384scan lines.
The frames were acquired such that none of the contrast objects interfered
with the measurement.

Fig. 4.22 shows the measured SNR as function of depth. Note from the �g-
ure that SASB has a marginally better SNR from 40 mm to 90 mm, whi ch is
around the transmit focus point. The penetration depth de�ne d by a SNR of
0 dB is not reached with the given setups.
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Figure 4.22: Visualization of the SNR using SASB and DRF. Figure taken from Paper
I.

4.5.1 In vivo comparison

In the �nal part of the comparison study an in vivo scan of the Morison's
Pouch from a 30 year old male volunteer was scanned. The B-mode images
are shown in Fig. 4.23. Each of the images are shown with a dynamic range
of 60 dB and are post-processed using a digital TGC for a unifor m speckle
level through depth. The median speckle level of each image is normalized
to each other.

Note from Fig. 4.23 that the details in the image is better visu alized using
SASB. Small vessels are easier to detect and boundaries are sharper.
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(b) SASB

Figure 4.23: Measured in vivo B-mode image of the Morison's pouch, using (a) DRF
and (b) SASB. Figure taken from Paper I.

4.5.2 Discussion of the comparison results

Several con�gurations of SASB were compared to a conventiona l imaging
setup for abdominal imaging. The con�guration of SASB positio ning the vir-
tual source at 70 mm and using a F# of 2 is a good setup, and was compared
to a default manufacturer speci�ed conventional setup. The t wo methods
were compared in terms of lateral resolution, contrast to no ise ratio, signal to
noise ratio, and in in vivo measurements.

The results of the lateral resolution evaluation showed that at -6 dB and -20
dB the lateral resolutions are on average improved by 18.4% at -6 dB and
17.4% at -20 dB using SASB. The standard deviation on the lateralresolution
at -6 dB were improved from 0.9 mm using DRF to 0.7 mm using SASB. At
-20 dB the standard deviation were 3.5 for both modalities. A l ower stan-
dard deviation of the lateral resolution can be interpreted as a more uniform
apearance of the images.

The result from the contrast to noise ratio evaluation showed that the CNR
using SASB and conventional imaging is on average equally good. A ten-
dency that SASB had a better CNR at lower depths, and conventional imag-
ing at deeper positions were observed.

The result from the signal to noise ratio evaluation showed th at the SNR us-
ing SASB is on average 6.2% or 1.18 dB better than the SNR using DRF.
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The technical performance evaluation was further supported by in vivo scans
of the right kidney and the adjacent liver. The results presen ted prove the
viability of SASB for 2D ultrasound imaging.

4.6 Conclusion

This chapter has presented the theory behind SASB imaging, an implemen-
tation and beamforming strategy, a comprehensive simulati on and measure-
ment study, and a comparison study evaluating SASB in compari son to con-
ventional imaging.

The theory of 2 dimensional SASB imaging is implemented in a nov el im-
plementation using the beamformation toolbox BFT3, and has been used to
generate both simulated and measured B-mode images. The implementation
is based on a sequential processing of each �rst stage scan line, producing a
set of low resolution images, that is summed to generate the � nal high resolu-
tion image. Furthermore, an implementation based on parall el processing of
multiple �rst stage scan lines were presented, and the hardw are requirements
were discussed for a real time implementation.

Based on the comprehensive simulation and measurement study evaluating
each of the technical performance indicators presented in Chapter 2, con�g-
urations of SASB were compared to conventional imaging. A goo d con�g-
uration of SASB showed to be using a virtual source depth of 70 m m and a
F# of 2. The lateral resolution, contrast to noise ratio, signal to noise ratio,
and in vivo measurements were evaluated and showed that SASB imaging
is viable for 2D ultrasound imaging. Further evaluation of t he clinical ef�-
cacy will determine if the image quality of SASB imaging is bet ter than using
conventional imaging, and will be the topic of Chapter 5.
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CHAPTER

FIVE

Clinical evaluation of Synthetic
Aperture Sequential

Beamforming

This chapter describes the evaluation of a novel implementat ion of 2-
dimensional SASB imaging in comparison to conventional dyna mic receive
focusing imaging. The evaluation is performed as a three phas ed clinical
study as proposed in Paper III, and discussed in Chapter 2 section 2.2.

The basic concept of SASB imaging is introduced in Chapter 4, where the
theory behind the method is explained in detail, followed by a simulation
and measurement parameter study. The parameter study evalua ted each of
the technical indicators presented in Chapter 2 and good con �gurations was
determined and presented as a prototype in Paper VI and Chapt er 4. In the
following of this chapter the results from the pre-clinical trial, presented in
Paper V, and the result from the clinical trial, presented in Paper II, will be
introduced and discussed. Special focus is on describing the data processing,
determination of the acoustic output, and presentation of t he data material.

5.1 Hypothesis

The two null hypotheses tested in the clinical trials are:

• SASB imaging has no effect on penetration depth.

• SASB imaging has no effect on image quality.
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5.2 Methods and Materials

The evaluation of the hypotheses are performed in two clinica l trials using
healthy volunteers, and evaluated by ultrasound specialis ts (medical doc-
tors). The pre-clinical trial is used to determine the releva nce of a clinical
trial, and the clinical trial is used to determine the clinic al ef�cacy. Both tri-
als are conducted for abdominal imaging using a multi elemen t convex array
transducer, and is compared to conventional dynamic receiv e focusing imag-
ing using dynamic apodization.

5.2.1 Equipment and imaging con�guration

The in-vivo measurements were performed using the data acquisition sys tem
described in Chapter 3 and presented in Paper I and III. In bot h trials the
same convex array, STI 3ML 3.5CLA192, transducer is used as in the proto-
type phase. The shoot sequence is con�gured such that one frame from one
method followed directly after the other. Hereby, images fr om exactly the
same �eld-of-view were obtained, enabling direct comparis on of the meth-
ods. The depth of each scan was set to 14.6 cm and the interleavedframe
rate was set to 10 frames per second, i.e., 5 conventional and 5 SASB frames
per second. The chosen excitation waveform and transmit volt age is a pre-
set standardized setting from the manufacturer and is the sa me for both the
conventional and SASB imaging (� 75 V).

The applied imaging con�guration of SASB is determined based o n the pro-
totype study described in Chapter 4 and the con�guration of D RF is chosen
based on the standard manufacturer settings for abdominal i maging with a
�eld-of-view of 14.6 cm using a center frequency of 5 MHz and a B K8820e
transducer. The BK8820 and the used transducer has identical geometrical
parameters.

The excitation pulse and imaging con�guration of SASB and DRF i s charac-
terized by the parameters given in Table 5.1. Note that the fra me rate used in
the intensity measurements is 10 frames per second using a single con�gura-
tion at a time. This result in a conservative measure of the int ensity, and the
actual intensity in the interleaved con�guration will be lo wer.
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Table 5.1: Imaging con�gurations

Imaging parameters Conventional SASB Unit

Transmit Focus 105.5 70 mm
Transmit F# 5.0 2.0
Transmit Apodization Boxcar Boxcar
Receive Focus dynamic 70 mm
Receive F# 0.8 2.0
Receive Apodization Gauss� :0:4 Gauss� :0:4

Apodization 2nd stage SASB Gauss� :0:4

System and pulse parameters

No. of emissions per image 384
No. of scan lines per image 384
No. of frames per sec. 10
Max. no. of active elem. 64
Center frequency 5 MHz
Transmit voltage 75 V

5.2.2 Data processing

The data acquired by the ProFocus scanner is beamformed baseband data.
Each acquired frame is split into conventional image frames and SASB image
frames. The image frames are subsequently converted to RF data, and the
SASB image frames are processed using the beamformation toolbox BFT3 [10]
to generate SASB second stage RF data. The second stage scan lines are de-
�ned with the same location and direction as the �rst stage sc an lines. Note,
however, that any number of scan lines or image points could h ave been
beamformed for SASB imaging, from the acquired data.

The processing steps performed to generate B-mode images fordisplay are
shown in Fig. 5.1. First the RF data is scaled to compensate foredge ef-
fects. The compensation factor is simply one over the number of contribut-
ing channels. The data is subsequently envelope detected andautomatic TGC
corrected. After TGC correction, image sequence pairs are normalized to an
overall median envelope level, matching a gray tone of 70 ( 27% of the gray
tone scale) after compression. Subsequently data is� -law compressed, scan
converted, and saved in an palindromatic order, to avoid ann oying temporal
discontinuities at the ends during visualization.
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Figure 5.1: Block diagram of the data path for generating the individual B-mode
images. The blue color indicate the data path for the DRF meth od, the green color
the data path for the SASB method, and the red color the overal l gain setting which
the speckle level of the resulting images are normalized to.

Automatic TGC correction

The automatic TGC correction is applied to obtain a homogeneou s speckle
level through depth. The automatic TGC correction simulates t he TGC ad-
justments performed by a physician, eliminating the possib le bias from hu-
man intervention.

The TGC correction is performed by calculating a mask to �lter o ut strong
and weak specular regions. The mask is then applied to the enveloped de-
tected data and the median value of all lines for all depths in the �rst recorded
frame is found. The resulting curve is normalized to a maximum of one, in-
verted, and used to normalize all lines in all frames. Fig. 5.2 shows a block
diagram of the data path, and Fig. 5.3 shows an example of a B-mode image
before and after post-processing.
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Figure 5.2: Block diagram of the data path for calculation of the digital TGC. (a)
shows the calculated cumulative density and the threshold v alues Thigh and Tlow .
(b) shows the mask with red color for determining the speckle level. (c) shows the
corresponding B-mode image. Note how strong and weak region s are masked out.

-60 -40 -20 0 20 40 60

0

20

40

60

80

100

120

140

Lateral position [mm]

A
xi

al
 p

os
iti

on
 [m

m
]

Original

0 5 10 15

0

20

40

60

80

100

120

140

[dB]

A
xi

al
 p

os
iti

on
 [m

m
]

TGC

-50 -25 0 25 50

0

20

40

60

80

100

120

140

Lateral position [mm]

A
xi

al
 p

os
iti

on
 [m

m
]

TGC corrected

(b)(a) (c)

Figure 5.3: Automatic TGC post correction. (a) shows the B-mode image pr ior to
TGC correction, (b) shows the TGC curve expressed in dB, and (c) shows the same
image as in (a) after TGC correction. Figure taken from Paper II.

Compression

Compression is done by mapping the envelope detected data to a quantized
8-bit linear gray scale for display. Different types of mapp ing is investigated,
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Figure 5.4: Illustration of three different compression schemes, � -low using 80 dB
dynamic range, linear mapping using log 10 compression, and linear mapping using
a modi�ed log 10 compression.

and some of the mappings are shown in Fig. 5.4.

As shown in Fig. 5.5 the mapping from envelope detected data to g ray scale
has a signi�cant in�uence on performance perception. This map ping can be
designed to emphasize or attenuate different features of th e image data. The
empirical evaluation performed in the prototype phase, sho wed that map-
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Figure 5.5: B-mode images using different types of compression. (a) Lin ear log10

compression using 60 dB dynamic range. (b) � -law compression using 80 dB dy-
namic range. (c) Modi�ed linear log 10 compression using 60 dB dynamic range.
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pings that discard the information in the highest envelope a mplitudes, and
attenuate the information at speckle level is best suited. From the mappings
evaluated the � -law compression scheme using a dynamic range of 80 dB is
best and is used in the two clinical studies.

5.2.3 Data material

In both the pre-clinical and the clinical trial a data sequen ce of 3 seconds is
obtained from each scan location. Due to the low frame rate an d for an easier
visual comparison of the two methods, the physician tried to hold the probe
in the same view throughout the recording.

In the pre-clinical trial a data set comprising 32 image sequ ences were created
from 2 volunteers. Fig. 5.6 presents the �rst frame from two of the image
sequences. The full data set is presented in appendix B.

In the clinical trial a data set comprising 84 image sequences were created
from 18 volunteers. During the data acquisition 6 image sequ ences were
dropped due to patient speci�c issues.

Five different upper abdominal locations were scanned on ea ch volunteer.
The physician recorded two sequences of the right, middle and left hepatic
veins and their entry in the inferior caval vein, one sequenc e of the liver
alongside the right kidney, and one sequence of each kidney by itself. Fig.
5.7 illustrates the �ve scan locations and examples of B-mode images from
each location using conventional imaging and SASB imaging. Th e full data
set is presented in appendix C.

5.2.4 Data evaluation

In both the pre-clinical and the clinical trial, �ve medical doctors, all used
to working with ultrasound, evaluated the image sequences. None of the
ten doctors had knowledge about synthetic aperture imaging , and none had
seen any of the recorded sequences before. Evaluation were done using the
developed image quality assessment program (IQap) described in Chapter 2.
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Figure 5.6: B-mode images created using SASB on the left and conventional imaging
on the right. (a) Longitudinal section of right liver lobe, t he kidney and diaphragm
at the bottom, (b) Liver and top of right kidney. Figure taken from Paper V.
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Figure 5.7: The images, next to the torso illustrating the scan location s, shows in (a)
Transverse scanning of liver, (b) Transverse scanning of liver using different angu-
lation of the transducer, (c) Longitudinal scanning of the r ight kidney with adjacent
liver, (d) Longitudinal scanning of right kidney, and in (e) Longitudinal scanning of
left kidney with adjacent spleen. Figure taken from Paper II.

5.2.5 Data analysis

The statistical data analysis of the VAS score and the penetration depth
is performed using the statistical data analysis program R v ersion 2.12.2
(http://www.r-project.org/), and a mixed effect linear model [42]. The
mixed effect linear model is well suited for this type of data analysis because
of the clustered and therefore dependent data. The data is clustered because
a single image pair is evaluated by all evaluators, and furth er, the total data
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set of image pairs are recorded from a smaller group of volunt eers.

The mixed effect linear model is a statistical model that inco rporate both
�xed-effects parameters and random effects. The model describes a relation-
ship between a response variable and some of the covariates that have been
measured or observed along with the response. The response are thought to
be the linear sum of the �xed and random effects, and can be exp ressed in
matrix form as:

y = � + X� + Z + �; (5.1)

where y is a vector of responses,� is the intercept or average score for the
entire data set. X� models the �xed effects, and X is the �xed-effects design
matrix, and � is a vector of �xed-effects parameters. Z models the random
effects, and Z is the design matrix of random effects and  is the vector of
random effect parameters. � is a vector of residual errors.

The covariates that have been measured along with the response are divided
into �xed effects and random effects. The covariate is a �xed e ffect if it af-
fects the evaluators population mean, and is a random effect if it is associated
with a sampling procedure (e.g., evaluator or image pair). Ran dom effects
contribute only to the covariance structure of the data, not the mean effect.

The only �xed parameter in the developed model is a descriptor of the dis-
played image order (left right placement of the SASB image). Th e random
effect is modeled for each image pair and each doctor, thereby accounting
for the dependence induced by repeatedly scoring the same image pair and
collecting multiple scores from the same doctor.

Evaluating the model, the parameter of interest is the inter cept, which cap-
tures the average score and will be negative if SASB is preferred to conven-
tional imaging.

As a robustness check the analysis was repeated with a transformed score
(the square root and negative square root of positive and neg ative scores, re-
spectively). In addition Wilcoxon [43] tests were performe d for each doctor
and side (SASB on left or right) separately. Within these stra tums the observa-
tions are independent and p-values for the hypothesis that the two methods
are equally good (i.e. probability of a positive score equal t he probability of a
negative score) are therefore readily available.

The depth scores given to SASB and conventional imaging were in itially sub-
tracted from each other and the resulting differences were a nalyzed as de-
scribed above.
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5.3 Acoustic Output

This section documents that the con�guration of the transmit ted �eld us-
ing SASB and the conventional method is within the limits prop osed by the
United States Food and Drug Administration (FDA) [33]. This is do ne by
measuring the 3-D pressure �eld from a single pulse in the cen ter of the trans-
ducers scan plane and by calculating the corresponding inte nsity values and
the mechanical index.

5.3.1 The measurement system

The acoustic outputs were measured in a water tank using a high precision 3-
dimensional position system (AIMS III using Soniq Software) and a HGL0400
hydrophone (Onda, Sunnyvale, CA, USA) by following the guideli nes given
by the American Institute of Ultrasound in Medicine (AIUM) [44] a nd the
International Electrotechnical Commission (IEC) [45].

It should be noted that the effective size of the hydrophone r adius, a, apply
to the current written standards from AIUM [44] and IEC [45]. The standards
address the limits on the maximum effective hydrophone radi us, amax , and
the IEC criterion is given by:

amax =
�
4

" �
l

2r

� 2

+ 0 :25

#

; (5.2)

where � is the ultrasonic wavelength, l=2r is the normalized distance of the
hydrophone from the transducer, where l is the distance and r is the trans-
ducer radius [46]. The effective hydrophone radius, is given approximately
by:

a =
�

a2
g +

1
4f 2

0

� 1=2

; (5.3)

where f 0 is the center frequency in MHz, ag is the geometrical radius of
the hydrophone. Another way of determining the required size of the hy-
drophone is to use a hydrophone with a diameter less than one t hird of the
FWHM of the beam-pro�le [47]. In this case then the error in th e measure-
ment of the peak pressure should normally be less than 3%. In both methods
the used hydrophone apply to the recommendations.
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5.3.2 Data acquisition

Using the AIMS III system and the Soniq software a 3D scan sequence was
de�ned to measure the acoustic output in a 8 x � 8y � 90z mm volume, with
a resolution of 0.38 mm in x and y and 1 mm in z. For each of the scan
positions the received waveform is averaged over two emissi ons, stored, and
subsequently converted to pressure using:

p = V=M; (5.4)

where p is the acoustic pressure, V is the measured voltage, and M is the
system sensitivity (0.421 V/MPa at 5 MHz). A sampling frequen cy of 50 MHz
is used by the AIMS III system, and a total of 1000 samples are acquired at
each scan position.

5.3.3 Concept of in-situ or derated levels

The measured intensities need to satisfy upper limits regula ted by the FDA
[33], which have been introduced as safety guides to avoid da mage to the
tissue and pain to the patient. These limits concern the mechanical in-
dex, MI � 1:9, the spatial-peak-pulse-average intensity, Isppa � 240 W=cm2,
the spatial-peak-temporal-average intensity Ispta � 1500 mW=cm2, and the
spatial-peak-half-cycle-maximum intensity Im � 600 W=cm2 [33] for diag-
nostic ultrasound imaging.

Acoustical output measurements of medical ultrasonic equip ment are made
with the �eld propagating in water. The measurements are made in water
because of its availability and well-known characteristic s. A factor is applied
to acoustic output parameters intended to account for ultra sonic attenuation
of tissue between the source and a particular location in the tissue. The av-
erage ultrasonic attenuation is assumed to be a 0.3 dB/cm/MHz along the
beam axis in the body [44]. This coef�cient accounts for the lo se of energy
from propagating the ultrasound beam either by conversion t o other forms
of energy or from re�ection from small inhomogeneities in the medium. The
effect on a plane wave of initial pressure amplitude p(0) will, after traveling
a distancez, have a pressure amplitude p(z) given by:

p(z) = p(0) exp (� �z ); (5.5)

where p(z) is the pressure amplitude at a distance z from the initial posi-
tion with a pressure amplitude of p(0), and � is the attenuation coef�cient
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expressed in units of Nepers per meter (Np/m). The difference between a
Neper and dB is a �xed ratio, and is given as:

dB=Np = 20 �
log

� a
b

�

ln
� a

b

� =
20

ln (10)
= 8 :68588 (5.6)

Using an attenuation of 0.3dB/cm/MHz the attenuation coef�ci ent for pres-
sure is 0:0345and the derated pressure, denoted with a subscript .3, is ex-
pressed as:

p(t):3 = p(t) exp (� 0:0345t); (5.7)

where t is time. The derated instantaneous intensity is expressed as:

I (t):3 = I (t) exp (� 0:069t): (5.8)

Pulse Intensity Integral

The propagating acoustic wave carries energy, and the amount of energy per
unit area is called the pulse intensity integral,(PII). PII i s the basis for the
calculation of the intensity output pro�les, and is given as the integral of the
instantaneous intensity over the time interval, T , where the received pulse
at the hydrophone is nonzero [44]. The instantaneous intensi ty, I , is found
from:

I (t) =
p(t)2

�c
; (5.9)

where p(t) is the time domain ultrasonic pressure waveform, � is the density
of the propagating medium (997.0479 kg/m 3), and c is the speed of sound
(1499 m/s). The unit for the intensity is watts per square mete r (W/m 2). The
PII is given as:

P II =
Z T

0
I (t)dt (5.10)

The units for the PII are joules per square meter (J/m 2), but it is more common
in biomedical ultrasound to use centimeters (J/cm 2).

Fig. 5.8 illustrates the PII for the SASB and DRF con�guration. The peak PII
is determined for each 2D scan (x,y) and plotted as a function o f the distance
from the transducer.
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(a) (b)

Figure 5.8: Measured pulse intensity integral as function of distance f rom the trans-
ducer and lateral position. (a) for the SASB con�guration an d (b) for the DRF con�g-
uration. The shown PII have been normalized to the peak PII for e ach con�guration.

Peak pressure

Each pressure waveform collected during the measurement pr ocess has a
peak positive pressure, or compressional pressure Pc, and a peak negative
pressure, or rarefractional pressure Pr , associated with it. The unit for the
peak pressures are mega pascal (MPa). Typical acoustical power outputs for
diagnostic B-mode scans generate a peak compressional pressure of 2-5MPa,
and a peak rarefractional pressure of 1-3 MPa [47, 48]. Fig. 5.9 illustrates the
measured peak pressures for the con�guration of SASB and DRF. The peak
pressures are determined for each 2D scan (x,y) and plotted asa function of
the distance from the transducer.

70



20 40 60 80 100
0

2

4

6

Distance from transducer [mm]

P
re

ss
ur

e 
[M

P
a]

 

 

Pc
Pc.3
Pr
Pr.3

(a)

20 40 60 80 100
0

2

4

6

Distance from transducer [mm]

P
re

ss
ur

e 
[M

P
a]

 

 

Pc
Pc.3
Pr
Pr.3

(b)

Figure 5.9: Measured peak compressional and rarefractional pressure as function of
distance from the transducer. (a) for the SASB con�guration and (b) for the DRF
con�guration. The pro�les are shown for both the water measu rement and derated
using an attenuation coef�cient of 0.3dB/cm/MHz.

Pulse duration

The pulse duration, td is equal to 1.25 times the interval between the time
when the time integral of the instantaneous acoustic pressu re squared reaches
10% and 90% of its �nal value. The �nal value being the pulse pre ssure
squared integral, pi . Oncepi has been determined, td can be calculated from:

td = 1 :25(t2 � t1); (5.11)

where t1 and t2 are given by:

Z t1

0
p(t)2dt = 0 :1pi

Z t2

0
p(t)2dt = 0 :9pi (5.12)

A typical td for a diagnostic B-mode scan is 0.2-1� sec[47]. Fig. 5.10 illustrates
the pulse duration for the SASB and DRF con�guration. The peak p ulse du-
ration is determined for each 2D scan (x,y) and plotted as a fun ction of the
distance from the transducer.

Intensity pulse average

The pulse average of the instantaneous intensity, I pa, is found by taking the
average over one pulse duration, and can be directly derived from the P II
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Figure 5.10: Measured pulse duration as function of distance from the tra nsducer.
The pulse duration is shown for the con�guration of SASB and D RF.

and td by.

Ipa =
P II
td

: (5.13)

The units for the I pa are watts per square centimeter (W/m 2), but again it is
more common to use centimeters (W/cm 2).

A typical I sppa for a diagnostic B-mode scan is 50-200W=cm2 [47, 48]. Fig.
5.11 illustrates the measured I pa for the SASB and DRF con�guration. The
spatial peak intensity, I sppa, is determined for each 2D scan (x,y) and plotted
as a function of the distance from the transducer.

Intensity temporal average

The time average of the instantaneous intensity, I ta , is found by taking the
average over one acoustic repetition period and is given as:

I ta = P II � fprf (5.14)

where fprf is the rate of identical acoustic pulses per second. The units for
the I ta are watts per square meter (W/m 2), but it is more common to use
centimeters and milliwatts (mW/cm 2).
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Figure 5.11: Measured spatial peak pulse average intensity as function o f distance
from the transducer. The intensity is shown for the con�gura tion of SASB and DRF.
The pro�les are shown for both the water measurement and dera ted using an atten-
uation coef�cient of 0.3dB/cm/MHz.

The regulatory limit set by the FDA is an I spta of 1500 mW/cm 2 [33]. A typ-
ical I spta for a diagnostic B-mode scan is 1-30mW=cm2 [47, 48]. Fig. 5.12
illustrates the measured I ta for the SASB and DRF con�guration. The spatial
peak intensity, I spta , is determined for each 2D scan (x,y) and plotted as a
function of the distance from the transducer.

Eqn. 5.14 does not take the possible contribution from other scan lines into
account. This can be important because the beams from adjacent scan lines
might overlap each other. The determination of the temporal a verage inten-
sity considering overlapping beams can be determined from:

I ta =
NX

n=1

I ta (n); (5.15)

where I ta (n) is the temporal average intensity for the nth contributing scan
line and N is the total number of contributing scan lines at a given spat ial
location [47]. This number has not been evaluated because themeasured I ta

from a single beam is well below the FDA limit, and even an over lap factor
of 384, will be below the FDA limit.
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Figure 5.12: Measured spatial peak temporal average intensity as functi on of dis-
tance from the transducer. The intensity is shown for the con �guration of SASB and
DRF. The pro�les are shown for both the water measurement and derated using an
attenuation coef�cient of 0.3dB/cm/MHz.

Intensity half-cycle maximum

Average intensity over the pulse half-cycle having the grea test temporal-peak
intensity, and is determined by:

I m =
td

2

Z t1+ td =2

t1

I (t)dt; (5.16)

where t1 is the time where the integration over half the time period td is the
maximum. The regulatory limit set by the FDA is an I m of 600 W/cm 2 [33].
Fig. 5.13 illustrates the measured I m for the SASB and DRF con�guration.
The spatial peak intensity, I m , is determined for each 2D scan (x,y) and plot-
ted as a function of the distance from the transducer.
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Figure 5.13: Measured maximum intensity over one half pulse cycle as func tion of
distance from the transducer. The intensity is shown for the con�guration of SASB
and DRF. The pro�les are shown for both the water measurement and derated using
an attenuation coef�cient of 0.3dB/cm/MHz.

Mechanical Index

The mechanical index (MI ) is a value that estimates the likelihood of cavi-
tation by the ultrasound beam. The MI is directly proportional to the peak
rarefactional (negative) pressure, and inversely proport ional to the square
root of the ultrasound frequency. The de�nition of MI used by the FDA is
given as:

MI =
Prp
f 0

(5.17)

evaluated at the position of peak pulse intensity integral, P II . Pr is the peak
rarefaction pressure in MPa, and f 0 is the center frequency (acoustic working
frequency) in MHz. The regulatory limit set by the FDA is an MI of 1.9 [33].
Fig. 5.14 illustrates the measured MI for the SASB and DRF con�guration.
The spatial peak mechanical index, MI , is determined for each 2D scan (x,y)
and plotted as a function of the distance from the transducer .
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Figure 5.14: Measured mechanical index for the con�guration of SASB and D RF.
The MI is shown for both the water measurement and derated usi ng an attenuation
coef�cient of 0.3dB/cm/MHz.

5.3.4 Results from the acoustic output measurements

The intensity and mechanical index was obtained for both imag ing methods,
and are listed in Table 5.2. These values are considerably lower than the FDA
limits, and in-vivo scanning is therefore safe using the present imaging con-
�gurations.

Table 5.2: Measured intensities and mechanical index for the con�gura tion of SASB
and conventional imaging.

Parameter FDA limit Value in Water Value in-situ
(SASB) (DRF) (SASB) (DRF)

I spta [mW/cm 2] < 1500 5.74 3.34 0.66 0.21
I sppa [W/cm 2] < 240 636.70 467.77 69.74 28.49
I m [W/cm 2] < 600 858.63 563.33 99.48 33.65
MI < 1.9 1.73 2.38 0.80 0.51
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5.4 Data evaluation results

5.4.1 Pre-clinical trial

From the 320 (32image pairs � 5evaluators � 2presentations ) image quality ratings,
75 (24%) favored conventional imaging, 197 (61%) favored SASB and 48 (15%)
were rated equally good. The distribution of ratings from the individual doc-
tors are shown in Fig. 5.15.

The statistical analysis showed that the average VAS score is signi�cantly
negative (p-value: 0.0005) and estimated to be -2.9 (95% CI: -4.54; -1.26). The
analysis of the transformed score yields qualitatively the same result and the
10 Wilcoxon tests performed in each stratum de�ned by doctor id and side,
7 found a signi�cant difference in favor of SASB and none in fav or of the
conventional method. Thus, the data clearly show that SASB is p referred
compared to conventional imaging. Table 5.3 documents the results from the
Wilcoxon tests.
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Figure 5.15: Distribution of pooled answers from assessment of overall i mage quality
in the pre-clinical trial. Negative values favor SASB. Figu re taken from Paper V.

The differences in penetration depths between the two techni ques are shown
in Fig. 5.16. The analysis of the depth scores showed that the average differ-
ence is insigni�cant ( p-value: 0.98).
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Figure 5.16: Distribution of pooled answers from assessment of penetrat ion in the
pre-clinical trial. Negative values favor SASB. Figure tak en from Paper V.

Table 5.3: Results from the pre-clinical evaluation

Evaluator VAS: p-value: VAS: p-value: Depth: p-value
SASB left DRF right DRF left SASB right

1 0.39981 0.02525 0.63824
2 0.04056 < 0.01 0.30097
3 0.03308 < 0.01 0.85752
4 0.18103 0.47144 0.54958
5 < 0.01 < 0.01 0.97539

5.4.2 Clinical trial

From the 840 (84image pairs � 5evaluators � 2presentations ) image quality ratings,
117 (14%) favored conventional imaging, 614 (73%) favored SASB and 109
(13%) image pairs were rated equally good. The distribution o f ratings from
the individual doctors are shown in Fig. 5.17.

The statistical analysis showed that the average VAS score is signi�cantly
negative (p-value: 0.0005) and estimated to be -3.5 (95% CI: -5.5; -1.5). The
analysis of the transformed score yields qualitatively the same result and the
10 Wilcoxon tests performed in each stratum de�ned by doctor id and side are
all signi�cant (p-values ranging from 10� 14 to 0.025). Thus, the data clearly
show that SASB is preferred compared to conventional imaging . However,
there is a substantial variance on the individual scores. Table 5.4 documents
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the results from the Wilcoxon tests.

The linear mixed effect model predicts that for a new image pai r, rated by
a new doctor, there is 70% probability that the doctor will pr efer the SASB
image and 30% probability of prefering the conventional ima ge.
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Figure 5.17: Distribution of pooled answers from assessment of overall i mage quality
in the clinical trial. Negative values favor SASB. Figure ta ken from Paper II.

The differences in penetration depths between the two techni ques are shown
in Fig. 5.18. The analysis of the depth scores showed that the average dif-
ference is insigni�cant ( p-value: 0.55) and estimated to be 0.37 mm (95% CI:
-0.83; 1.6 mm).

Table 5.4: Results from the clinical evaluation

Evaluator VAS: p-value: VAS: p-value: Depth: p-value
SASB left DRF right DRF left SASB right

1 0.02558 < 0.01 0.82925
2 < 0.01 < 0.01 0.80715
3 < 0.01 < 0.01 0.51618
4 < 0.01 < 0.01 0.03481
5 < 0.01 < 0.01 0.69093
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Figure 5.18: Distribution of pooled answers from assessment of penetrat ion in the
clinical trial. Negative values favor SASB. Figure taken fr om Paper II.

5.5 Discussion and conclusion

The three phased setup for clinical studies presented in Paper III, proved to
be good methodology for the evaluation of clinical ef�cacy. The methodol-
ogy has ensured that the obtained results are valid and relia ble, as the inves-
tigator was separated from the evaluation procedure. Furth ermore, were the
physician that recorded the images not included in the evalu ation procedure.

The image quality methodology and software presented in Pape r III, proved
to be well suitable for the evaluation of the clinical ef�cac y. The methodology
ensures that the evaluator is blinded from the method labels and that the
data is evaluated without bias from left/right placement of the images. An
important aspect of the evaluation is that it is performed on image sequences
and not on still images. The evaluation of live image sequences ensures that
the evaluation is as close as possible to the clinical setup.

The VAS scale is inherently interpreted differently by the eva luators, and the
evaluators inherently have different image quality prefer ences. The interpre-
tation of the VAS scale can be sought normalized by performing an introduc-
tion to the data material. In this study �ve image sequence pa irs were shown
prior to the evaluation. This number could have been increase d for improved
normality.

In the evaluation of the pre-clinical trial the evaluators u sed 24 seconds in
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average on each of the VAS scores and 5 seconds in average on each of the
depth scores. In the clinical trial the evaluators used 17 seconds in average
on the VAS scores and 5 seconds in average on the depth scores. This means
that for an average evaluator the time needed to evaluate a suf�cient data set
is one hour. This amount of time, is small enough to conduct the se clinical
studies for new con�gurations, and new processing methods.

The results from the two clinical trials, showed that the imag e quality using
SASB imaging is statistically signi�cant improved compared to conventional
imaging. Furthermore, the result from the penetration stud y showed that
SASB imaging can produce images with satisfying penetration .

The images were produced with an acoustic output pro�le that i s within the
current limits set by the FDA. The acoustic output of the SASB con �guration
is higher than the one used for the conventional setup. This op ens for the
question if the comparison is performed fair? The answer to th e question is
simple. Given the ProFocus system where the con�gurations a re optimized
for, the comparison is performed fair and the results show th e best possible
outcome for both modalities.
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CHAPTER

SIX

Simulation of acoustic �elds

Ultrasound imaging is an active �eld of research and each year new imag-
ing schemes are proposed. The performance of these new methods is often
documented in an idealized framework, ignoring the complic ations of real
and non-ideal transducers. The work by M 	artensson [49] showed that trans-
ducers are deteriorating over time, and it is therefore rele vant to investigate
how imaging methods perform in non-idealized systems. Furt hermore with
the increasing system complexity and image quality, the req uirements for an
accurate and realistic prediction of the acoustic �eld is in creasing.

Simulation of acoustic �elds using linear acoustics is exte nsively used, and is
a standard tool in ultrasound research and development. In u ltrasound imag-
ing, a pulse is emitted into the body and is scattered and re�ec ted by density
and propagation velocity perturbations. The received �eld c an be found by
solving an appropriate wave equation. Gore and Leeman [50] c onsidered
a wave equation where the scattering term was a function of th e adiabatic
compressibility and the density. Jensen [51] used an equivalent wave equa-
tion as the one used by Gore and Leeman [50], but changed the scattering
term for the wave equation to a function of density and propag ation velocity
perturbations. The derived model has no restrictions enforc ed on the trans-
ducer geometry or its excitation and its implementation, Fi eld II, has become
a widely used tool for simulations in ultrasound research an d development.

This chapter will in combination with Paper IV and VII investi gate if a de-
tailed and realistic prediction of the acoustic �eld of a hig h quality imaging
system, can be obtained by combining experimental determin ation of the in-
dividual element pulse echo wavelets and numerical modelin g using Field II.
The investigation is performed as a series of simulations and measurements
using a BK8804 192-element linear array transducer.
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6.1 The Field II simulation model

This section gives a short introduction to the theory behind t he simulation
software Field II and is a composition of Paper VII and [51].

Field II is a linear acoustics simulation software that can b e used to calculate
the received signal from a collection of point scatterers us ing:

Vr (t) = Vpe(t) ?
t

f m (~r1) ?
r

hpe(~r1; t); (6.1)

where ?
r

denotes spatial convolution, ?
t

temporal convolution, and ~r1 the

position of the point scatterer. Vpe(t) is the transducer element pulse-echo
wavelet, which includes both the transducer excitation and the electro-
mechanical impulse response during emission and reception of the pulse.
f m (t) accounts for the inhomogeneities in the tissue due to densit y and speed
of sound perturbations that generates the scattering, and hpe(~r1; t) is the
pulse-echo spatial impulse response that relates the transducer geometry to
the spatial extent of the scattered �eld. Explicitly writte n out the latter term
is:

hpe(~r1; t) = ht (~r1; t) ?
t

hr (~r1; t); (6.2)

where ht (~r1; t) is the spatial impulse response for the transmitting apertu re
and hr (~r1; t) is the spatial impulse response for the receiving aperture. Both
impulse responses are a superposition of the spatial impuls e responses from
the individual elements of a multi-element aperture proper ly delayed and
apodized. Each impulse response is:

h(~r; t ) =
NeX

i =1

ai (t)hi (~r1; t � � i (t)) ; (6.3)

where ai (t) denotes the apodization and � i (t) focusing delay, which both are
a function of position in space and thereby time. Ne is the number of trans-
ducer elements. The received signal from each scatterer mustbe calculated
for each new focusing scheme corresponding to the different lines in an im-
age. The resulting rf signal is then found by summing the responses from the
individual scatterers using (6.1).

The model expressed in (6.1) can be extended with individual el ement pulse-
echo wavelets by rearranging (6.1), (6.2), and (6.3) such that the time convo-
lution between the element pulse-echo wavelet, the receive spatial impulse
response, and the transmit spatial impulse response is convolved individu-
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ally per element as:

Vr (t) = f m (~r1) ?
r

NeX

i =1

Vpe;i(t) ?
t

hpe;i(~r1; t); (6.4)

where Vpe;i(t) is the element pulse-echo wavelet for the i 'th element, and
hpe;i(~r1; t) is the element pulse-echo spatial impulse response and can be cal-
culated using (6.2) and (6.3) on individual element basis.

6.2 Determination of the pulse-echo wavelets

To perform the calculations in (6.1) and (6.4), Vpe must be determined, as h
ca be calculated from the physical dimensions of the transdu cer. Vpe can ei-
ther be constructed from knowledge of the electromechanica l properties of
the transducer [52] or it can be measured. Here the second approach is cho-
sen, and the measurements are performed using the data acquisition system
presented in chapter 3.

The measurement setup described in [53] measures the elementpulse echo
by mounting the transducer in a water tank on a device permitt ing inde-
pendent angular adjustment in two orthogonal planes and tran slation in the
third plane. The target is a stainless steel plate, which dime nsions are much
larger than the transducer beam being measured. This is to avoid multiple
re�ections from the back surface and sides. The plane re�ector i s placed at
the elevation focal point of the transducer and parallel to t he acoustic sur-
face of the transducer. This ensures that the equiphase surfaces of the return
pulse match the curvature of the generating element and the spatial impulse
response is a Dirac impulse. The transducer is then adjusted in angle un-
til the echo amplitude is simultaneously peaked in both orth ogonal planes.
The author of [53] notes that a source of error of the method is a misaligned
transducer.

The parallel alignment of the transducer and the re�ector can b e dif�cult to
obtain, especially because it is unknown if the transducer e lements are per-
fectly aligned or there exist some round trip time-of-�ight p hase error. In the
following the round trip time-of-�ight phase error is referr ed to as the phase
error. To help the alignment, it is proposed to estimate a pha se error pro�le
using a point source. The transducer can then be aligned to the plane re�ec-
tor, such that the phase error pro�le using the plane re�ector match the pro�le
estimated using the point source. The bene�t of using a point s ource for the
estimation of the phase error pro�le, is because it is angle i ndependent.
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It has earlier been proposed to use cross correlation measurements on signals
emanating from a point source to determine phase errors for d ifferent types
of sampled aperture, coherent imaging systems [54, 55]. Here the method is
adapted for estimation of the phase error. The method is based on a metal
wire submerged in a water tank, and a sliding single element s ub-aperture
with the same element transmitting and receiving.

The method can be described as: When the transmitted wave impi nges on
the wire, a spherical wave is expected to emanate since the wire thickness is
small with respect to the wavelength. This means that the �eld is uniform
on the plane where it is sampled and as a consequence all the array elements
receive the same signal except for a delay. This delay is a function of the
position of the wire and must be compensated for to determine the phase
errors using cross-correlation.

A simple way to compensate for the delay is to beamform the ind ividual
received signals with transmit reference position at the tr ansmitting and re-
ceiving element, and receive reference position at the wire projected onto the
aperture. The received signals before and after compensation, are respec-
tively shown in Fig. 6.1(a) and 6.1(b) for a wire positioned at a depth of 80
mm. The �gure uses a display format introduced by Flax and O'Don nell [55],
where the rf signals are displayed as they are received by the array elements.
Negative signal values are in black, while positive signal v alues are in white.
The time axis is scaled to only show the relevant part of the rec eived signals.
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Figure 6.1: Measured pulse echo response using (a) wire target, (b) wire target com-
pensated for phase error, and (c) a plate re�ector. Figure tak en from Paper VII.
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The round trip phase pro�le is found by upsampling the individ ual element
pulse echo wavelets from Fig. 6.1(c) to800MHz for subsample accuracy and
then calculating the cross-correlation between the wavelets of the individual
elements and the center element. The phase pro�le is then foun d from the
lags that gives the highest correlations.

Using the estimated phase pro�le the transducer can now be pos itioned such
that the plate re�ector is placed at the elevation focal point of the transducer
and the phase phase pro�le match the one estimated from the wi re target.
Fig. 6.2 shows the estimated phase phase pro�le using the wire target and
the plate re�ector. From the �gure, notice the very good agree ment between
the two estimates of the phase pro�le. Calculating the maxim um phase error
based on the pro�le from the wire target, the error is 0:0813�sec or 0:61 � ,
found between element 2 and 60. In the following two sections, it will be
shown that the phase error is signi�cantly in�uencing the ima ge quality, and
investigations will be performed to try and compensate for t he error.

Fig. 6.1(c) shows the measured element pulse echo wavelets using the plate
re�ector and the same transducer position as used in Fig. 6.2. The center
wavelet will be used in the reminder of this chapter as the pul se echo,Vpe,
from (6.1), and the entire set of wavelets will be used as the in dividual ele-
ment pulse echo, Vpe;i , from (6.4) and will be referred to as Model 2.
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Figure 6.2: Measured phase pro�le using the wire target and the plate re�e ctor. Fig-
ure taken from Paper VII.

The measurement of the element pulse echo wavelets also enables the esti-
mation of the two-way sensitivity pro�le, which can be found by calculating
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the energy, E , of the individual wavelets as

E i =
NX

n=1

Vi (n)2 (6.5)

where i is the i'th element and V(n) is the pulse echo wavelet at sample n. N
is the number of samples in the wavelet. Fig. 6.3 shows the sensitivity pro�le.
The maximum sensitivity deviation is 1.9 dB between channel 42 and 86.
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Figure 6.3: Measured two-way element sensitivity pro�le. Figure taken from Paper
VII.

6.3 Wave propagation experiment

This section investigates the accuracy of the predicted SASB beamformed re-
ceived pressure �eld, from three point scatterers embedded in a homoge-
neous medium, with a measurement of three thin metal wires in a water tank.
The measurement describes how a point is imaged by the system, by scan-
ning the wire orthogonal to the image plane. The metal wires ha ve a diameter
of 0.07 mm and are �xated at three depths, 29.8 mm, 54.7 mm, and 79.4mm.
Speci�cation of the measurement and simulation parameters can be found in
Table 6.1.

In the following, each measured �rst stage scan line is the av erage of 15 mea-
surements to reduce measurement noise. The simulations are based on the
solutions from (6.1) referred to as Model 1, and (6.4) referred to as Model 2.
In Model 1 the measured center element pulse echo wavelet is used asVpe,
and in Model 2 the entire set of wavelets will be used as the ind ividual ele-
ment pulse echo, Vpe;i .
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Table 6.1: Measurement parameters

Transducer Parameters (BK8804)

Pitch (mm) 0.208
Elevation focus (mm) 20
Number of elements (mm) 192

Imaging parameters

Focus Tx / Rx (mm) 10 / 10
F# Tx / Rx 2 / 2
Apodization Tx / Rx Boxcar / Gauss

Scanner setting

Waveform 7.5 MHz 2 cycle sinusoid
No. of emissions / scan lines 190 / 190

The simulated center responses are compared to the measured response and
are visualized in Fig. 6.4(a) to 6.4(c). Note how well both mode ls accurately
predicts the measured response. The accuracy is quantitatively determined
using the relative sum-of-squared error de�ned in (6.6) for I equal to the
center scan line. The error for the two models are shown in Tabl e 6.2.

Fig. 6.4(d) to Fig. 6.4(l) shows contour plots of the logarithm compressed en-
velope detected responses for all scan lines. Comparing thecontour plots for
the measured responses and the simulated responses, one sees that the main
differences between the contours is the width of the point sp read functions.

Including the individual element pulse echo wavelets into t he simulation
model, improves the accuracy and gives a more reliable reali zation of the
pressure. There are however still differences between the simulated response
and the measured response and this might be due to the �nite si ze of the
wire, and inaccurate prediction of the true transducer char acteristic or effec-
tive geometry. These deviations are, however, small compared to the overall
capability of the model to predict the actual response and im proved capa-
bilities to estimate the performance of SASB imaging. The models are com-
pared quantitatively to the measured data by calculating th e relative sum of
squared error as:

E =
P N

n=1
P I

i (Vs(n; i ) � Vm (n; i ))2

P N
n=1

P I
i Vm (n; i )2

� 100 (6.6)

where Vs(n; i ) and Vm (n; i ) is the simulated and measured received response
at sample n for scan line i . The error for the two models are shown in Table
6.2.
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Figure 6.4: Fig. (a) to (c) illustrates the measured and simulated second stage SASB
responses from the center scan line from three scatterers at(a) 29.8 mm, (b) 54.7 mm,
and (c) 79.4 mm from the transducer surface. Fig. (d) to (l) il lustrates contour plots
with 6 dB contour coloring for the three scatters using Model 1 in (d,g,j), Model 2 in
(e,h,k), and measured response in (f,i,l). Figure taken from Paper VII.
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Table 6.2: Simulation accuracy

Scatter depth:
Center scan line Unit 29.8 mm 54.7 mm 79.4 mm

EModel 1 % 6.7 8.6 14.3
EModel 2 % 1.7 3.7 3.4

All scan lines

EModel 1 % 8.5 10.5 15.6
EModel 2 % 4.1 6.5 11.6

To investigate the level of agreement between the measured and simulated
responses, the covered area of the point spread function at different ampli-
tude levels can by considered, as shown in Fig. 6.5. Note how the covered
area is approximately the same for Model 1, Model 2, and the me asured data
until -35 dB. From -35 dB, Model 1 fails to predict the receive d response, and
Model 2 is able to predict the covered area with a small undere stimation.
This shows that by including individual element pulse echo wa velets into
the simulation model, the model is able to predict not only th e energy in the
main-lobe, but also in a the side-lobe.

Paper IV investigates the in�uence on image quality using rea l and non-ideal
transducers characteristics in a comparative simulation s tudy between SASB
and conventional DRF imaging. The study shows that SASB imagin g is more
sensitive to delay errors, and as such including individual element pulse echo
into the models of future high quality imaging systems will i mprove the reli-
ability of the modeling.
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Figure 6.5: Area covered by the point spread function from the scatter at 79.4 mm.
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6.4 Beamforming optimization

The measured phase error is on the order of what can be expectedfrom phase
�uctuations in arrival time due to the presence of a fat human a bdominal
wall [56]. Several studies report signi�cant image quality degradation from
phase aberration [57, 58], and several techniques are developed for compen-
sation [55, 59–61]. The main difference between the �uctuatio ns in arrival
time due to the human tissue and the measured phase error due t o the trans-
ducer characteristics is that the human tissue results in a non-structural error.
The measured phase error is structural and can be compensatedfor by mod-
i�cation of the receive and transmit delay pro�les.

Ideally, the estimated phase and amplitude pro�le should be applied in both
transmit and receive, as the phase error affects wave propagation on both
transmit and receive. Unfortunately it is only possible, wit h the used data
acquisition system, to modify the receive delay and apodiza tion pro�les. Fig.
6.6 shows B-mode images pre and post phase and sensitivity compensation.
Note from the �gure that the energy in the side-lobes has been reduced.
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Figure 6.6: B-mode images of a wire phantom (a) pre and (b) post phase and sensi-
tivity compensated.
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Fig. 6.7 shows the area covered by the point spread function fr om the scat-
terer at 79.4 mm. Note from the �gure that the covered area belo w -30 dB
until -55 dB is decreased. The compensation, however, fails to decrease the
total covered area, and the expected improvement based on simulations pre-
sented in Paper VII is not achieved.
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Figure 6.7: Area covered by the point spread function from the scatter at 79.4 mm,
pre and post compensation for the phase error.

Fig. 6.8 shows B-mode images of a wire and contrast phantom, Model 525
(Danish Phantom Service, Frederikssund, Denmark) pre and post phase and
sensitivity compensation. Note the improvement at the bott om of the image
of Fig. 6.8(b) compared to Fig. 6.8(a).
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Figure 6.8: B-mode images of a speckle and wire phantom (a) pre and (b) post phase
and sensitivity compensated.
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6.5 Discussion and conclusion

As noted by many authors, both phase and amplitude variations across the
transducer array can result in severely degraded beam pro�l es, and hence
degraded images. This chapter showed that the in�uence on imag e qual-
ity using real and non-ideal transducers can be simulated wi th an suf�cient
accuracy, to reveal system performance. The simulation model combines ex-
perimentally determined element pulse echo measurements and the solution
to the wave equation implemented by Field II.

An angle independent method was proposed to accurately measu re the
phase error pro�le of a linear array transducer. The method is well suited
for alignment of the transducer for an accurate measurement of the element
pulse echo wavelets.

Furthermore it was shown that SASB imaging is more sensitive t o errors than
conventional imaging, and as such including individual ele ment pulse echo
into the models of future high quality imaging systems will i mprove the reli-
ability of the modeling.
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CHAPTER

SEVEN

Project conclusion

This project was divided into three main topics. 1) Developme nt and imple-
mentation of a versatile research data acquisition system. 2) Clinical evalua-
tion of SASB using a convex array transducer. 3) Simulation of acoustic �elds
for high quality ultrasound imaging.

1) The developed highly versatile research data acquisition system consists
of a standard PC equipped with a X64-CL Express camera link (D alsa, Water-
loo, Ontario, Canada) and a 2202 ProFocus equipped with a UA2227 research
interface (BK-Medical, Herlev, Denmark). The system uses an open architec-
ture that allows acquisition of data for experimental resea rch, such as devel-
oping new image processing algorithms. With the system, use rs can tailor
the data acquisition to �t their working environment, while still maintain the
clinical integrity of using a robust medical device. This all ows researchers
and clinicians to rapidly develop applications and move the m relatively easy
to the clinic for evaluation. The system is well suited for cli nical trials and
investigational purposes, because data can be captured interleaved with dif-
ferent con�gurations. Furthermore, the system is able to ac quire and store
data fast enough for multiple acquisitions in the same scann ing session. Due
to the advantages of speed of acquisition and clinical bene� t, multiple re-
search projects have successfully used the system to test and implement their
customized solutions for different applications.

2) The clinical evaluation of SASB was performed as a three phased study in
collaboration between medical doctors at Rigshospitalet, a statistician from
Copenhagen University, and technical personal from Technic al University of
Denmark. The clinical evaluation was performed as a double bl inded side-
by-side comparison study between SASB and conventional imag ing, evalu-
ating the penetration depth and image quality. In the phase t wo pre-clinical
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study �ve medical doctors evaluated 34 image sequence pairs . The statis-
tical analysis showed no signi�cantly ( p = 0 :98) increase nor decrease in
penetration using SASB. Overall image quality was highly sig ni�cantly in-
creased (p < 0:001). In the phase three clinical study �ve medical doctors
evaluated 84 image sequence pairs. The statistical analysisshowed no signif-
icantly ( p = 0 :55) increase nor decrease in penetration using SASB. Overall
image quality was highly signi�cantly increased ( p < 0:001).

The results of the clinical evaluation signi�cantly show tha t SASB can be used
in medical ultrasound imaging. The worry, that tissue motion would make
coherent summation of samples and, thereby, image formatio n, impossible,
can be discarded for the abdominal images generated in this study. Based
on the clinical evaluation it can be concluded that SASB imagi ng can obtain
satisfying penetration within the current intensity limit s. Image quality eval-
uation showed highly signi�cant improvement in SASB images c ompared
with conventional images. The statistical model predicts th at for a new im-
age pair, rated by a new doctor, there is a 70% probability tha t the doctor will
prefer the SASB image compared to the conventional image.

3) The work on combining the Field II program with experimenta lly deter-
mined element pulse echo wavelets, studies if the in�uence on the acoustic
�eld using physical transducers can be modeled with a suf�ci ent accuracy
to reveal system performance of a high quality imaging syste m. The study
revealed that the prediction of the acoustic pressure �eld c an be improved
using an individual pulse-echo wavelet for each element com pared to us-
ing a common pulse echo wavelet for all elements. By includin g individual
pulse echo wavelets in the simulation model, the model is abl e to include
important transducer characteristics such as delay errors, sensitivity, and de-
viating transfer functions between elements. Measurement s of the element
pulse echo of a BK8804 transducer showed a signi�cant delay error and sen-
sitivity deviation between elements. By utilizing the elem ent pulse echo in
the simulations the accuracy and reliability of the predict ed acoustic �eld is
improved. The detailed predictions can be used as an early per formance in-
dicator of new imaging methods, and help gain insight into ho w physical
transducer characteristics in�uence image quality.
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Implementation of a versatile research data

acquisition system using a commercially

available medical ultrasound scanner
Martin Christian Hemmsen, Svetoslav Ivanov Nikolov, Mads Møller Pedersen, Michael Johannes Pihl,

Marie Sand Enevoldsen, Jens Munk Hansen, and Jørgen Arendt Jensen

Abstract

This paper describes the design and implementation of a versatile and openarchitecture research data acquisition

system using a commercially available medical ultrasound scanner. The open architecture will allow researchers and

clinicians to rapidly develop applications and move them relatively easy to the clinic. The system consists of a

standard PC equipped with a X64-CL Express camera link (Dalsa, Waterloo, Ontario, Canada) and a 2202 ProFocus

equipped with a UA2227 research interface (BK-Medical, Herlev, Denmark). The 2202 ProFocus ultrasound scanner

is an easy to use imaging device that is capable of generating high quality images. In addition to supporting the

acquisition of multiple data types such as B-mode, M-mode, pulsed Dopplerand color �ow imaging, the machine

provides users with full control over imaging parameters such as transmit level, excitation waveform, beam angle, and

focal depth. Beamformed radio frequency data can be acquired from regions of interest throughout the image plane

and stored to a �le with a simple button press. For clinical trials and investigational purposes, where an identical

image plane is wanted on both an experimental and a reference dataset, data can be captured interleaved. This form

of data acquisition, allows switching between multiple setups, maintaining identical transducer, scanner, region of

interest, and recording time. Essential in any reliable clinical trial. The data acquisition is controlled through a GUI

running on the PC. This program implements an interface for third-party software, such as Matlab, to interact with

the application. A software development toolkit (SDK) is developed to giveresearchers and clinicians the ability

to utilize Matlab for data analysis and �exible manipulation of control parameters. Due to the advantages of speed

of acquisition and clinical bene�t, research projects have successfullyused the system to test and implement their

customized solutions for different applications. Three examples of system use are presented in this paper: Evaluation

of Synthetic Aperture Sequential Beamformation (SASB), TransverseOscillation (TO) for blood velocity estimation,

and Acquisition of spectral velocity data for evaluating aortic aneurysms.
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I. I NTRODUCTION

Dif�culties accessing ultrasound data in the laboratory and clinic has not only limited the basic research, but also

hindered the clinical testing of new ultrasound applications. In order to access raw ultrasound data, researchers have

worked with ultrasound manufacturers to build custom ultrasound systems such as RASMUS [1], [2] and SARUS

[3], but due to the size of these scanners they are inaccessible in the clinic. Recently, a number of research interface

platforms for clinical ultrasound scanners have been developed for systems such as Hitachi HiVision 5500 [4],

Siemens Antares [5] and the Ultrasonix 500 [6]. With the introduction of research interface platforms on clinically

available scanners it is now possible to acquire and store data. However, for a system to be suitable for acquisition

of data for clinical evaluations, the system has to keep factors, such as identical transducer, region of interest, and

recording time constant on both the reference and the experimental image. Another system requirement is the ability

to get suf�cient number of scans under realistic operating conditions. Thus, the data acquisition should be capable

of acquiring and storing data fast enough to conduct an ultrasound examination with multiple image sequences. The

objective of this work is to develop and implement a versatile research data acquisition system using a commercially

available medical ultrasound scanner. This will allow researchers and clinicians to rapidly develop applications and

ease the transition to the clinic for evaluation.

The ProFocus research package was developed by BK Medical ApS to ease experimental ultrasound data

acquisition and control of scanner operation. The package includes a UA2227 research interface for real-time data

acquisition and remote control of basic scanner operation,and a software toolbox for easy access of the complete

control parameter set. The research package offers access to beamformed radio frequency data and provides �exible

manipulation of control parameters such as �ltering, compression, transmit level, excitation waveform, beam angle,

and focal depthetc.

The developed research data acquisition system consists ofa standard PC and a ProFocus ultrasound scanner. The

system uses an open architecture that allows acquisition ofdata for experimental research, such as developing new

image processing algorithms. With the system, users can tailor the data acquisition to �t their working environment,

while still maintain the clinical integrity of using a robust medical device. This will allow researchers and clinicians

to rapidly develop applications and move them relatively easy to the clinic for evaluation. A central part of developing

new applications and methods is determination of both technical and diagnostic ef�cacy. With the system, users

can acquire interleaved data sequences switching between an experimental setup and a reference setup. This, in

combination with the ability to acquire and store multiple data sets during the same examination, makes the system

adequate for clinical trials.

This paper describes the capabilities of the research data acquisition system, and demonstrates how it is used

to test and implement customized solutions for different research applications. Three examples of system use are

presented: Evaluation of Synthetic Aperture Sequential Beamformation (SASB), Transverse Oscillation (TO) for

blood velocity estimation, and Acquisition of spectral velocity data for evaluating aortic aneurysms.

The rest of this manuscript is organized as follows. SectionII and III describes the system and developed Matlab
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Fig. 1. Data �ow and structure of the software and hardware ofthe system.

Tools, and Section IV presents three examples of system use,followed by conclusions in Section V.

II. SYSTEM DESCRIPTION

The developed ultrasound research system consists of a commercially available ultrasound scanner (2202 ProFocus

equipped with a UA2227 Research Interface, BK-Medical, Herlev, Denmark) and a standard PC. The research

interface implements a camera link protocol and allows the acquisition of digital beamformed radio frequency

(RF) echo data. The acquired data can be received by any videograbber card that supports camera link. In our

con�guration a X64-CL Express camera link (Dalsa, Waterloo, Ontario, Canada) is used. The developed software

running on the PC is based on libraries by Sapera, now a part ofDalsa. The PC is also connected to the scanner

through an Ethernet link which provides access to system parameters. The research and OEM interfaces on the

2202 ProFocus architecture allows external devices to control and access data on the scanner. The OEM interface

makes it possible to set and read system parameters and can beused to stream processed images. It is basically a

substitute of the normal interface: keyboard, track ball, and screen, and enables embedding in 3rd party products

as a self-suf�cient component. The research interface on the other hand, streams data prior to envelope detection.

Unlike some other research interfaces all data is sent out ofthe scanner. It is however, possible to �lter out undesired

modes and e.g. only to receive CFM or B-mode data.

Fig. 1 illustrates the data �ow and the structure of the software and hardware in the system. Raw channel data from

the individual transducer elements are sampled and sent to the beamformer. The beamformed data is minimally

processed because, aside from an optional time-variant band-pass �lter, the only other processing is application of

the time gain compensation (TGC) and transformation to baseband I/Q data and down sampling by a factor of 2.

The beamformed data stream is processed and sent to the research interface.

The I/Q data is further processed to generate B-mode, CFM, Doppler, and M-mode images. The results of this
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Fig. 2. CFU Data Grabber GUI that is available on the PC for uploading a Usecase to the scanner, acquisition of data, review, and download
of data to hard drive.

processing are transferred to the processing engine for subsequent post-processing and display. The user interface and

the calculation of control parameters are handled by the main application called Console. The system architecture

of the 2202 ProFocus makes it possible for several standalone applications to coexist and to interact with the control

parameters. One such application is the Toolbox, and it is used for debugging of the system, for prototyping of new

algorithms, and for image optimization. An example of imageoptimization is the design of pulses, de�nition of

receive F-number, speci�cation of center frequency and bandwidth for the sliding �lter. One can view the Toolbox as

a form of parameter control unit. Furthermore, it implements an interface that allows remote reading and writing of

a complete control parameter set called a Usecase. The OEM interface is implemented by a module in the Console.

As such it has access to the control parameters, and has knowledge of the user input. Using the OEM interface, one

can, for example, query which transducer is used, get information about image geometry and imaging mode, set

focus depth, manipulate settings, and start/freeze the scanner. One can view the OEM interface as a form of remote

control. Furthermore, it can stream processed images as they were displayed on the scanner screen. The Research

Interface is implemented as a separate hardware module. Onecan stream raw beamformed data to external devices

using the Research Interface. Each scan line in the data stream is tagged with a header containing information to

what kind of acquisition the line belongs - B-mode, CFM, Doppler. It also contains information about the length

of a line, if the line is last-in-frame, and if the line is last-in-block, where block refers to the block of data needed

to estimate �ow. The remote control of acquisition and parameters is handled by the application called CFU Data

Grabber. The application implements a communication module to the OEM interface and the Toolbox interface.

Furthermore, it implements an interface that makes it possible for 3rd party programs, such as Matlab (Mathworks,

Natick, MA, USA), to interact with the application.
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A. Data Acquisition

The acquisition of data is controlled via the CFU Data Grabber software and can be performed with a single button

click. Alternatively, the acquisition can be issued from a 3th party program using messaging. In both cases, data

are acquired and temporarily stored in memory for either review or download to a hard drive for storage. The

maximum length of acquisition stored in memory varies depending on the depth of acquisition, the number of

scan lines or ultrasound beams used to create a single frame,and the frame rate. Typical simultaneous dual screen

B-mode acquisitions each using 384 scan lines and 15 cm of depth with a frame rate of 7 Hz, allows acquisition

of a 22 second sequence. Fig. 2 shows the CFU Data Grabber GUI that allows uploading a Usecase to the scanner,

acquisition, review, and download of data to hard drive. Theuser can use the review function to display the acquired

B-mode image of the �rst frame, and once the user is satis�ed with their scan, they can save the data to hard drive.

The data �les stored to disk, can later be opened on any computer for analysis and processing. The data storage

time is approximately 15.1 seconds for a 3 sec interleaved B-mode sequence including complete scanner settings

and patient information.

The scan sequence of the ProFocus is de�ned as a set of one or multiple basic modes. The basic modes available

on the ProFocus is B-mode, M-mode, CFM-mode, and spectral Doppler mode. The scan sequence can be split into

two independent views; view A and view B. Each view can be a composition of one or more basic modes and both

view A and B can be updated simultaneous. This feature allowsdata to be acquired interleaved, switching between

multiple basic modes, maintaining identical transducer, scanner, region of interest, and recording time on both views.

This allows for acquisition of an experimental and standardized data set for evaluation of new processing methods.

The available data for acquisition in all basic modes are beamformed complex baseband data. In the rest of this

paper, this type of data will be referred to as RF data.

To complement the RF data, acquisition of the complete control parameter set including the individual basic

mode setups and the scanner user interface setup is available. The control parameter set is called a Usecase and

the scanner user interface setup is called OEM parameters.

B. Parameter Control

The system allows manipulation of the control parameters intwo ways, either through the Console or using

standalone applications such as the Toolbox. The Console isthe standard user interface and the main application.

Modi�cations made through the Console are limited to standard clinical use and a set of precalculated and validated

control parameter setups. The Toolbox allows manipulationof the full control parameter set. A subset of the

parameters available, is described in Table I. These parameters are not available on the normal clinical interface or

other typical scanners. The manipulation of the control parameters allows a wide degree of experimentation with

the receive and transmit aperture control, color �ow control, and Doppler control. We describe each below, and

the examples included in Section IV demonstrate their use. Modi�cations made through the Toolbox can result in

non-validated setups and measurements must be performed toensure FDA regulation is not compromised.
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TABLE I
DESCRIPTION OF A SUBSET OF THE PARAMETER CONTROLS.

Parameter Description

Dynamic focusing and
dynamic apodization

Receive aperture dynamic focusing and aperture growth can be disabled individ-
ually. When disabled, receive aperture size and focal position are �xed.

F# Receive and transmit aperture size can be adjusted individually.

Receive apodization Receive apodization can be chosen froma �xed list of standard curves such as
Hamming, Gaussian, or rectangular apodization or optionally to upload a custom
made apodization matrix. If de�ned as a matrix the apodization can vary between
individual beam lines.

Receive time delay pro�le Receive time delay pro�le can be speci�ed individually for each image line when
dynamic focusing is disabled.

Line density The image line density can be chosen from a rangeof half an element pitch to
two element pitch.

Speed of sound Speed of sound can be speci�ed to match the imaging application.

Excitation waveform A bipolar excitation waveform can be speci�ed with a time resolution of 8.3
nsec.

Region of interest The region of interest can be adjusted in all imaging modes.

Ensemble size and Pulse
repetition frequency

The ensemble size and pulse repetition frequency can be adjusted in both CFM
imaging and Doppler imaging. A change in the ensemble size orpulse repetition
frequency will trigger an automatically recalculation of the shot macro.

1) Receive and Transmit Aperture Control:The Receive and transmit aperture control give the user the ability

to control the fundamental parameters related to the formation of an echo line. The available parameters span from

adjusting the size and growth of the aperture to controllingthe weighting of the individual elements. A subset of

the parameters are described in the following:

� Aperture growth and dynamic focusing. By default, the system dynamically moves the receive focal point

outward and grows the aperture to optimize echoes received from increasing depths. With the Toolbox, the

user is given the control to override this dynamic updating and de�ne a static size and focal position of the

receive aperture. Hereafter, the default state is referredto as a dynamic aperture, and the opposite, a static

aperture. Of course, once the aperture is made static, the user has to choose a focal position and a size for the

aperture.

� Aperture focal position. When the receive aperture is static, the user can adjust the focal position to any depth.

The transmit focal position is adjusted independently.

� Aperture size. The user can adjust the aperture size in dimensionless units of F-number.
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� Aperture apodization. The user is given the ability to select between a set of prede�ned receive aperture

weight functions, such as Hamming, Gaussian, or rectangular apodization or optionally to upload a custom

made apodization matrix. If de�ned as a matrix, the apodization can vary between individual beam lines.

2) Color Flow Control: The Color �ow Control gives the user the ability to control the fundamental parameters

related to the formation of the echo lines for CFM. The available parameters span from adjusting the size of the

color box to adjusting the time between individual beam lines. A subset of the parameters are described in the

following:

� Region of interest. By default, the region of interest is selected as a square in the center of the imaging plane.

The user is given the control to move and change the region of interest, either through the Console or the

Toolbox.

� Ensemble size. The ensemble size is the number of color �rings that are used in the velocity estimate along

each beam line. The user is given the ability to experiment with the number of acquisitions to �t a speci�c

application.

� Pulse repetition frequency. The pulse repetition frequency determines the time between to successive echo

lines. The user is given the ability to change this frequencyto �t a speci�c application. A change in the pulse

repetition frequency, region of interest or ensemble size will trigger an automatically recalculation of the basic

mode acquisition sequence.

3) Doppler Control: The Doppler control give the user the ability to control the fundamental parameters related

to the formation of the echo lines for Doppler imaging. The available parameters span from adjusting the length

of the echo lines to adjusting the time between each acquisition. A subset of the parameters are described in the

following:

� Range gate. The parameters related to the range gate determines the angle of the beam line relative to the

center of the aperture and the length of the echo line. The user is given the control to move and expand the

range gate, either through the Console or the Toolbox.

� Pulse repetition frequency. As with the Color Flow Control,the pulse repetition frequency can be speci�ed.

C. Data Management

Data management of the OEM parameters, Usecase, and RF data is split into three different �le types and formats.

Each type has a different �le extension, and this information along with a summary of their use is contained in

Table II.

The �le format used for handling RF data is a custom made �le format. The �le handling is developed in C++,

and it is described in Table III. The �le format enables the user to load speci�ed frames from a long data sequence,

without loading the entire data set �rst. Data are stored as 16 bit signed integers.

For handling the OEM interface data characteristic, a C++ class called oemArray is implemented. The design

of oemArray, resembles to a great extend the design of mexArray by Matlab. One of the design ideas was that
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TABLE II
FILE TYPES.

Extension Description

.dat The usecase is a complete description of the control parameters used by the scanner and
includes information such as excitation waveform, receiveF-number, center frequency and
bandwidth for the sliding �lter.

.oem The oem parameter �le is a complete description of the scanner User Interface setup and
includes information such as zoom, overall gain, persistence, and various other visualization
settings. The scanner parameters aids the user to redo experiments and to visualize images
of�ine as they were shown on the scanner.

.cfu The �le format used for handling RF data is a custom made �le format. The �le format enables
the user to load speci�ed frames from a long data sequence, without loading the entire data
set �rst. RF data are stored as a number of volumes each consisting of a number of planes.
This allows handling of 3D data sets. Each plane consist of a number of lines and each line of
a number of samples, where each sample is represented by a number of bits. The �le can be
divided into two logical parts: (a) header, (b) data. The header contains data in ASCII format.
Allowing the user to open the �le with a normal text editor andto see a description of the
data. Data are stored immediately after the header.

TABLE III
C++ FUNCTIONS FOR FILE HANDLING OF.CFU FILE TYPES.

Function name Description

Create File This function creates a new �le. If a �le with the same name exist, it is replaced.

Close File This function closes an open �le. As the �le is being closed the information in
the �le header is updated.

Append Plane This function appends a whole plane at the end ofthe a �le.

Read Plane This function reads a whole plane from a �le into memory.

oemArray can create its own queries to the OEM interface, as well as parse the data contained in a data string

received by the OEM interface. The full parameter set describing the characteristic of the user interface on the

scanner is saved in a XML format. The resulting OEM parameter�le is a complete description of the scanner user

interface setup and includes information such as zoom, overall gain, persistence, and various other visualization

settings. The scanner parameters aids the user in redoing experiments by setting up the Console in the exact same

mode as it was when the parameters were saved. A library is provided to read and write the parameters in Matlab.

The Usecase is a complete description of the control parameters used by the scanner and includes information

such as excitation waveform, receive F-number, center frequency and bandwidth for the sliding �lter. The control

parameters aids the user to redo experiments, as well as create simulations using tools such as Field II [7], [8] with
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TABLE IV
DESCRIPTION OF A SUBSET OF THE FUNCTIONS AVAILABLE IN THESDK.

Function name Description Matlab call

Connect Opens a connection to the CFU Data Grabber
application. Optionaly an IP address can be
speci�ed as a char array.

.Connect

Disconnect Disconnects any open connections to the CFU
Data Grabber application.

.Disconnect

Grab GrabsN seconds orN frames of data to
application memory.

.Grab('Nsec') or .Grab(N)

Review Displays the �rst B-mode data frame enve-
lope detected and log-compressed to 60 dB
dynamic range.

.Review

Save The function allows storing of the usecase,
OEM parameters and acquired RFdata, to a
speci�ed �lename. The procedure for saving
the usecase and OEM parameters includes
fetching the active parameters on the scanner
and transfering to local hard drive. RFdata
must have been acquired to application mem-
ory prior to the function call.

.Save('C:test','usecase')

.Save('C:test','oem')

.Save('C:test','frame')

.Save('C:test','all')

Load The function allows uploading of a speci�ed
usecase or OEM parameter �le to the scanner.

.Load('C:test','usecase')

.Load('C:test','oem')

Send msg Transfers a message to the OEM interface
(oem) or to the research interface (ri) on the
scanner.

.Send_msg('oem','msg')

.Send_msg('ri','msg')

Read Usecase Reads the speci�ed �le, parses the data and
returns a Matlab structure.

Read_Usecase('c:test.dat')

cff �le open Opens a user speci�ed cfu �le type and returns
a �le identi�er.

cff_file_open('c:test.cfu')

cff �le close Closes the �le speci�ed. cff_file_close(fid)

cff �le plane read Returns the data from the speci�ed �le and
plane nr.

cff_file_plane_read(fid,plane_nr)

identical setup as used in measurements. The parameter set is saved in ASCII format. This allows the user to open

the �le with a normal text editor to read or write applicationspeci�c initialization of control parameters.

III. MATLAB T OOLS

The CFU Data Grabber application implements an interface that makes it possible for 3rd party products, such

as Matlab, to interact with the application via messaging. The interface provides the user to access the service
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interface layer in the application, giving access to systemfunctions. Since many researchers utilize Matlab for data

analysis, a SDK for Matlab is developed. The SDK implements aCFU Data Grabber class that allows a �exible

manipulation of the control parameters and data acquisition. Further, the SDK implements a set of functions for

basic �le handling of the �les collected with the system. A description of CFU Data Grabber member functions

and functions available for �le handling are listed in TableIV.

IV. RESULTS

The developed ultrasound data acquisition system has extensively been used to acquirein vivodata from volunteers

in the clinic as well as phantom measurements in the lab. Three research studies, that have bene�ted from the system,

are presented here.

A. Preliminary evaluation of Synthetic Aperture Sequential Beamformation

1) Background:In multi-element Synthetic Aperture (SA) imaging the basicidea is to create a pressure wave

from multiple elements with a focused transmission. The concept of using the transmit focal point as a virtual source

was introduced by Passmann and Ermert [9]. Virtual sources in Synthetic Aperture Focusing (SAF) was further

investigated by Frazier and O'Brien [10], Nikolov and Jensen [11], [12], and Bae and Jeong [13]. It was shown

that the virtual source coincides with the focal point of thetransducer, and that a depth independent resolution can

be achieved. Kortbek et al. introduced in [14] the concept ofSequential Beamforming to SA imaging to reduce

system requirements for real time implementation. It was shown that for a multi element linear array transducer

the lateral resolution could be made more range independentand improved signi�cantly compared to conventional

Dynamic Receive Focusing (DRF). Hemmsen et al. applied in [15] SASB to medical ultrasound imaging using

convex array transducers. It was shown that the method is applicable for medical imaging and improves the lateral

resolution compared to DRF.

The basic idea in Synthetic Aperture Sequential Beamforming (SASB) is to create a dual-stage procedure using

two separate beamformers. In the initial stage a beamformerusing a single focal point in both transmit and receive,

creates a set of focused image lines. A second stage beamformer creates a set of high resolution image points by

combining information from multiple �rst stage focused image lines. The effect is a dynamically expanding array

as the image depth increases and a more range independent lateral resolution is obtained.

In the following example, the developed system is used to acquire RF signals in order to create B-mode images

using Dynamic Receive Focus (DRF) and Synthetic Aperture Sequential Beamformation (SASB). In this experiment

the lateral resolution and signal-to-noise ratio of SASB will be calculated and compared to DRF. Furthermore,in

vivo data are acquired, and B-mode images are generated for a visual comparison and evaluation of the image

quality of the two image modalities.
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Fig. 3. (a) Visualization of the SNR using SASB (solid gray line) and DRF (solid black line) (b) Visualization of the lateral resolutions at
FWHM (solid line) and� 20 dB (dashed line) using DRF (gray line) and SASB (black line).

2) Method: In the following experiment an abdominal 3.5 MHz probe with aroom-temperature vulcanization

(RTV) lens, 3ML35CLA192 (Sound Technology Inc., 1363 SouthAtherton St., State College, PA 16801, USA)

transducer was used. In the �rst part of the experiment the transducer was clamped to immobilize the transducer

over a speckle phantom, Model571 (Danish Phantom Service, Frederikssund, Denmark). A waterbath at the top

of the phantom provided a coupling medium between the transducer and the phantom. The transmit frequency of

the transducer was set to5 MHz, and the transducer was �xed such that the transducer surface was orthogonal to

the phantom. Using the Console application both view A and B was set to simultaneous B-mode imaging with a

�eld of view of 14:6 cm and neutral TGC. Using the Toolbox, dynamic receive focusing and dynamic apodization

were disabled on view A. Subsequently the F-number were �xedto 2 in both transmit and receive and the transmit

and receive focus were set to70 mm. The transmit focus point for view B was set to105:5 mm with a transmit

F-number of5 and receive F-number of0:8. Using the Matlab SDK,20 frames of beamformed RF data from view

A and B were acquired interleaved with identical excitationwaveforms, TGC, and overall gain in both setups. The

scan sequence was speci�ed to a line density of2 lines pr. element, resulting in384 lines for each image. The

acquired RF data from view A was subsequently processed using the Beamformation Toolbox III [16] to generate

SASB second stage RF data. The method used to compute the SNR of the second stage RF data and the acquired

RF data from view B is described as

SNR(z) =
1
L

LX

l =1

S(z; l)2

N (z; l)
: (1)

WhereL is the number of acquired beam lines andS(z; l) andN (z; l) is the mean power of the signal and noise

at depthz for the l0th beam line and is expressed as
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(b) SASB

Fig. 4. Visualization of wire and contrast phantom measurement, using (a) DRF beamforming (b) SASB beamforming.

S(z; l) =
1
N

NX

n =1

x(z; l; n):

N (z; l) =
1
N

NX

n =1

(x(z; l; n) � S(z; l))2:

Wherex(z; n) is the rf sample at depthz for the n0th frame andN is the total number of acquired frames.

In the second part of the experiment the transducer was clamped to immobilize the transducer over a wire and

contrast phantom, Model525 (Danish Phantom Service, Frederikssund, Denmark). A waterbath at the top of the

phantom provided a conducting medium between the transducer and the phantom. The transmit frequency was set

to 5 MHz, and the transducer was �xed such that the vertical wireswere placed along the vertical center of the

�eld of view. The Usecase from the �rst experiment was uploaded to the scanner and20 frames were acquired. The

acquired RF data from view A was subsequently processed to generate SASB second stage RF data. The second

stage RF data and the acquired RF data from view B was envelopedetected, log-compressed, and scan converted

to create B-mode images. Using the B-mode images the lateralresolutions at full-width-at-half-max (FWHM) and

� 20 dB were extracted.

In the �nal part of the experiment anin vivo scan of the Morison's Pouch from a30 year old male volunteer

was scanned. The scanner setup, control parameters, and scan sequence were identical to the one used in the �rst
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(b) SASB

Fig. 5. Visualization ofin vivo measurement of the liver (left side of the image) and right kidney (right side of the image) and Morison's
pouch, not containing �uid, using (a) DRF and (b) SASB.

and second part of the experiment.

3) Results:Fig. 3(a) presents the SNR calculated as the ratio between the mean power of the signal divided by

the power of the noise. The gray line represents the SNR usingDRF and the black line using SASB. The SNR

using SASB is on average6:2 % or 1:18 dB better than the SNR using DRF.

Fig. 3(b) presents the lateral resolution calculated from the B-mode images of the measurement on the wire and

contrast phantom. The lateral resolutions are calculated at FWHM (solid line) and� 20 (dashed line) using DRF

(gray line) and SASB (black line) in the range10 to 140mm. At FWHM and� 20 dB the lateral resolutions are on

average improved by18:4% at FWHM and17:4% at � 20 dB using SASB. The standard deviation on the lateral

resolution at FWHM were improved from0:9 mm using DRF to0:7 mm using SASB. At� 20 dB the standard

deviation were3:5 for both modalities.

For visual inspection, Fig. 4 displays the B-mode images created from the measurement on the wire and contrast

phantom, using (a) DRF and (b) SASB. Note how SASB is able to maintain a more isotropic point spread function

through depth and has a better lateral resolution. Fig. 5 displays the B-mode images from thein vivo measurement

of the Morison's Pouch, the right kidney, and the adjacent part of the liver from a30 year old male, using (a) DRF

and (b) SASB.

4) Summary:Three experiments were performed. The �rst two experimentswere performed to measure the

performance of SASB compared to DRF. The SNR and the lateral resolution were used as quantitative measures.

The third experiment was performed as a preliminaryin-vivo evaluation of the method. The evaluation using the
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quantitative measures showed the ability of SASB to decrease the standard deviation of the lateral resolutions at

FWHM, the ability to obtain a more isotropic point spread function compared to DRF, and to improve the SNR.

The performance gain using SASB compared to DRF was further supported byin-vivo scan of the right kidney and

the adjacent liver. The results presented prove the viability of SASB for 2D ultrasound imaging using commercially

available equipment.

B. Transverse Oscillation for blood velocity estimation

1) Background:Medical ultrasound is widely used to study blood �ow dynamics in the human circulatory system.

For instance, the estimation of blood �ow velocities plays akey role in diagnosing major diseases in the carotid

arteries [17]. However, blood velocity estimates using conventional color �ow imaging or Doppler techniques are

angle dependent. That is a major limitation, and poses a hugechallenge for quantitatively estimating the magnitude

of the blood velocity.

Several techniques [18]–[22] have been proposed to compensate for the inherent angle dependency problem.

In this case, the Transverse Oscillation (TO) method suggested by Jensen and Munk [23] is used. Anderson [24]

suggested a similar approach. The TO method has demonstrated promisingin vivo results [25], [26]. However, the

previously reported results have been obtained using the experimental scanner RASMUS [1], [2].

The basic idea in the TO method is to create a double oscillating �eld by using special apodization pro�les in

receive. Two lines with a lateral displacement of a quarter spatial wavelength, corresponding to a 90� phase shift, are

beamformed simultaneously in receive. A center line is alsobeamformed for traditional axial velocity estimation.

For a description and derivation of the estimator, the reader is referred to Jensen [27]. The lateral wavelength,� x ,

can be found by

� x = 2 � z
z
D

; (2)

where � z is the axial wavelength,z is the depth, andD is the distance between the two peaks in the receive

apodization.

In the following example, the initial work on investigatingthe feasibility of a commercial implementation of the

TO method for clinical use is presented. The developed research data acquisition system is used to acquire RF data

from a �ow rig for a statistical evaluation of the TO implementation.

2) Method: In the following experiment a linear array transducer BK8812 (BK-Medical, Herlev, Denmark) was

used. Velocity measurements were performed using a custom made circulating �ow rig to evaluate the TO method.

The setup consists of a long rigid metal tube replaced by a rubber tube (radius 5.7 mm) inside a water �lled

container as illustrated in Fig. 6. The tube is �lled with a blood mimicking �uid [25]. A Cole-Parmer (Vernon

Hills, IL) 75211-60 centrifugal pump controls the �uid �ow,and a Danfoss (Sønderborg, Denmark) MAG 3000

magnetic volume �ow meter is used to measure the actual volume �ow. The centrifugal pump is only able to keep

the �ow constant at suf�ciently low �ow rates (Q < 60 L/h). Therefore, the peak velocity of the �ow,v0 was set
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Cole-Parmer
centrifugal

pump

Air trap
Danfoss
MAG 
3000

d = 1.2 m
Rubber tube

Water container

Rigid, metal tube

Plactic tube

Fig. 6. The �ow rig setup with a Cole-Parmer centrifugal pump, an air entrapment device, a water container with a rubber tube,and a Danfoss
MAG 3000 magnetic �ow meter. Notice that this �gure is not to scale, and that the entrance length of the tube is more than 1.2 m, enough to
ensure fully developed laminar �ow. A �xture can be placed in the water container to keep the transducer �xed at a known beam-to-�ow angle.

TABLE V
PARAMETERS FOR THE EXPERIMENTAL FLOW RIG MEASUREMENTS.

Scanner Parameters Value

Pulse repetition frequency 1.3 kHz
Speed of sound 1480 m/s
Number of transmit cycles 6
Ensemble size 16
Transmit focus depth 15 mm
Center frequency of the CFM pulse 5 MHz
Transmit F-number 4
Line density 1 per element
Multibeam (parallel beamforming) 3

to 0:215 m/s. The entrance length of the tube is more than 1.2 m, and, under the given settings, suf�cient in length

to ensure fully developed �ow. The transducer was �xated with a distance of16 mm to the center of the rubber

tube and the beam-to-�ow angle was set to 90� .

Using the Console application view A was set to B-mode and CFMimaging. A number of parameters were set

manually in either the Console or the Toolbox. They are listed in Table V. Multibeam of 3 means that three lines

are beamformed simultaneously in receive: Two are TO lines,one is a center line for conventional axial velocity

estimation.

Subsequently, the CFM receive delays and apodizations weredownloaded from the scanner, modi�ed according

to the principles of the TO method, and then uploaded to the scanner again. With a focal point at 15 mm, a line

density of 1 line per element, and beamforming the two TO lines next to each other (i:e: � x =4 is equal to the

pitch), the spacing between the two aperture peaks has to be 6.6 mm. The transmit and receive aperture functions

are illustrated in Fig. 7.

Using the Matlab SDK, beamformed RF data from view A were acquired. Although data for whole CFM frames

were acquired, only the central CFM line was extracted from each frame for further of�ine processing using Matlab.

75 �ow pro�les were generated for the purpose of investigatingthe performance of the TO estimator.

The performance of the method is investigated by comparing the true pro�le with the measured velocity pro�les.

The measured velocity is estimated from a number of emissions. The average,�v(zk ), of N estimates and the
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Fig. 7. The transmit and receive aperture for the TO estimator with a transmit focal depth at 15 mm. The transmit aperture is rectangular, and
the F-number is 4. The receive aperture is the TO apodization.

estimated standard deviation,� (zk ), is calculated at each discrete depth as

�v(zk ) =
1
N

NX

i =1

vi (zk ) (3)

� (zk ) =

vu
u
t 1

N � 1

NX

i =1

�
vi (zk ) � �v(zk )

� 2
; (4)

wherevi (zk ) is the i th velocity estimate at the discrete depthzk .

3) Results:Fig. 8 shows the estimated lateral velocity component of the�ow pro�les for 75 measurements at

a beam-to-�ow angle of 90� . It also indicates the mean estimate� one standard deviation and the expected true

velocity. The TO method is clearly able to estimate the lateral velocity component, which is not possible with

conventional estimators. As expected, the estimated lateral velocity pro�le has a parabolic shape.

Due to a mismatch between the theoretical� x from Eq. 2 and the simulated mean�� x in the generated TO

�eld, the velocities are underestimated. Using Field II, the mean lateral wavelength can be estimated based on the

2D spatio-temporal frequency domain of the combined pulse-echo TO �eld. At 15 mm, the theoretical� x is 1.35

mm and the simulated mean�� x is 2.66 mm. Calculating the relative bias between the simulated mean value and

the theoretical value one obtains (2.66-1.35)/2.66 = 0.494. The bias correction factor is therefore 1.494, and this

value is multiplied to the estimated velocity. The mean�� x is simulated for each 1/2 mm from 10 to 22 mm and

interpolated before bias compensation is applied to the 75 velocity pro�les. With this bias compensation, the mean

of the estimated velocities closely follow the theoreticalpro�le.

4) Summary:By using the research data acquisition system, beamformed data for the TO method were obtained.

Based on these data the transverse (lateral) velocity component perpendicular to the ultrasound beam could be

measured. The results demonstrate that the TO method is suitable for a commercial implementation.
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Fig. 8. TO estimated lateral velocities for 75 �ow pro�les with a beam-to-�ow angle of 90� (top). Mean estimate� one standard deviation
and expected theoretical velocity pro�le (bottom).

C. Acquisition of spectral velocity data for evaluating aortic aneurysms

1) Background: Medical ultrasound is commonly used to study and diagnose cardiovascular disease because

it provides a non-invasive, real time imaging technique to visualize pathology in both the solid arterial wall and

abnormal �ow patterns in the blood. One of the �rst attempts to quantify blood velocities was performed by Satomura

[28] using a continuous wave Doppler system and estimating the �ow pattern from the Doppler spectrum. This

system was then further developed into a pulsed wave system able to probe at a certain depth and thereby the

possibly to investigate individual blood vessels, mappingthe velocity and time evolution of the velocity [29]. Blood

consists of many scatterers, and it is the re�ective scattering from these that constitutes the �ow signal from the

blood. The basic principle in spectral recordings using thepulsed wave system is that a number of pulses are emitted

into the tissue from the same position. The received backscattered signal is then sampled at the time relative to the

emission, yielding a frequency that is proportional to the blood velocity [30].

In the following application, the developed system is used to acquire RF signals in order to obtain patient-

speci�c spectral measurements to calculate velocity pro�les in the human abdominal aorta. These velocity pro�les

are intended to be applied as inlet condition for the pulsating blood in a patient-speci�c �uid-structure interaction

model which can be used as part of the diagnostic process of cardiovascular disease.

The �nite element (FE) analysis of the combination of solid arteries (structure) and �owing blood (�uid) has

developed over the years with different purposes and spectral measurements has been used as a tool to construct

realistic numerical models of the �uid-structure interaction [31]. For example in the clinical quanti�cation of

coronary plaque progression, ultrasound simulation of velocity �elds based on computational �uid dynamics [32],

and rupture risk assessment of abdominal aortic aneurysms [33]. The spectral measurements are rarely used for other
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purposes than determination of inlet conditions in these simulation models. With the versatile data acquisition system

the large amount of data can be used for further analysis of modeling results. For example the wall displacement

during the heart cycle can be measured and compared to simulated results providing a method to evaluate the

performance of different structural material models.

2) Method: Data for the presented application of the research interface origins from a study on the biomechanical

properties of the human abdominal aorta. The total data set was collected from a group of 11 healthy volunteers

and consists of a magnetic resonance angiography and an ultrasound scan using the Spectral Doppler method

to obtain measurements of the blood �ow in the abdominal aorta. To demonstrate the use of the research data

acquisition system the collection and processing of Spectral Doppler measurements from a 53 year old healthy

male is presented.

The data acquisition was performed using a convex array transducer, BK8803 (BK-Medical, Herlev, Denmark)

with a center frequency of 5 MHz. Using the Console a scan sequence containing B-mode and Doppler mode was

speci�ed. The pulse repetition frequency of the Spectral Doppler mode was set to2 kHz, interleaving the acquisition

of the individual scan lines from the two basic modes.

The same clinician performed all ultrasound scans to avoid differences in scanning technique from subject to

subject. During the scans the clinician was asked only to adjust the size of the range gate, angling of the �ow

direction relative to the beam direction without allowing beam steering, and the overall gain using the only the

Console. The reason for this was to standardize the scanningsequence, and only allow changes in the scanner

setup that would not affect the data acquisition method. This limitation of manipulation with control parameters

was decided with the intention of providing clinicians witha simple method to collect �ow data for investigation

of pathological �ow patterns. Fig. 9 illustrates the Console interface and the different control parameters available

for the clinician to adjust are listed to right of the duplex image display. Four data sequences of Spectral Doppler

spectrum data and B-mode image data were obtained from the volunteer, and using the Matlab SDK RF data for

each sequence was acquired and stored subsequently.

The acquisition time for each blood �ow measurement was set to �ve seconds in the CFU Data Grabber

corresponding to approximately �ve cardiac cycles. The volunteer was asked to stop breathing during each of

the acquisitions to ensure as little artifacts from movement of the surrounding abdominal structures as possible.

Each of the collected RF data sets for velocity estimation ofthe blood �ow is a matrix with 10.240 lines and 1062

samples in each line. Subsequently, data was processed of�ine to inspect the quality of the RF data and to calculate

the Spectral density spectrogram of the received �ow signals. Each Spectral density spectrum was calculated from

16 emissions each having an overlap of50%. Each Spectral density spectrum had a length of 128 samplesand the

time between spectra was �ve milliseconds resulting in 1011spectra.

3) Results:Fig. 10 shows the computed Spectral density spectrum from the acquired RF data sequence corre-

sponding to the setup displayed in Fig. 9. Comparing the two Spectral density spectra a high similarity is seen.

In both spectra the peak velocity is approximately 68 m=s in the forward �ow direction (from proximal to distal
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Fig. 9. Duplex interface on the Profocus scanner during the data acquisition. All parameters listed to the left are also registered in the usecase
produced at each data acquisition sequence.
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Fig. 10. Spectral density spectrum of the blood velocity in the abdominal aorta using the extracted research data set fromthe scanning sequence
corresponding to the interface shown in Fig. 9.

relative to the heart) and a peak velocity in the backward �owdirection of approximately 29 m=s. In general the

peak forward velocity in the abdominal aorta is around 0.5-0.6 m=s with a mean velocity of 0.08-0.2 m=s [34]. So,

this volunteer show a slightly increased velocity in the abdominal aorta compared to the general case.

The velocity change can be used to establish a patient-speci�c inlet condition for each patient-speci�c abdominal

aortic geometry constructing a realistic simulation modelfor diagnostic purposes. This is done by assuming that

the inlet cross-section is rotational symmetric, the �ow isfully-developed, and that the blood is a Newtonian �uid

in which case Womersleys theorem can be used to determine the�ow pattern during the cardiac cycle.

4) Summary:The research data acquisition system facilitates access toraw �ow data from Spectral Doppler

spectral measurements which can be directly applied in a �nite element model for simulation of patient-speci�c
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�ow and biomechanical properties of the arterial wall. Thisis an important step towards a realistic patient-speci�c

simulation model to support diagnosis of various cardiovascular diseases which can be introduced to and used

directly in the clinic.

V. CONCLUSIONS

A versatile and open architecture research data acquisition system using a commercially available medical ultrasound

scanner has been implemented. The system consists of standard PC and a BK Medical ProFocus ultrasound scanner.

The system uses an open architecture that allows acquisition of data for experimental research, such as developing

new imaging processing algorithms. With the system users can tailor the data acquisition to �t their working

environment while still maintain the clinical integrity ofusing a robust medical device. This will allow researchers

and clinicians to rapidly develop applications and move them relatively easy to the clinic.

The clinical usability of the scanner, including the frame rate, is unaffected by data acquisition. Furthermore

the system allows remote control of basic scanner operation, and software for easy access of the complete control

parameter set. The system allows access to beamformed radiofrequency data and provides �exible manipulation of

control parameters such as �ltering, compression, transmit level, excitation waveform, beam angle, and focal depth

etc. The system offers high speed data acquisition, bene�cial for clinical scanning and system evaluation.

Data acquisition can be controlled through a GUI running on the PC or using third party products, such as Matlab.

The developed software development toolkit (SDK) will giveresearchers and clinicians the ability to utilize Matlab

for data analysis and �exible manipulation of control parameters. Due to these advantages, research projects have

successfully used the system to test and implement their customized solutions for different applications. We believe

that the system can contribute to accelerated advancementsin ultrasound imaging by allowing more ultrasound

researchers to test and clinically evaluate promising new applications.
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Abstract

Ultrasound in-vivo imaging using Synthetic Aperture Sequential Beamforma-

tion (SASB) is compared to conventional imaging in a double blinded study

using side-by-side comparisons. The objective is to evaluate if the image qual-

ity in terms of penetration depth, spatial resolution, contrast, and unwanted

artifacts is comparable to conventional imaging.In-vivo data was acquired

using a ProFocus ultrasound scanner (BK Medical, Herlev, Denmark) and a

192 element 3.5 MHz convex array transducer (Sound Technology Inc., PA

16801, USA). Data were acquired interleaved, ensuring that the exact same

anatomical locations were scanned. Eighteen volunteers were scanned ab-

dominally resulting in 84 image sequence pairs. Evaluation of image quality

was performed by 5 medical doctors. Results show that image quality using

SASB was signi�cantly better than conventional imaging (p-value: < 0.01).
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