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Radiotherapy has been used for more than a century to treat cancer and an important part of the treatment with radiation is to direct a sufficiently high dose to the tumour without damaging the neighbouring tissue. The recently commissioned Danish Centre for Particle Therapy (DCPT) features a scanning proton beam that enables the delivery of a more conformal dose to the tumour than what can be achieved with conventional radiotherapy.

The present work investigates the use of plastic scintillation detectors (PSDs) coupled to optical fibres as a radiation detector in ion beams. PSDs are attractive for particle dosimetry and particularly in vivo measurements due to a prompt response, small size, and near water-equivalence. It is demonstrated how a single PSD can detect the spots in a scanning beam and measure the scattering of the spots.

The conversion from the PSD luminescence response into an energy deposition is, however, challenging. The PSDs exhibit a non-linear response—termed ionization quenching—to charged particles. A theoretical formalism is developed in order to predict and correct the quenched luminescence of PSDs irradiated with ions at clinically relevant energies. The algorithm is based on fundamental scintillator properties and track structure theory and validated relative to a gas-filled detector and Monte Carlo simulations. The combination of a theoretical quenching model, experiments, and Monte Carlo calculations provides a new insight into the quenching of plastic scintillators.

Finally, a graphite calorimeter was constructed and subsequently tested in the proton beam at DCPT. The portable calorimeter showed an excellent stability and reproducibility and enables the measurement of more accurate quenching corrections for PSDs.
Stråleterapi har i mere end ét århundrede været anvendt til kræftbehandlinger. En essentiel del af behandlingen sigter mod at afsætte tilstrækkelig stor energi i tumoren mens det omkringliggende væv skånes. Dansk Center for Partikelterapi (DCPT) åbnede i Aarhus i indværende år, hvor man for første gang i Danmark kan behandle tumorer med protoner. Protoner muliggør mere konforme strålefelter, end hvad der normalt kan opnås med konventionel stråleterapi, og minimerer således risikoen for stråleinducerede følgevirkninger.

Denne afhandling omhandler brugen af optiske fibre påsat plastikscintillatorer til at detektere protonstråler. Scintillatorerne er små og har en hurtig responsstid, og muliggør dermed en måling af protonerne med stor nøjagtighed. Det vises hvordan en enkelt plastikscintillator kan detektere en protonstråle i rum og tid og bruges til at beregne spredningen af protoner i vand med stor præcision.

Lyset fra scintillatorerne er dog svært at omsætte til en måling af energiåfsættelsen, da det opsamlede lys ikke er proportionelt med den afsatte energi, men varierer med protonernes fart. En numerisk algoritme er derfor udviklet til at korrigere det målte lys. Algoritmen er baseret på fundamentale scintillatoregenskaber og den radiale energifordeling i protonernes spor gennem plastikken. Metoden er valideret med scintillator- og ionkammermålinger i forskellige protonstråler. Kombineret med Monte Carlo-simuleringer udgør algoritmen et nyt værkøj, og har bl.a. givet ny viden om lysudsendelsen i et blandet strålefelt.

Slutteligt blev et grafitkalorimeter udviklet, der kan måle den afsatte energi via en temperaturstigning i grafitten med meget høj nøjagtighed. Kalorimetret blev afprøvet på DCPT og muliggør målinger af bedre korrektioner af lysudsendelsen i plastikscintillatorer under protonbestråling.
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Part I

Summary Report
Chapter 1

Introduction

Cancer is the leading cause of death at ages below 70 years in the developed\(^1\) countries (Bray et al. 2018), and is globally responsible for about 1 in 6 deaths or 9.6 million per year (WHO 2019). Cancer is often treated with a combination of surgery, chemotherapy, and radiation therapy. The field of therapy using ionizing radiation emerged shortly after Röntgen (1895) discovered the x-rays, and Despeignes (1896) is traditionally credited with the first cancer treatment with x-rays as well as the first publication on radiation therapy (Wagener 2009). Emil Grubbé assembled the first x-ray tube outside Europe in 1896—remarkably at a homeopathic clinic (Grubbé 1949)—and pioneered the cancer treatment. Ironically, Grubbé’s intense work with the x-ray tube exposed him to high doses and he went through almost 100 operations to remove cancers. The use of radiation therapy to deliver a lethal radiation dose to the diseased cancer tissue while sparing the healthy surrounding tissue has ever since experienced a remarkable development.

1.1 Particle therapy

Bragg and Kleeman (1904) demonstrated how heavy charged particles (HCPs)\(^2\) deposit most of the energy at the end of the trajectory, referred to as the Bragg-peak. Decades later and after the invention of the cyclotron, Wilson (1946) proposed how the Bragg-peak could be utilised to deliver a more conform dose deposition to the tumour than what can be achieved with conventional photon or electron radiation. Hence, Wilson demonstrated that particle therapy has the potential to reduce the risk of acute radiation damages as well as long term effects. The first patient was subsequently treated with proton therapy in 1954 in Berkeley, California.

The first treatment with protons in Europe took place at a research beam line in 1957 in Uppsala, Sweden, which decades later would host the Swedish proton therapy centre (Skandionkliniken) where most of the experimental work in

---

\(^1\)Albeit the term *developed* is misleading as no countries are *undeveloped* (Rosling 2018).

\(^2\)A HCP shall in this work refer to a proton as well as heavier ions.
this thesis was conducted. The modern particle therapy era began in 1990 in California as the first hospital-based proton beam line was commissioned at Loma Linda. The number of cancer therapy centres using protons and heavier ions has increased rapidly throughout the past decade with 92 particle centres in operation and 46 under construction as of July 2019 (PTCOG 2019). The Danish Centre for Particle Therapy (DCPT) treated the first patient with protons in Denmark on January 29, 2019.

1.1.1 Quality assurance and \textit{in vivo} dosimetry

The process of accurately delivering radiotherapy is complex and involves a variety of fields ranging from radiobiology over treatment planning simulations to machine quality assurance (QA). The QA of a specific treatment plan is complicated and often involves pre-irradiation of gas-filled ionization chambers. Ionization chambers remain the golden standard for reference dosimetry in protocols such as the IAEA TRS-398 (Andreo, Burns, Hohlfeld, et al. 2000) or AAPM TG-51 (Almond et al. 1999) and are essential to establish traceability to standards. However, ionization chambers are difficult—if feasible at all—to use for \textit{in vivo} dosimetry. \textit{In vivo} dosimetry, where the dose delivery is monitored directly during a treatment, has the potential to reduce mistakes and improve treatments (Tanderup et al. 2013). Patient specific QA is however not commonly applied in clinics, partly due to a lack of detectors suitable for \textit{in vivo} dosimetry.

1.1.2 Scintillation detectors

Scintillators, materials emitting light upon excitation by ionizing radiation, are attractive for \textit{in vivo} dosimetry with a prompt response and small (often sub-millimetre) sizes (Beddar, Mackie, and Attix 1992b,c; Kertzscher et al. 2014). Scintillators coupled to optical fibres guide the emitted photons to a photodetector, typically a charge-coupled device or a photo multiplier tube (PMT), where the amount of light is related to the energy deposition in the scintillating material.

Andersen et al. (2009) demonstrated the use of radio luminescence to \textit{in vivo} brachytherapy dosimetry in Denmark. MD Anderson Cancer Center successfully tested a plastic scintillation detector (PSD) system for \textit{in vivo} dosimetry on five patients treated with intensity-modulated radiotherapy for prostate cancer (Wootton et al. 2014). Recently, Aarhus University Hospital started using an end-to-end scintillator system to monitor brachytherapy (Johansen et al. 2018). The use of PSDs enable measurements and validations of the delivery of complex particle therapy plans: the PSDs are almost perturbation free and allow online measurement of the radiation (Sibolt et al. 2017), as opposed to the large ionization chambers or integrating alanine pellets. The PSDs can be fitted into anthropomorphic phantoms or used for \textit{in vivo} dosimetry with animals.
The PSDs possess several attractive advantages but the energy dependence remains a drawback. The high linear energy transfer (LET) from a HCP is in radiobiology known to cause an elevated relative biological effectiveness (RBE) relative to photons (Grassberger and Paganetti 2011; Sørensen, Overgaard, and Bassler 2011). The situation is reversed in dosimetry where the non-proportional PSD response is problematic for in vivo measurements for particle therapy and requires careful corrections. The non-linear detector response related to high ionization densities is termed ionization quenching and is the main focus of this thesis.

1.1.3 Ionization quenching

Most of the present work is related to the development of a general and robust algorithm to calculate and correct the quenching in PSDs irradiated with ion beams. Quenching corrections are generally conducted with PSD measurements relative to a non-quenching detector, typically an ionization chamber. The quenching is mapped for different beam qualities where the Monte Carlo calculated LET is used to model and correct the quenching. Ionization chambers, on the other hand, suffer from ionic recombination which is difficult to correct for as the LET and dose-rate differ greatly from the entrance region to the Bragg peak or even more complexly in spread-out Bragg peaks (SOBPs). The issue of ion recombination is avoided with the use of calorimetry where the radiation induced heat is related to the absorbed dose. The last part of the thesis is dedicated to the design and use of a graphite calorimeter to accurately measure the dose and correct the quenching in PSDs.

The present work investigates how fibre-coupled PSDs are applicable to extract information about the LET, dose, and beam structure in proton beams with a brief outlook to heavy ion beams.

---

3The problem with ion recombination in scanning beams is treated in paper V, outside the scope of this thesis.
1.2 Thesis outline

Part I contains the summary report:

Chapter 2 treats the physics of fibre-coupled PSDs in regard to radioluminescence and Čerenkov radiation induced in both the scintillator and the optical fibre. It is demonstrated how a single optical fibre can extract beam spot sizes and the spot deposition time in a scanning pencil proton beam. The chapter is based on results presented in paper I.

Chapter 3 accounts for the stopping of charged particles through matter and models the local ionization density through track structure theory. The ionization density is necessary to model the detector response and is traditionally related to the quenching of scintillators.

Chapter 4 presents the open-source code ExcitonQuenching as detailed in paper II. ExcitonQuenching relies on fundamental properties as the scintillation decay time and light yield and applies track structure theory to predict the quenching in HCP tracks. ExcitonQuenching is validated in proton beams and used to probe the temporal structure of quenching in PSDs.

Chapter 5 validates the use of ExcitonQuenching to compute the ionization quenching in HCP tracks which is the focus of paper III. The quenching in a PSD exposed to a proton beam is scrutinised in paper IV with an emphasis on the quenching in mixed fields, nuclear fragments, and the information provided by energy spectra.

Chapter 6 investigates the design and use of a graphite calorimeter with a small and large graphite core. The calorimeter is operated in a quasi-adiabatic mode and designed to minimize the heat losses. The use of a small graphite core facilitates a direct comparison between the quenched PSD response and the graphite calorimeter.

Part II contains the publications I through IV and manuscript V.
Scintillation is the emission of light in certain materials by the passage of a particle depositing energy. Scintillators are categorized as inorganic or organic according to the mechanism of light production and atomic composition (Birks 1964). The present chapter gives a brief introduction to organic scintillators based on literature reviews and selected results from paper I.

2.1 Physical scintillation mechanism

Organic scintillators consist of aromatic organic molecules where the ring shaped chains of carbon atoms bonded to hydrogen atoms (hydrocarbons) are responsible for the luminescence properties. Each carbon atom in the $s^2p^1$ configuration forms a weak $\pi$-bond with a neighbouring carbon atom and three $\sigma$-bonds with two adjacent carbon atoms and a hydrogen atom as shown in figure 2.1(a). The $\pi$-bonds parallel to the plane of the molecule in figure 2.1(b) form a ring where the $\pi$-electrons from each carbon atom is free to move as outlined in figure 2.1(c).

![Diagram of the planar benzene molecule](image1)

![Diagram of the parallel rings](image2)

Figure 2.1: (a) Diagram of the planar benzene molecule. (b) The $\pi$-electrons responsible for the luminescence of the molecule constitute the parallel rings illustrated in (c) where they are free to move. Adapted from Birks (1964).
The π-electrons are bound less tightly to the parent carbon atom than the localized σ-electrons. Hence, less energy is required for transitions in the π-electronic absorption band and excitation and de-excitation of the π-electrons are generally responsible for the luminescence. The photons emitted following energy deposition by ionizing radiation are typically in the UV range with a relatively short absorption length reducing the applicability of the scintillators. Other scintillating materials are typically mixed and cast into an amorphous material to avoid complete absorbance, as the different scintillators are chosen to ensure that the UV photons first are converted into blue photons and occasionally further converted into green photons in a wavelength shifter (Lindvold, Beierholm, and Andersen 2010). Even though each conversion decreases the number of photons, it allows more optical photons to be transmitted through the amorphous scintillator.

The energy levels of an organic molecule with π-electronic structure is shown in figure 2.2. The difference in energy levels between the ground state ($S_0$) and the first excited singlet state ($S_1$) is typically around 3 eV to 4 eV whereas the vibrational states, subdividing each singlet and triplet state, are spaced of the order of 0.15 eV (Beddar and Beaulieu 2016). A typical plastic scintillator emits of the order of 8000 photons MeV$^{-1}$ which corresponds to a conversion efficiency around 2 %, where most of the deposited energy is lost as heat.

The average thermal energy at room temperature about 25 meV is much smaller than the spacing between the vibrational states (Knoll 2010), and the majority of the organic molecules will occupy the $S_{00}$ state. The energy absorption is shown in figure 2.2 with solid arrows to the left. Excited higher-lying singlet electronic states are on a picosecond time scale de-excited to the $S_1$ singlet state as depicted with vertical, dashed arrows.

The fluorescence is emitted in transmissions from the $S_{10}$ state to one of the $S_{0x}$ electronic vibrational states illustrated with solid arrows pointing downward. The fluorescence decay time $\tau$ is of the order of a few nanoseconds for most organic scintillators and enables an excellent temporal resolution for particle dosimetry. The lifetime of the triplet states is characteristically much longer than the singlet states. Some excited singlet states can make a transition to the triplet states through inter-system crossing. The delayed light emission, termed phosphorescence, from the triplet states occurs at longer wavelengths than the fluorescence emission. However, some molecules in the triplet state may be thermally excited back to the singlet states and de-excite normally through (delayed) fluorescence (Knoll 2010).

While excitations of π-electrons thus may be followed by emission of optical photons, the ionization of π- or σ-electrons normally renders the molecule incapable of scintillation. The ionization events generate free radicals which can emit UV photons via recombination, undergo photochemical reactions, or non-radiative de-excitation. The energy spent on excitation of a σ-electron is similarly dissipated as heat rather than via scintillation (Birks 1964).
2.2 Fibre-coupled plastic scintillators

Organic PSDs are commercially available in sizes from point sources to huge bulk volumes. The combination of good water-equivalence, a prompt scintillation response, and a sub millimetre size enables particle dosimetry with great temporal and spatial resolution (Beddar, Mackie, and Attix 1992b,c). One way to use a PSD is by coupling it to an optical fibre: the in-house built ME-40 system (Beierholm et al. 2011) is unique with a fast (kHz) sampling rate. The system consists of a plastic scintillator coupled to an optical fibre with optical glue as shown in figure 2.3 and is used extensively throughout this work. The light is guided from the PSD through the optical fibre to two PMTs. The following sections present the results published in paper I.

The optical fibre typically consists of a 480 µm diameter polymethyl methacrylate (PMMA) core (refractive index $n = 1.49$) and fluorinated polymer ($n = 1.40$) cladding with a 500 µm outer diameter as outlined in figure 2.3. A black polyethylene jacket protects the core and cladding from external light.

---

Figure 2.2: Jablonski diagram of the energy levels of an organic molecule with $\pi$-electron structure where the vibrational states are arbitrarily scaled. Redrawn from Birks (1964).
Figure 2.3: A plastic scintillator coupled to an optical fibre. The optical photons emitted from the scintillator are guided to a PMT.

2.2.1 Volume averaging

The PSD volume with a diameter of 0.5 mm to 1 mm water equivalent thickness (WET) cause a slight volume averaging over steep dose gradients. The effect of volume averaging along the central axis of a 100 MeV proton beam was investigated in paper IV. The signal volume averaging was shown to be negligible provided the analysis was truncated at the 80% distal dose point.

2.3 Optical fibre cable

The optical fibre is a scintillating material capable of undergoing molecular transitions in the singlet manifold based on the PMMA core, although the scintillation efficiency is much lower than polystyrene based plastics. Consequently, fluorescence induced in the optical fibre may contaminate the PSD signal. Čerenkov radiation emitted in the optical fibre and transmitted to the PMT may similarly give rise to a background signal (Beddar, Mackie, and Attix 1992a). The optical fluorescence and Čerenkov photons induced in the optical fibre are collectively termed the stem signal and subject to investigation below.

2.3.1 Luminescence in the optical fibre

Jang et al. (2011) published measurements of the response of an optical PMMA-based fibre exposed to both a pristine proton Bragg peak and a SOBP in a water phantom. The optical fibre was placed perpendicular to the beam direction and the PMMA luminescence response was compared to an ionization chamber measurement along the same axis. The response of the optical fibre was in perfect agreement with the ionization curve along the central beam axis, indicating the luminescence signal from the optical fibre is proportional to the energy deposition. The conclusion that scintillators exhibit a linear response in proton beams contradicts decades of experiments (Birks 1964; Beddar and Beaulieu 2016) and, furthermore, Jang et al. (2011) concluded the optical signal generated in the optical fibre to be Čerenkov radiation rather than fluorescence.
The emission of optical Čerenkov photons decreases with the speed of the primaries, i.e. the Čerenkov emission is expected to be inversely correlated with the LET as a function of depth in the water phantom rather than matching the ionization curve perfectly.

The remarkable experimental results and conclusions by Jang et al. (2011) motivated an investigation of the emission and guidance of optical photons through an optical fibre exposed to a proton beam. The following section investigates the origin of the optical photons in an optical fibre irradiated with proton at different energies followed by a discussion on fluorescence and Čerenkov radiation.

### 2.3.2 Spot scanning proton beam

The luminescence arising from a PMMA-based optical fibre exposed to a spot scanning proton beam was investigated at the Skandion Clinic, Uppsala. The optical fibre was placed in the $10\,\text{cm} \times 10\,\text{cm}$ field consisting of $41 \times 41$ spots as sketched in figure 2.4(a) and connected to the ME-40 system. The fibre was irradiated with 180 MeV protons at different depths in a water phantom which enabled a comparison of the optical response relative to a reference ionization curve along the central beam axis. An example of the PMT signal at 6 cm depth is shown in figure 2.4(b).

![Figure 2.4:](image)

**Figure 2.4:** The pencil beam scans (dashed line) over the optical fibre (solid line) in (a) which gives rise to a signal detected at the PMT. The PMT signal is shown in (b) where each peak corresponds to a horizontal scan line in (a). Figures from paper I.

Each time the proton beam scans horizontally across the fibre in figure 2.4(a) it gives rise to an optical signal measured by the PMT in (b). An insert in figure 2.4(b) shows the structure of a single scan line where approximately 8 of the 41 spots were detected. The optical fibre did not reach through the entire
field as illustrated in figure 2.4(a) and measured in (b): the signal after 37 s is fading as the beam no longer scans directly across the fibre.

The prompt fibre response and the 0.5 mm fibre diameter enable an extraction of the beam spot size and the spot deposition time: the insert in figure 2.4(b) indicates an average spot deposition time of 21 ms in agreement with the actual 22 ms spot deposition time extracted from the cyclotron log-files. Furthermore, a Gaussian fit to the spots shown in the insert gives a full width at half maximum (FWHM) of ≃ 10 mm in agreement with FWHM = 9.4 mm measured with an ionization chamber array.

The measurement of the response of the optical fibre as a function of depth in the water phantom is compared to the ionization curve of a Roos-type ionization chamber in figure 2.5. The optical fibre response is obtained from an integration over the PMT signal as a function of water depth. The PMMA phantom wall slows the protons from the fixed horizontal research beam line causing the observed range shift in figure 2.5, where a 180 MeV proton in water otherwise would have a continuous slowing down approximation (CSDA) range of 21.7 cm.

![Figure 2.5](image)

**Figure 2.5:** The luminescence response of the bare optical fibre ($k = 2$ statistical uncertainties) and an ionization chamber measurement in a water phantom irradiated with 180 MeV protons. Figure adapted from paper I.

The optical fibre response in figure 2.5 exhibits a non-linear response relative to the ionization chamber measurement—i.e. it quenches in line with traditional measurements and conclusions (Birks 1964). The relative amount of Čerenkov radiation and fluorescence constituting the origin of the optical photons in the PMMA fibre during proton irradiations is to be investigated next.
2.4 Čerenkov radiation

Čerenkov radiation (Čerenkov 1934, 1937; Frank and Tamm 1937) is the coherent emission of optical photons by charged particles exceeding the phase velocity of light in a dielectric medium. The energy threshold \( E_{\text{TH}} \) depends on the refractive index \( n \) as

\[
E_{\text{TH}} = m_0 c^2 \left( \frac{1}{\sqrt{1 - n^2}} - 1 \right),
\]

where \( m_0 \) is the rest-mass of the charged particle and \( c \) the speed of light in vacuum (Jelley 1958). The energy thresholds for electrons in PMMA and water are cf. eq. (2.1) 178 keV and 264 keV, respectively. Protons are too heavy to directly emit Čerenkov radiation in clinically relevant proton beams but liberate electrons above \( E_{\text{TH}} \). Specifically, a proton of rest-mass \( m_p \) may transfer an energy (Andreo, Burns, Nahum, et al. 2017)

\[
W_{\text{max}} = \frac{2m_e c^2 \beta^2 \gamma^2}{1 + 2\gamma \frac{m_e}{m_p} + \left( \frac{m_e}{m_p} \right)^2} \approx \begin{cases} 2m_e c^2 \beta^2 \gamma^2 & \text{for } \gamma m_e \ll m_p, \\ \gamma m_p c^2 & \text{for } \gamma \rightarrow \infty, \end{cases}
\]

(2.2)

to an electron with rest-mass \( m_e \). As usually,

\[
\gamma = \frac{1}{\sqrt{1 - \beta^2}}, \quad \text{and} \quad \beta = \frac{v}{c},
\]

(2.3)

where \( v \) denotes the speed of the proton. Hence, a proton above 80 MeV in PMMA and 115 MeV in water may liberate electrons above \( E_{\text{TH}} \) or via nuclear interactions at lower energies (Helo et al. 2014). The angular dependency of Čerenkov radiation constitutes—besides the emission spectrum—a crucial difference compared to the fluorescence. Fluorescence is emitted isotropically whereas Čerenkov photons are emitted at an angle

\[
\theta = \arccos \left( \frac{1}{\beta n} \right),
\]

(2.4)

relative to the particle track. The number of optical photons \( dN \) emitted per unit length \( dx \) in the spectral region \( \lambda_1 < \lambda_2 \) by a particle with charge \( z \) is given by the famous Frank-Tamm equation

\[
\frac{dN}{dx} = 2\pi z^2 \alpha \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \sin^2 \theta,
\]

(2.5)

where \( \alpha = 1/137 \) is the fine structure constant (Jelley 1958). Equation (2.5) gives \( dN/dx \simeq 470z^2 \sin^2 \theta \) photons cm\(^{-1}\) for the optical window \( \lambda_1 = 400 \text{ nm} \).
and $\lambda_2 = 700\text{ nm}$. The number of fluorescence photons emitted from an electron in a typical PSD with light yield per energy deposition $\approx 8000\text{ photons MeV}^{-1}$ and LET $\approx 2\text{ MeV cm}^{-1}$ thus greatly exceeds the number of Čerenkov photons. The emission angle and transmission through an optical fibre may nonetheless favour the guidance of Čerenkov radiation.

The relative intensity of Čerenkov radiation is approximately proportional to the frequency as given by eq. (2.5), i.e. dominated by blue light in contrast to a fluorescence spectrum with a characteristic spectral peak (Therriault-Proulx et al. 2013). The energy loss due to Čerenkov radiation at therapeutic relevant energies is typically $< 0.1\%$ of the energy spent in soft collisions (Andreo, Burns, Nahum, et al. 2017).

### 2.4.1 Čerenkov spectra

The emission angle $\theta$ in eq. (2.4) affects the number of Čerenkov photons emitted within the acceptance cone of the optical fibre as outlined in figure 2.6, where the optical fibre is placed at an angle $\varphi$ with respect to the beam axis. Detailed analyses on the emission and guidance of Čerenkov radiation in multiclad fibres are available (Beddar, Suchowerska, and Law 2004) but out of the scope of this work.

![Figure 2.6](image)

**Figure 2.6:** A charged particle traversing the optical fibre at an angle $\varphi$ relative to the fibre axis emits Čerenkov radiation at an angle $\theta$ with respect to the trajectory (dashed line). The fraction of Čerenkov photons guided to the PMT is highly angle dependent.

An example of measurements of Čerenkov and fluorescence spectra is shown in figure 2.7. The spectra are convolved with the transmission profile of the optical fibre cable where the PMMA core absorbs most light below 380 nm. The figure includes two spectra obtained with 20 MeV electron irradiations at $\varphi_1 = 45^\circ$ and $\varphi_2 = 135^\circ$ relative to the optical fibre as defined in figure 2.6.

The Čerenkov emission angle for 20 MeV electrons in PMMA is about $\theta \approx 47.8^\circ$ cf. eq. (2.4). Consequently, $\varphi_1$ favours the guidance of Čerenkov photons.
towards the PMT while $\varphi_2$ corresponds to the case where the Čerenkov photons are emitted towards the dead fibre end and are absorbed.

The fluorescence spectrum is obtained with an in-house constructed 50 kVp x-ray source which is unable to generate Čerenkov radiation. The coinciding spectra obtained with $\varphi_2$ and 50 kVp shows that Čerenkov photons are absorbed at such an angle in contrast to $\varphi_1$ which is completely dominated by Čerenkov radiation.

### 2.4.2 Monte Carlo calculations

The optical fibre in figure 2.3 was implemented in the Monte Carlo code Geant4 (Agostinelli et al. 2003) without the scintillator. Geant4 enables a simulation of both the emission and guidance of Čerenkov and fluorescence photons in the optical fibre.

The Geant4 model with the fluorescence spectrum measured in figure 2.7 and the transmission profile of PMMA was assessed against measurements in an electron beam. The agreement between the Monte Carlo model results and the Čerenkov measurements is described in paper I and validates the use of the Monte Carlo model to simulate the emission and guidance of optical photons in a proton beam.

### 2.4.3 Čerenkov radiation in a proton beam

The Geant4 simulations of the emission and guidance of Čerenkov and fluorescence photons in an optical fibre placed perpendicular to the central beam axis are shown in figure 2.8(a). The number of emitted Čerenkov photons per
primary proton exceeds the number of guided fluorescence photons at the entry channel. Most of the Čerenkov photons are however absorbed in the fibre rather than guided through the fibre. The primary protons are at about half the CSDA range unable to liberate electrons above the Čerenkov threshold $E_{TH}$. The Čerenkov emission following nuclear interactions is isotropic but negligible relative to the fluorescence signal.

Figure 2.8: Geant4 simulations of fluorescence and Čerenkov photon during irradiation with 225 MeV protons. (a) The emission and guidance of Čerenkov and fluorescence photons in an optical fibre placed perpendicularly to the beam direction. The number of Čerenkov photons guided through the fibre per primary (crosses) is in the figure multiplied by 10 for visibility. (b) The Čerenkov emission angle in a 225 MeV proton beam in water. The angle is given relative to the beam direction. Figures modified from paper I.

The Čerenkov emission angle $\theta$ along the central beam axis is shown in figure 2.8(b). An optical fibre placed with its axis at an angle $\approx 20^\circ$ relative to the beam direction would favour the guidance of the Čerenkov photons. An optical fibre placed perpendicular to the beam (as in Jang et al. (2011)) will absorb most of the emitted Čerenkov photons as evident from figure 2.8(a).

The fluorescence distribution in figure 2.8(a) matches the ionization curve as the non-linear response is unaccounted for in the Geant4 implementation. The
neutron activation cross section is low for plastics (Otuka et al. 2014) and the Čerenkov radio peak at the Bragg peak (Helo et al. 2014) is negligible relative to fluorescence. Hence, it can be concluded that the optical signal—reported to be Čerenkov radiation by Jang et al. (2011)—is fluorescence.

2.5 Stem signal in a proton beam

The conclusion that fluorescence dominates the signal in an optical fibre can be transferred to the PSD where approximately the same amount of Čerenkov radiation per volume is guided: the scintillation light yield in the PSD is much larger than the light yield of the optical fibre and the Čerenkov in the PSD is negligible.

Archambault et al. (2006) investigated the fluorescence and Čerenkov stem signal in a proton beam. The stem signal is concluded to be negligible at clinically relevant energies for PSD sizes comparable to the one presented in figure 2.3. Consequently, the stem signal in during proton beam irradiations is not removed as it would have to be for electron and photon beams.

The reason for the non-linear response of scintillators is scrutinized in the following chapters.
Chapter 3

Radial dose distributions

The luminescence response of an HCP traversing a scintillator is related to the local energy deposition which excites the molecules. Some response models rely solely on the LET of the particle whereas other models account for the radial dose distribution (RDD) through track structure theory. The track structure of an HCP has historically been modelled in several ways, typically with a distinction between stochastic or amorphous approaches.

Stochastic models track the emission of each secondary particle and the tortuous electron paths (see e.g. Ogawa, Yamaki, and Sato (2018)) often result in local ionization densities consisting of dense cluster regions.

Amorphous track structure theory models the RDD as a continuous distribution, i.e. averaged over all energy depositions (Katz and Varma 1991). Amorphous track structure models (ATSMs) were developed in radiobiology (Butts and Katz 1967) to model the cell response during HCP irradiations, and are still used to model the RBE in particle therapy. The following sections relate the stopping of HCPs in matter to ATSMs in order to predict the scintillation response.

3.1 Stopping of swift particles

Shortly after Rutherford (1911) concluded that the atom is made up of a heavy nucleus surrounded by electrons, Thomson (1912) and Bohr (1913, 1915) developed theories of particle penetration of matter from first principles. The total mass stopping force\(^1\) in a medium of density \(\rho\) is given as

\[
\frac{S_{\text{total}}}{\rho} = \frac{S_{\text{elec}}}{\rho} + \frac{S_{\text{nuc}}}{\rho} + \frac{S_{\text{rad}}}{\rho},
\]

where the terms on the right-hand side denote the contributions from electronic, nuclear, and radiative interactions, respectively. The radiative energy loss (bremsstrahlung interactions) for HCPs is negligible relative to the energy

\(^{1}\)This work adheres to the use of stopping force rather than power. Sigmund (2000) and ICRU (2005) emphasize power would be more appropriate for an energy loss per unit time.
lost through multiple inelastic scattering processes (ICRU 1993). The energy lost through elastic collisions with atomic nuclei, where the primaries are deflected considerably, contributes less than 1% to the total energy loss above the orbital velocities of the atomic electrons in the target (ICRU 2005; Andreo, Burns, Nahum, et al. 2017). Elastic nuclear interactions in light ion beams should generally only be considered below 0.1 MeV/n (Cucinotta, Nikjoo, and Goodhead 1999), i.e. below the energy region of interest in this work. Hence, with the focus on 1 MeV to 250 MeV protons in water-equivalent materials, the stopping force is approximated as $S_{\text{total}} \approx S_{\text{elec}}$.

The classically derived electronic stopping force equation by Bohr (1913, 1915) was extended to a quantum mechanical version by Bethe (1930) and later to a relativistic version by Møller (1932) and Bethe (1932). The stopping of a swift HCP takes on the form

$$
\frac{S_{\text{elec}}}{\rho} \approx 4\pi e^4 c^2 \frac{N_A Z z^2}{A \beta^2} \left( \ln \frac{2m_e c^2 \beta^2}{I} - \ln(1 - \beta^2) - \beta^2 - \frac{C(\beta)}{2} - \delta(\beta) \right),
$$

(3.2)

where $I$ is the mean ionization potential, $N_A$ is Avogadro’s constant, $Z/A$ is the ratio of the number of protons to the number of nucleons in the target material, and $z$ is the charge of the projectile with relative speed $\beta$. The term outside the brackets is related to the electron density of the target material and the speed and charge of the projectile, while the terms $-\ln(1 - \beta^2) - \beta^2$ account for the relativistic stopping force rise (Sigmund 2006, 2014).

The shell correction term $C(\beta)/Z$ contributes a few percent for energies below 10 MeV and corrects that the projectile no longer has a velocity much larger than that of the atomic electrons in the target material. The shell correction is the same for all charged particles for a given velocity $\beta$ and in the present work extracted from data published by Emfietzoglou et al. (2009). The density-effect correction $\delta(\beta)$ due to polarizations in condensed media affects the stopping force in eq. (3.2) less than 0.1% for protons below 800 MeV (Andreo, Burns, Nahum, et al. 2017) and is henceforth omitted.

**3.1.1 Stopping in compounds**

The stopping force in plastic compounds of $n$ constituents is approximated by Bragg’s additive rule (Bragg and Kleeman 1905) as

$$
\frac{S}{\rho} = \sum_{i=1}^{n} w_i \left( \frac{S}{\rho} \right)_i,
$$

(3.3)

\[Whose 24-page paper became the shortest dissertation in Denmark (Ekstrabladet 1932), and it has been argued that the Bethe-Møller equation would be a more appropriate name for eq. (3.2).\]

\[Møller submitted his manuscript to *Annalen der Physik* the day before Bethe submitted his to *Zeitschrift für Physik*. The latter journal had a faster review process and Bethe alone was credited with the formula (Kragh 1992).\]
where \( w_i \) is the weight fraction and \((S/\rho)_i\) the mass stopping force of the \( i \)th constituent. Similar weightings are applied to calculate the mean ionization energy, atomic number and weight of the compound (Attix 1986).

### A note on stopping force libraries

Several libraries and codes are available for stopping force data for particles and materials (Paul 2010): the National Institute of Standards and Technology provides tables for the stopping force and range (STAR) of protons (PSTAR) and alpha particles (ASTAR) from 1 keV to 1 GeV. Tables for heavier ions are available through MSTAR (Paul and Schinner 2001, 2002), SRIM (Ziegler, Ziegler, and Biersack 2010) or the open-source code libdEdx (Toftegaard et al. 2014). The electronic mass stopping force for protons and heavier ions in plastic scintillators is in this work computed with eq. (3.2) rather than loaded from the libraries in order to include various scintillator compounds.

### 3.1.2 The linear energy transfer

The mass electronic stopping force in eq. (3.2) is the average rate of energy loss where some collisions may liberate electrons with enough kinetic energy to deposit energy far from the primary particle trajectory—a feature covered in the next section on track structure theory. The scaling of the mass stopping force with the mass density \( \rho \) equals the linear stopping force. The idea of a local energy deposition, in contrast to total energy deposition, leads to the introduction of the restricted linear electronic stopping force \( L_\Delta \), called the linear energy transfer (LET). The \( L_\Delta \) excludes energy losses between \( \Delta \) and the maximum energy transferred to a particle \( W_{\text{max}} \) from eq. (2.2) (ICRU 1970). The unrestricted LET, for the case where \( \Delta \to W_{\text{max}} \), equals the linear electronic stopping force \( S_{\text{elec}} \) and is used throughout this work.

### LET calculations

The LET at a point in the radiation field may consist of contributions from several particles and energies. Averaging the LET at a single point is possible in multiple ways where the two most common approaches include the fluence-averaged (or track-averaged) LET (\( \text{LET}_\Phi \)) and the dose-averaged LET (\( \text{LET}_D \)). The intensity of the fluence spectrum \( \varphi \) for a particle with energy \( E \) and linear stopping force \( S \) at a point \( x \) enables a calculation of the arithmetic mean as

\[
\text{LET}_\Phi(x) = \frac{\int_0^\infty \varphi(E, x) S(E) \, dE}{\int_0^\infty \varphi(E, x) \, dE},
\]

whereas the dose-averaged LET is given by

\[
\text{LET}_D(x) = \frac{\int_0^\infty \varphi(E, x) S^2(E) \, dE}{\int_0^\infty \varphi(E, x) S(E) \, dE}.
\]
The Monte Carlo scoring of LET$_\Phi$ and LET$_D$ in ion beams relies on the recommendations in Cortés-Giraldo and Carabe (2015), where the stopping force $S$ for the LET$_D$ calculations is extracted from stopping force tables in the Monte Carlo code.

The energy deposition and LET are scored in Geant4 version 10.3 (Agostinelli et al. 2003). An example of the Geant4 calculations of the dose deposition and the difference between LET$_\Phi$ and LET$_D$ along the central beam axis is shown in figure 3.1 using the beam parameters (Almhagen et al. 2018) for the 100 MeV scanning proton beam at the Skandion Clinic, Uppsala.

The analyses of the detector response as a function of energy deposition and LET are in the following parts truncated at the 80 % distal dose point to avoid too large biases and uncertainties (Bortfeld 1997). For instance, Grzanka, Ardenfors, and Bassler (2018) demonstrated how the LET scored as either LET$_\Phi$ or LET$_D$ and by in- or excluding secondary particles may vary 300 % in a clinically relevant proton SOBP.

![Figure 3.1](image)

**Figure 3.1:** The Geant4 simulations of the dose deposition (left ordinate) and LET$_\Phi$ and LET$_D$ (right ordinate) in water irradiated with a 100 MeV proton beam.

Grün et al. (2018) recently demonstrated that the LET$_D$ often is an insufficient predictor for the RBE. Bertolet et al. (2019) recommend a new approach to calculate the LET based on track segmentation. This work adheres to the use of the arithmetic mean of the LET spectrum—the LET$_\Phi$—as a quenching predictor rather than LET$_D$ or other means of LET scoring but includes the LET$_D$ in calculations for comparison. The LET will henceforth be given as the LET in
water unless otherwise stated.

### 3.2 Amorphous track structure theory

Several analytical ATSMs have successfully applied to model the response of detectors or biological systems to HCP irradiations (Chatterjee and Schaefer 1976; Hansen and Olsen 1984; Kiefer and Straaten 1986; Katz and Varma 1991; Scholz and Kraft 1996; Geiß, Krämer, and Kraft 1998). The approaches generally distinguish between a dense core region smaller than $10^{-6} \text{ g cm}^{-2}$ enclosed by a penumbral region.

#### 3.2.1 Amorphous track structure models

The amount of energy deposition in the core and penumbral regions varies between the ATSMs but the integral over the RDD equals the mass stopping force, i.e.

$$
\int_0^{2\pi} \int_0^{r_{\text{pen}}} D(r) r \, dr \, d\theta = \frac{\text{LET}}{\rho}, \quad (3.6)
$$

where $r_{\text{pen}}$ is the penumbral radius corresponding to the range of the most energetic electrons. The range of the electrons fluctuates and the mean range $r_{\text{pen}}$ is normally approximated as a power function of the kinetic energy of the ion $E$ (Scholz and Kraft 1996; Geiß, Krämer, and Kraft 1998), whereas Chatterjee and Schaefer (1976) suggested a penumbral radius in water as

$$
r_{\text{pen}} = 0.768 \mu\text{m MeV}^{-1} E - 1.925 \mu\text{m MeV}^{-0.5} \sqrt{E} + 1.257 \mu\text{m} \quad (3.7)
$$

and a radius of the core region as

$$
r_{\text{core}} = \beta r_{\text{min}}, \quad \text{for} \quad r_{\text{min}} = 11.6 \text{ nm}, \quad (3.8)
$$

ensuring $r_{\text{core}} \to r_{\text{min}}$ for $\beta \to 1$. All ions at a given velocity $\beta$ liberate electrons with the same energy and the track radius $r_{\text{pen}}$ in eq. (3.7) is thus independent of the charge of the ion.

The ATSM for ions given by Chatterjee and Schaefer (1976), henceforth referred to as the Chatterjee-Schaefer model, models the RDD as

$$
D(r) = \begin{cases} 
\frac{D_0}{r_{\text{core}}^2} (1 + C) & \text{for} \quad r < r_{\text{core}} \\
C \frac{D_0}{r^2} & \text{for} \quad r_{\text{core}} \leq r \leq r_{\text{pen}} \\
0 & \text{for} \quad r > r_{\text{pen}} 
\end{cases} \quad (3.9)
$$
with the parameters

\[ D_0 = \frac{\text{LET}}{2\pi \rho} \quad \text{and} \quad C = \left[ 2 \ln \left( \frac{\sqrt{e} r_{\text{pen}}}{r_{\text{core}}} \right) \right]^{-1} \] (3.10)

satisfying eq. (3.6). Another popular ATSM due to Scholz and Kraft (1996) included in this work is given in the appendix of paper II.

The Chatterjee-Schaefer model is plotted for two proton tracks in water in figure 3.2 along with the Scholz-Kraft model and the purely numerical calculations of Wang and Vassiliev (2017) relying on Geant4-DNA (Chauvie et al. 2006). The numerical ATSM model by Wang and Vassiliev (2017) is presented for protons between 10 MeV to 100 MeV in water and not used any further as the traditional analytical ATSMs enable a general implementation to model the RDD for a given HCP and plastic composition.

An integration over the Chatterjee-Schaefer model in eq. (3.9) from the track centre to \( r_{\text{core}} \) shows that more than half the energy is deposited in the core region. The Scholz-Kraft model consists of a less dense core region and is henceforth used to investigate the response of PSDs irradiated with ion beams. Furthermore, the continuous transition from the core to the penumbral region

![Figure 3.2: Radial dose distributions using the analytical Chatterjee-Schaefer ATSM (dashed line) in eq. (3.9), the Scholz-Kraft ATSM (solid line), and Geant4-DNA calculations (dashed-dotted line) for a (a) 10 MeV and (b) 100 MeV proton in water. The Geant4-DNA calculations are extracted from Wang and Vassiliev (2017).](image)
in the Scholz-Kraft model, as opposed to the Chatterjee-Schaefer model, enables a more stable numerical investigation of the detector response.

### 3.3 Relative effectiveness

Different detectors and in particular scintillators exhibit different responses in the same beam quality. The relative effectiveness (RE) is a useful quantity to compare the responses between two detectors, and can be defined as

$$\eta = \frac{R_{\text{ref}}(D_0)}{R_{\text{PSD}}(D_0)},$$

where $R_{\text{PSD}}$ is the response of a PSD to a dose $D_0$ and $R_{\text{ref}}$ is the response of a reference detector under the same radiation conditions. The reference detector is an ionization chamber or a graphite calorimeter in this work. $\eta$ is approximately constant for high-energy photons—which enables the use of scintillators for \textit{in vivo} dosimetry during brachytherapy—but varies with the LET and RDD in ion beams. The RBE is a similar quantity in radiobiology where its value for protons relative to high-energy photons has been a catalyst for debates (Paganetti et al. 2002).

The non-linear response of a PSD is in the following referred to as \textit{quenching} and the RE in (3.11) is henceforth referred to as the quenching correction factor (QCF) to avoid confusion with saturation effects.
Chapter 4

Ionization Quenching

Two ions with the same LET but different atomic number will exhibit different radial dose distributions (RDDS) and ionization densities. Hence, the LET alone is an insufficient quenching predictor and the RDD is required to model the local energy density and predict the detector response. This chapter relates ATSMs and scintillator properties to the luminescence response for PSDs in ion beams based on results in papers II and III.

4.1 Physics of quenching

The luminescence response of a PSD (BCF-12, Saint-Gobain, France) irradiated with a 100 MeV proton beam is compared to the ionization curve along the central beam axis in figure 4.1. The PSD response is normalized at the entry channel and has been subject to a peak match relative to the ionization curve simulated with Geant4.

While the luminescence response essentially is proportional to the energy deposition at the entry channel, the ionization quenching is evident as the track narrows along the beam axis resulting in an increasing energy density. Numerous models and algorithms have been suggested in the past century to correct the quenching in inorganic and organic scintillators. The quenching is traditionally corrected as a function of the LET while few models account for the variations in the RDD.

4.1.1 Physical mechanism

It has for decades been established that the luminescence response depends on the local energy density (Murray and Meyer 1961) but the reason why the increasing local energy density reduces the light emission remains a challenge. Early explanations suggested that quenching is caused by a saturation effect where all scintillation centres in the region were excited and the excess energy thus would be lost through non-radiative means as depicted in figure 2.2. However, Blue and Liu (1962) showed that a relative increase in the number
of scintillation centres did not decrease the relative amount of quenching for a specific beam quality and excluded that explanation.

Another approach was suggested by Galanin and Chizhikova (1958) where the ionization density in an ion track is said to rapidly increase the temperature in the ionization column, causing the energy to be lost through thermal dissipation rather than via fluorescence. The idea to understand quenching as a thermal flash never received much attention in Western journals\(^1\) and the model is—at best—challenging to apply for quenching corrections.

Traditional quenching explanations pivot about a reduction of the primary excitation efficiency, i.e. that several processes compete about the energy and more energy is lost through ionic recombination or to radiation damages at high energy density cases than for low energy density cases. Birks (1951, 1964) suggested that the reduction of the excitation efficiency occurs through ionization and excitation damages to the molecules.

The present work assumes—in line with Birks (1964) and Beddar and Beaulieu (2016)—that ionization quenching can be categorized according to the number of molecules involved in the quenching process. Specifically, a

---

\(^1\) Albeit the approach of modelling the quenching as a thermal process can have received significant attention in Soviet-based journals.
case involving $j$ molecules is referred to as a $j$-molecular quenching interaction. The focus here is mainly limited to unimolecular ($j = 1$) and bimolecular ($j = 2$) quenching interactions due to the moderately low LET of protons. Unimolecular quenching is the case where a single excited molecule undergoes a non-radiative de-excitation whereas bimolecular quenching is an interaction between two excited molecules where at least one of them is de-excited in a non-radiative way. Hence, the events involving more than one excited molecule is inherently dependent on the ionization density and the particle RDD.

Kallmann and Brucker (1957) showed that ionization quenching in organic scintillators mainly occurs within the first nanoseconds and thus precedes the main emission with typical decay times $> 1\text{ ns}$. The exact mechanisms for the occurrence of ionization quenching remain unexplained (Birks 1964; Beddar and Beaulieu 2016). Since the exact mechanisms of quenching on a microscopic scale cannot be accounted for, the following sections treat the quenching on a macroscopic scaled modelled by the local densities of excited states. The system of excited and de-excited states is assumed to be reversible in order to model the interaction between excited states.

### 4.1.2 The Birks formalism

The historically most successful approach to correct the ionization quenching in scintillator dosimetry is the semi-empirical Birks formalism (Birks 1951). The model corrects the luminescence signal $dL$ per unit length $dx$ with a quenching correction factor (QCF) as

$$\frac{dL}{dx} = A \frac{\text{LET}}{\text{QCF}},$$

where $A$ is the light yield per deposited energy of the scintillator. The QCF is typically taken to be a first- or second-order function of the LET as

$$\text{QCF}_{\text{Birks}} = 1 + kB \cdot \text{LET},$$

$$\text{QCF}_{\text{Chou}} = \text{QCF}_{\text{Birks}} + C \cdot \text{LET}^2,$$

where $kB$ is the Birks parameter and $C$ the extra model parameter due to Chou (1952). Eq. (4.1) in combination with the QCF given as in eq. (4.2a) is termed the Birks model, whereas the use of eq. (4.1) with the extended version eq. (4.2b) with an additional free parameter is referred to as the Chou model. Birks (1964) investigated both models and concluded that eq. (4.2b) with $C = 0$, thereby reducing it to eq. (4.2a), gave the best fit to data. Torrisi (2000), on the other hand, reported that the Chou model with $C \neq 0$ gave a more accurate correction for high-LET. The contradicting conclusions reflect the large experimental uncertainties at the Bragg peak along with both LET scoring biases and uncertainties in HCP beams.

Experimentally calculated QCFs are plotted as a function of the Geant4 calculated LET$_\Phi$ in figure 4.2. The QCFs are determined as the ratio of an ion-
Ionization chamber measurement to the PSD response in figure 4.1. The Birks and Chou models in eq. (4.2a) and (4.2b) are fitted to the data to estimate the quenching as a function of the LET. The residuals between the two models and the data in figure 4.2 are generally within 2.5% at the plateau region but increases to 5% near the Bragg peak around 5 keV µm$^{-1}$. The results illustrate the uncertainties related to LET calculations where even a 1 mm PSD positioning error may result in more than 10% response discrepancy.
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**Figure 4.2:** Quenching correction factors calculated as the ratio of the ionization chamber response to the PSD response in figure 4.1 plotted as a function of the LET. The analyses are truncated at the 80% distal dose point. The Birks model in eq. (4.2a) and Chou model in eq. (4.2b) are fitted to the data. The lower figure shows the residuals of the experimental data to the Chou model (triangles) and the Birks model (circles).

The Birks and Chou quenching model parameters $kB$ and $C$ obtained from the fits to the data in figure 4.2 can subsequently be used to predict the quenching in that particular PSD and ion beam. The quenching corrected PSD measurements using the Birks and Chou parameters from figure 4.2 are shown in figure 4.3 where the dose and quenched PSD response are shown for reference.

The Chou model provides with its additional free parameter slightly more accurate (or similar) QCFs than the Birks model does and the quality of the corrections may be compared in numerous ways to compensate for the different number of free parameters. The sum of squared errors scaled with the degrees of freedom (DoF) for each model is investigated in paper IV for three PSDs in proton beams. The overall conclusion corresponds to the mixed statements of
Birks (1964) and Torrisi (2000): the additional parameter in the Chou model does only occasionally provide a better fit to the data than the Birks model.

Figure 4.3: The measured quenched response in the BCF-12 PSD compared to the Geant4 simulated dose along the central axis. The quenching has been corrected with the QCFs from the Birks model (Birks corrected) and with the Chou model (Chou corrected) showed with lines in figure 4.2. The dashed vertical line indicates the 80% distal dose cut-off.

Both the Birks and Chou quenching models are able to correct the quenched signal to within a few percent once the model parameters have been experimentally determined as illustrated in figure 4.3. However, both models fail to account for the RDD and hence erroneously predict the same QCF for two ions with different RDDs if the LET is the same. Furthermore, the $k_B$ and $C$ are parameters to be determined experimentally for each ion and each scintillator type, while the temporal quenching dependence is unaccounted for. Recently, Boivin et al. (2016) showed how the Birks model breaks down in low-energy photon beams. Other popular quenching correction models include modifications to the Birks model as suggested by Voltz et al. (1966) but suffer from the same issues.

Michaelian and Menchaca-Rocha (1994) proposed a luminescence quenching model relying on an ATSM accounting for the backscatter of electrons into the dense ionization column region. Nonetheless, their model is cumbersome to apply, contain free parameters to be estimated from fits to data, and is unable to quantify the temporal behaviour of the quenching (Michaelian, Menchaca-Rocha, and Belmont-Moreno 1995).
The Blanc formalism

A different approach was taken by Blanc, Cambou, and Lafond (1962, 1964) which, in contrast to the Birks model, enables an inclusion of amorphous track structure theory. The Blanc formalism includes a kinematic quenching model where the density of excited states $n(\vec{r}, t)$ (henceforth referred to as excitons) is related to quenching and fluorescence through

$$\frac{\partial n}{\partial t} = D \nabla^2 n - pn_{\text{fluorescence}} - kn_{\text{unimol.}} - \alpha n^2 - \sum_{j=3}^{\infty} h_j n^j, \quad (4.3)$$

where $D \approx 5 \times 10^{-4} \text{cm}^2 \text{s}^{-1}$ is the exciton diffusion constant (Kallmann and Brucker 1957; Birks 1964). $p$ and $k$ denote the rates of fluorescence and unimolecular quenching, respectively, while $\alpha n$ and $h_j n^{j-1}$ are the probabilities per time for bi- and $j$-molecular de-excitation. Birks (1964) gives $p + k = \tau^{-1}$ where $\tau$ is the characteristic scintillator decay time and further estimates $\alpha = 3.2 \times 10^{-9} \text{cm}^3 \text{s}^{-1}$. Eq. (4.3) can mathematically be reduced to the semi-empirical Birks model in eq. (4.2a) assuming only unimolecular de-excitation (Birks 1964). The temporal component in eq. (4.3) enables an investigation of temporal structure of ionization quenching treated in the following section 4.3.

While Blanc, Cambou, and Lafond (1962) present the model in eq. (4.3) without a derivation, the quenching model may be interpreted and derived from a physical point of view: the flow of excitons $\vec{J}(\vec{r}, t)$ in the ionization column is depending on the concentration gradient as

$$\vec{J}(\vec{r}, t) = -D \nabla n(\vec{r}, t). \quad (4.4)$$

The exciton flow is related to the exciton losses through fluorescence emission and quenching interactions via the equation of continuity as

$$\frac{\partial n(\vec{r}, t)}{\partial t} + \nabla \cdot \vec{J}(\vec{r}, t) = g(\vec{r}, t), \quad (4.5)$$

where the sink term $g$ is a series given as

$$g(\vec{r}, t) = -\sum_{j=1}^{\infty} h_j n(\vec{r}, t)^j \quad \text{with} \quad h_1 = \tau^{-1} \quad \text{and} \quad h_2 = \alpha \quad (4.6)$$

which is equivalent to the Blanc model in eq. (4.3) when the equations are combined.

The following work focuses on eq. (4.3) where the series is truncated at $j = 2$, i.e. including bimolecular quenching as the highest term.
Recombination analogy

A set of equations similar to (4.4)–(4.5) was suggested by Thomson (1899) to model the ion recombination in an ionization chamber, where (4.4) would be modified to include a drift term in the presence of an external electric field. The recombination equations were famously solved\(^2\) by Jaffé (1913) to calculate the initial ion recombination in a parallel-plate ionization chamber irradiated with HCPs. Jaffé, several decades before amorphous track structure theory gained popularity, relied on a Gaussian-style ATSM, where the ion recombination sink-term was modelled as \(g(n_c) \approx \gamma n_c^2\) for a recombination parameter \(\gamma\) and charge carrier density \(n_c\).

The ion recombination term hence is identical to the bimolecular quenching term in eq. (4.3) and reflects the similar situations: ion recombination cannot be simulated on a microscopic scale as the recombination cross sections are too uncertain. Quenching cannot be predicted on the microscopic scale as the underlying mechanisms are yet to be understood. Hence, both problems are treated on a macroscopic scale in terms of the number of charge carriers or excited states per volume.

4.1.4 Excitation densities

An ion traversing the PSD with a light yield per deposited energy \(A\) ionizes and excites the molecules along its track: the exciton density in a segment of the track is estimated by scaling the RDD to a radial exciton density distribution

\[
n(r) = A \rho D(r) \tag{4.7}
\]

giving the number of excited states per unit volume \(n\). Eq. (4.7) represents the total number of molecules excited to the first singlet state which all are to emit a photon in the absence of quenching.

4.1.5 Quenching parameters

The bimolecular quenching parameter \(\alpha\) is proportional to \(n^2\) in the Blanc model eq. (4.3) and hence greatly dependent on the exciton density: a swift ion with a small LET and broad RDD gives cf. eq. (4.7) a tiny exciton density \(n\) in the ion track. That minimizes the bimolecular quenching term \(\alpha n^2\), giving an insignificant fraction of quenching in the ion track. The situation is reversed in slow ions with narrow RDDs and a high LET which cause a huge exciton density \(n\). A dense track leads to quenching contributions from the higher-order quenching terms in eq. (4.6) and an significant amount of quenching in the ion track.

The scintillator response results published by Jang et al. (2011) indicate that the luminescence signal from PMMA is quenching-free, as both the pristine

---

\(^2\)With the aid of several dubious and contradicting approximations.
Bragg peak and SOBP measured with a PMMA fiber perfectly matched the ionization curve along the central beam axis of a proton beam. While some conclusions and results in the paper certainly arise from misconceptions, the quenching-free result is to some degree in agreement with the Blanc formalism: PMMA is a poor scintillator with a low light yield per deposited energy. Hence, the initial exciton density in eq. (4.7) is somewhat low regardless of the LET and the quenching interactions between molecules are negligible. That would lead to a negligible amount of quenching in the Blanc formalism and could explain the quenching-free conclusion by Jang et al. (2011).

The quenching-free nature of the PMMA-based optical fibre irradiated with protons was, however, not reproducible as shown in figure 2.5. The response of the PMMA exhibits a distinct non-linear response along the central beam axis of the proton beam relative to an ionization chamber measurement, albeit the fraction of quenching is less than for traditional scintillator measurements.

The next section aims at combining ATSMs and the Blanc formalism to numerically calculate the fraction of quenching in an ion track and scintillating material.

### 4.2 Algorithm development

The initial exciton density in an ion track is modelled by eq. (4.7). The subsequent exciton movements are governed by the partial differential equation (PDE) in eq. (4.3) which evolves the excitons in time and space and accounts for both fluorescence and quenching.

The PDE is solved with a finite difference method (FDM) where the details are specified in paper II. The cylindrical symmetry of RDDs ensures that the azimuth and axial coordinates in the diffusion term of eq. (4.3) vanish. Consequently, only the exciton densities as a function of the radial distance and time need to be accounted for in the FDM solution.

The fluorescence from the PSD is computed as the sum of the emitted fluorescence photons, represented by the \(pn\) term in the Blanc model, which varies with the RDD and the scintillator decay time and light yield. The QCF is calculated by solving the PDE twice for the fluorescence emission: firstly without the quenching terms, i.e. eq. (4.3) with \(0 = k = \alpha = \cdots\), to calculate the quenching-free response. Secondly, the system is solved again but now including all quenching terms to calculate the quenched response. The QCF is calculated as the ratio of the fluorescence without quenching to the amount of fluorescence reduced by quenching, similar to the RE in eq. (3.11). The reader is referred to paper II for a more detailed description of the algorithm.

The algorithm is implemented in Python where numerically demanding routines—as the solution of the PDE—for efficiency is implemented in the C based version of Python, Cython. The open-source code is henceforth referred
to as ExcitonQuenching and available for download\textsuperscript{3} along with implementations of the stopping force calculations, ATSMs, and the Blanc model.

### 4.2.1 Quenching calculations

The ExcitonQuenching computed QCFs are assessed against experimentally obtained QCFs in paper II, where the influence of the exciton diffusion constant $D$ and quenching parameters $k$ and $\alpha$ in the Blanc model are examined. An example of the correlation between the QCFs and the LET$_{\Phi}$ is shown in figure 4.4 for the BCF-12 PSD exposed to protons below 200 MeV. The theoretical QCFs calculated with ExcitonQuenching are shown for reference.

The ExcitonQuenching response is calculated and plotted (solid line) with the Blanc model parameters $D, \tau, \alpha_1$ presented in paper II. The theoretical QCFs are re-calculated with ExcitonQuenching for different values $\alpha_1/2$ (dashed lines) and $2\alpha_1$ (dot-dashed lines) of the bimolecular quenching parameter $\alpha$ to illustrate the sensitivity of the QCFs.

![Figure 4.4](https://github.com/jbrage/ExcitonQuenching)

**Figure 4.4:** Experimentally obtained quenching correction factors for the BCF-12 PSD for protons at different energies: data from Wang, Perles, et al. (2012) (circles) and own measurements (markers with errorbars). The theoretical correction factors (lines) are calculated with ExcitonQuenching for different values of the bimolecular quenching parameter $\alpha$ where $\alpha_1 = 9.0 \times 10^{-8}$ cm$^3$ s$^{-1}$ to illustrate its importance.

\textsuperscript{3}https://github.com/jbrage/ExcitonQuenching
4.3 Temporal quenching structure

The Blanc formalism enables, as opposed to other quenching models, an investigation of the temporal structure of ionization quenching. The fluorescent emission is assessed in figure 4.5 for the case of a proton traversing the BCF-12 PSD modelled with the Scholz-Kraft ATSM. The number of photons to be emitted from a thin scintillator slab in the absence of quenching equals the linear exciton density \( N = A \cdot \text{LET} \). The main component of the scintillation from the BCF-12 scintillator occurs with a time constant \( \tau = 3.2 \text{ ns} \), i.e. the fluorescence emission \( f \) decreases with the time \( t \) as \( f \propto N \exp(-t/\tau) \).

The calculated fluorescence emission rates—including quenching—for 3 protons with energies \( E_1 = 170 \text{ MeV} \), \( E_2 = 9.0 \text{ MeV} \), and \( E_3 = 3.7 \text{ MeV} \) are shown in figure 4.5(a). The quenching-free emission (following an exponential decay with time constant \( \tau \)) is plotted for the \( E_3 \) proton for comparison.

![Figure 4.5](image)

**Figure 4.5:** (a) ExcitonQuenching calculated fluorescence emission for a proton at \( E_1 = 170 \text{ MeV} \), \( E_2 = 9.0 \text{ MeV} \), and \( E_3 = 3.7 \text{ MeV} \) in the BCF-12 PSD including quenching. The unquenched emission \( f \) is shown (dotted line) for comparison for the \( E_3 \) proton. (b) The fluorescence emission lines \( E_1 \), \( E_2 \), and \( E_3 \) are scaled with the quenching-free fluorescence signal \( f \) calculated for each energy. Multiples of the scintillator decay time \( \tau = 3.2 \text{ ns} \) is shown with vertical dotted lines for reference.

Each of the fluorescence emission lines in figure 4.5(a) are divided with its non-quenched fluorescence emission in figure 4.5(b). A horizontal line in
4.3 Temporal quenching structure

Figure 4.5(b) corresponds to the case where the quenching in the ion track is negligible. The fluorescence emission rates as a function of time for the swift $E_1$ proton almost follows the quenching-free emission, indicating that quenching in such a track is insignificant. The fluorescence rate in the densest track, $E_3$, with the highest LET decreases rapidly due to quenching and converges slowly towards a horizontal (quenching-free) line. Figure 4.5(b) indicates that most of the quenching occurs within the first nanoseconds after excitation. The fluorescence emission is overall converged to the same rate as the unquenched emission after $3\tau$. The observation that ionization quenching takes place within the first nanoseconds agrees with experimentally obtained results (Kallmann and Brucker 1957).

The following chapter applies ExcitonQuenching as released$^4$ in v1.0 to examine the ionization quenching in ion beams.

$^4$https://github.com/jbrage/ExcitonQuenching/releases
Chapter 5

Quenching Corrections

An energetic HCP in plastics ionizes the atomic electrons and may further liberate heavier particles along its path. Nuclear fragments as well as secondary protons are slower than the primaries with a corresponding denser track structure and elevated quenching. The following chapter is based upon papers III and IV and focuses on the results for quenching in secondary ions and in mixed particle fields.

5.1 Luminescence in heavy ion tracks

The luminescence efficiency of an ion with energy $E$ and relative speed $\beta$ can be obtained by rewriting eq. (4.1) as

$$\frac{dL}{dE} = A \cdot QCF^{-1}(\beta). \quad (5.1)$$

The efficiency is used to calculate the total luminescence as the ion is completely stopped in a bulk scintillator as

$$L = \int_0^E A \cdot QCF^{-1}(\beta) \ dE, \quad (5.2)$$

where all QCFs are calculated with ExcitonQuenching. The luminescence efficiencies for isotopes of lithium, helium, and hydrogen traversing a thin slab of the BCF-12 PSD are shown in figure 5.1(a). The scintillation efficiency is found to be the same for all isotopes of an element in agreement with experimental observations (Avdeichikov et al. 2002). The luminescence emission in light ion tracks occurs with a higher efficiency at low velocities but all efficiencies converge towards the light yield of the PSD for $\beta \to 1$.

The luminescence efficiency as a function of ratio of the speed to the projectile charge $z$ is shown in figure 5.1(b). The dependencies of the luminescence efficiencies all coincide which agrees with results reported by Sibczynski et al. (2018) for inorganic scintillators.
Figure 5.1: Luminescence efficiency for isotopes of hydrogen (dashed lines), helium (dashed-dotted lines), and lithium (solid lines) as a function of (a) the relative speed $\beta$ and (b) $\beta/z$ divided by the projectile charge $z$. Figure adapted from paper III.

The measured luminescence emitted from an organic scintillator (Pilot-U, Eljen Technology, USA) irradiated with several HCPs is used to validate Exciton-Quenching. The scintillator is sufficiently thick to stop the ions completely and the luminescence response—published in Buenerd et al. (1976)—is compared to calculations with ExcitonQuenching in figure 5.2. The residuals between ExcitonQuenching and the experimental data exhibit a random scatter for helium and lithium ions. The residuals for carbon and oxygen, on the other hand, show a trend indicating that ExcitonQuenching is incapable of predicting the quenching correctly for such heavy ions.

5.1.1 Heavy ion deficiency

The quenching calculations with ExcitonQuenching shown in figure 5.2 rely on the Chatterjee-Schaefer ATSM. Calculations with the Scholz-Kraft ATSM in paper III show a similar structure of the residuals and discrepancy for all ions which indicates the deviation is related to the Blanc formalism rather than the use of a particular ATSM.

Two elements in the Blanc model in eq. (4.3) implemented in the current version of ExcitonQuenching could explain the observed discrepancy with respect to the data:
(1) The lack of triplet states: The Blanc formalism only includes fluorescence from singlet state de-excitations to the ground state and not the presence of triplet states. The high-LET ions increase the overall density of both excited singlet and triplet states. Two molecules with triplet states may interact and result in one excited singlet state and the other in the ground state (Jain, Blum, and Subramaniam 2009). Hence, the probability for photon emission following a bimolecular interaction between two triplet states increases with the density of excited states, i.e. with the LET.

The fluorescence arising from the two triplet state interactions would be delayed relative to the singlet state fluorescence but would still cause the Blanc formalism to underestimate the total luminescence as it is unaccounted for.

(2) Higher-order quenching terms: Uni- and bimolecular quenching is proportional to the exciton density $n$ to the first and second power, respectively. Trimolecular quenching is related to $h_3 n^3$ in eq. (4.3) where $h_3$ is several orders of magnitude smaller than the bimolecular quenching parameter $\alpha$. Trimolecular quenching could occur in dense carbon and oxygen tracks but is unaccounted for in the current ExcitonQuenching version. The trimolecular quenching com-
petes with the other quenching terms immediately after the HCP induced excitations of the molecules but would be insignificant rapidly after. The inclusion of the higher-order quenching terms in the Blanc formalism would lower the total luminescence.

Both cases (1) and (2) occur primarily in high-LET beams. Nonetheless, the combination of ATSMs and the Blanc formalism enables a numerical calculation of the quenching in proton, helium, and lithium ion tracks.

### 5.1.2 Proton quenching corrections

The quenched response of a PSD irradiated with protons in figure 4.1 was corrected with the Birks and Chou models in figure 4.3. The residuals of the Birks and Chou model corrected PSD signals were found to exhibit the same structure.

Quenching corrections calculated with the Birks model are compared to quenching predictions by ExcitonQuenching in figure 5.3 for the same beam and the BCF-60 PSD. Most of the quenching corrected measurements fall within 5% of the dose measurement with an ionization chamber with some outliers around 10% near the Bragg peak.

![Figure 5.3](image)

**Figure 5.3:** A quenched PSD response in a 100 MeV proton beam measured at the Skandion Clinic. The quenched signal has been corrected with fits from the Birks model (crosses) and independent predictions by ExcitonQuenching (open circles). The residuals are for each model calculated relative to an ionization chamber measurement. Figure adapted from paper IV.
The exciton quenching predicted QCFs in figure 5.3 exhibit a similar structure and quality as the QCFs obtained with the Birks model from fits to data. The agreement between exciton quenching and the ionization chamber measurements validates the use of the algorithm to predict the quenching PSDs irradiated with proton beams.

5.2 Mixed particle fields

The energy deposition in a proton beam at clinically relevant energies is heavily dominated by the primary particles. The number of HCPs liberated via nuclear interactions varies with the material compound. The following investigation of the quenching in nuclear fragments is based on Geant4 simulations of a 100 MeV proton beam in water as most PSDs are nearly water equivalent. The dose contribution along the central axis from the primary and secondary protons as well as two isotopes of hydrogen and helium are shown in figure 5.4.

![Figure 5.4: Geant4 simulations of the dose contribution from six ions in a water phantom irradiated with 100 MeV protons. The dashed vertical line denotes the 80% distal dose point. Figure modified from paper IV.](image)

The dose deposition from primary protons generally constitutes more than 92% of the dose. The dose contribution from secondary protons varies from 1% at the entrance region to 6% around half the CSDA range. Heavier particles such as alphas, deuteron ions, and tritium ions are less frequent but with a much higher LET than the primary protons exhibiting an enhanced quenching.
Hence, the total light emission in the mixed particle field differs from that of the primaries alone in terms of an increased quenching.

The $\text{LET}_\Phi$ and $\text{LET}_D$ as defined in eq. (3.4) and (3.5), respectively, are scored in Geant4 for each of the particles as illustrated in figure 5.5.

**Figure 5.5**: Geant4 calculations of the $\text{LET}_\Phi$ (dashed lines) and $\text{LET}_D$ (solid lines) for primary and secondary protons as well as the two most common isotopes of hydrogen and helium. The dashed vertical line shows the 80% distal dose point. Figure from paper IV.

### 5.2.1 Combined quenching correction factor

The concept of a common QCF for a mixed particle field was introduced in paper IV. The six ions contributing the most to the dose in a proton beam quench differently and a total QCF is estimated along the central beam axis. An ion depositing a dose $D_i(x)$ at a depth $x$ will in the case without quenching ($\text{QCF}_i = 1$) emit a fraction $w_i(x) = D_i(x)/D_{\text{total}}(x)$ of the total light, where $D_{\text{total}}(x)$ is the sum of all doses at the depth $x$ in figure 5.4. However, the light emission for that particular ion in the presence of quenching ($\text{QCF}_i > 1$) is reduced and proportional to $w_i(x)/\text{QCF}_i < 1$. The total quenching correction
factor in a mixed particle field at the depth $x$ is calculated as

$$\frac{1}{QCF_{\text{total}}(x)} = \frac{1}{D_{\text{total}}(x)} \sum_i \frac{D_i(x)}{QCF_i(x)}$$

(5.3)

where $QCF_i(x)$ is the exciton quenching calculated quenching correction using the LET $\Phi$ in figure 5.5, and the sum is over the six ions. Eq. (5.3) corresponds to an extension of the RE in eq. (3.11) to a mixed field.

The exciton quenching calculated luminescence from each of the six ions is shown in figure 5.6. The primary ions in figure 5.4 account for more than 92% of the dose at any point but are responsible for more than 95% of the luminescence as the secondary ions quench the emission more.

![Figure 5.6](image-url)

**Figure 5.6**: Exciton quenching calculations of the contribution to the total luminescence from each of the six ions based on eq. (5.3). The lower figure is a close-up of the luminescence from the primaries and shows that more than 95% of the total luminescence arises from the protons at any water depth. Figure modified from paper IV.
5.2.2 Energy spectra

The Geant4 calculations of the LET spectra for the primary and secondary protons in the 100 MeV proton beam is given in figure 5.7. Traditionally, the Birks and Chou models in eq. (4.2a) and eq. (4.2b) are taken to be functions of the LET\(\Phi\) or occasionally of the LET\(D\). The following section assesses the quality of the quenching corrections when the entire proton energy spectrum is taken into account.

![Figure 5.7: Geant4 simulated LET spectrum for primary and secondary protons. The upper figure shows the LET as a function of water depth plotted on the left ordinate. The arithmetic mean of the LET spectrum at each depth, the LET\(\Phi\), is plotted with a white, dashed line. The lower figure shows the LET spectrum at three depths indicated above with the same line styles. Figure modified from paper IV.](image)

The case of quenching corrections using the LET spectrum is treated in paper IV where \(\varphi(s, x)\) is the normalized intensity of the LET denoted with \(s\) at a depth \(x\). \(\varphi(s, x)\) is shown in the lower subfigure of figure 5.7 for spectra at the (1) entry channel, (2) near the Bragg peak, and (3) at the Bragg peak.

The Chou model combined with the full proton LET spectrum gives

\[
QCF(x) = \int_0^\infty \left(1 + kB \cdot s + C \cdot s^2\right) \varphi(s, x) \, ds
= 1 + kB \cdot \text{LET}_\Phi(x) + C \left(\sigma^2(x) + \text{LET}_\Phi^2(x)\right),
\]

(5.4a)
(5.4b)
where $\sigma^2(x)$ is the variance of the spectrum and $\text{LET}_\Phi(x)$ as usually is the arithmetic mean of the spectrum at depth $x$. The Birks model with $C = 0$ returns—due to its linearity—simply itself as a function of the $\text{LET}_\Phi$. The quality of the different QCFs for mixed particle fields and calculated using the full proton energy spectrum in eq. (5.4b) is compared below.

5.2.3 Model comparison

The different quenching models are compared through the sum-of-squares differences between the quenching corrected PSD measurement $S_{\text{PSD}}$ with uncertainty $\sigma_{\text{PSD}}$ and an ionization chamber measurement $S_{\text{IC}}$ as

$$\chi^2 = \sum_i \frac{(S_{\text{IC},i} - S_{\text{PSD},i})^2}{\sigma_{\text{PSD},i}^2}, \quad (5.5)$$

for each data point $i$. The $\chi^2$ in eq. (5.5) is divided by the degrees of freedom (DoF), where the DoF is given as the number of data points minus the number of model parameters. The estimates of the scintillator response uncertainty $\sigma_{\text{PSD},i}$ are mainly affected by positioning uncertainties.

The Birks and Chou model corrections

The quality of the different quenching correction methods are given in table 5.1: the quenching corrections relying on the $\text{LET}_\Phi$ give similar results for method (A) with the Birks model and method (B) the Chou model. The $kB$ and $C$ quenching parameters obtained from linear and quadratic fits are listed in the table for the BCF-12 and BCF-60 PSDs and in agreement with previously reported values (Wang, Perles, et al. 2012; Alsanana and Beddar 2017; Hoehr et al. 2018). Other PSDs have been investigated where the results are presented in paper IV.

Method (C), where the Chou model is applied through eq. (5.4b) to correct the quenching based on the energy spectrum, gives corrections of similar quality as method (B), where it was corrected based solely on the $\text{LET}_\Phi$. The similarity could be anticipated as the LET spectrum at the entry channel is narrow and $\text{LET}_\Phi^2 + \sigma^2 \approx \text{LET}_\Phi^2$. Hence, the narrow spectrum effectively reduces method (C) in eq. (5.4b) to method (B) in eq. (4.2b). The variance $\sigma^2$ of the spectrum at the Bragg peak cannot be neglected. However, the LET estimates at the steep dose gradients are related to large uncertainties and the QCFs calculated from the entire spectrum are thus suppressed in the $\chi^2$/DoF estimates. Hence, it is unnecessary to include the energy spectrum for quenching corrections in a proton beam.
ExcitonQuenching corrections

The ExcitonQuenching QCFs are computed using (D) the LET\(\Phi\) from the primary protons and (E) the combined quenching corrections in a mixed particle field as given by eq. (5.3). The qualities of the ExcitonQuenching corrections for the mixed particle field are comparable to the results based on the QCFs from the primaries given in table 5.1. Such an observation is in agreement with the conclusion in section 5.2.1 where the primaries were shown to constitute more than 95% of the luminescence.

Table 5.1: Quality of the quenching corrections for the two PSDs irradiated with protons at clinically relevant energies. The models are compared through the \(\chi^2/\text{DoF}\) in eq. (5.5). The quenching parameters \(kB\) and \(C\) for the Birks and Chou models along with the qualities of fits for methods (A) using the Birks model eq. (4.2a) and method (B) with the Chou model eq. (4.2b) with primaries only. Approach (C) is the Chou model with the entire proton spectrum eq. (5.4b) and (D) with ExcitonQuenching relying on the primaries only and (E) where ExcitonQuenching corrects the quenching in a mixed particle field.

<table>
<thead>
<tr>
<th>Approach</th>
<th>BCF-12</th>
<th>BCF-60</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(kB)</td>
<td>(C)</td>
</tr>
<tr>
<td>(A)</td>
<td>0.107 ± 0.003</td>
<td>—</td>
</tr>
<tr>
<td>(B)</td>
<td>0.007 ± 0.002</td>
<td>0.056 ± 0.009</td>
</tr>
<tr>
<td>(C)†</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(D)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>(E)</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

The Chou model in eq. (5.4b) is not a function of LET\(\Phi\) alone and the parameters are omitted.

The quality of the Birks model quenching corrections are overall slightly better than the ExcitonQuenching corrections. It is worth emphasizing that the Birks and Chou models are semi-empirical with parameters fitted to each set of measurements. ExcitonQuenching, in contrast, predicts the QCFs based on the RDD and scintillator properties with \textit{a priori} knowledge of the response.

5.3 Fluence thresholds

Ionization quenching models, being semi-empirical, numerical as ExcitonQuenching, or purely analytical, all rely on the implicit assumption that quenching in ion tracks occurs independent. Such an assumption is often justified since quenching generally occurs within the first nanoseconds upon excitation as measured by Kallmann and Brucker (1957) and calculated in section 4.3.
5.4 LET detector

For comparison, the ion recombination in gas-filled ionization chamber is a much slower process and occurs throughout the charge collection time scale of some 100 µs in ionization chambers. A time scale which allows multiple overlapping ion tracks and increases the ion recombination.

ExcitonQuenching enables a calculation of a fluence-rate for which protons will overlap and increase the quenching further. Specifically, the total quenching in two 100 MeV proton tracks is investigated where the distance between the tracks is varied along with the time between the two proton hits. Exciton-Quenching computes $QCF_{single} = 1.056$ for a single 100 MeV proton in the BCF-12 PSD. Hence, the combined QCF for the two protons is expected to equal $QCF_{single}$ if the second proton hits several nanoseconds after the first proton, or if the distance between the track is much larger than the track core radius.

On the other hand, if the two protons hit the scintillator at the same time and place, the combined correction factor is $QCF \approx QCF_{single}^2$. An interpolated map of the common QCF for the two proton tracks is shown in figure 5.8 where a fraction of the sampled results are shown with dots. The spatial distance corresponding to twice the track core radius $r_{min}$ is shown with a dashed vertical line. The fluence is approximated as the inverse of the track distance squared. The decay time $\tau = 3.2 \text{ ns}$ of the BCF-12 scintillator is shown with a dashed horizontal line.

The map features the zero-order calculations of the quenching between the two tracks and indicates that two 100 MeV protons start to overlap around $\Phi_{TH} = 10^{10} \text{ cm}^{-2}$. However, the current computation only includes two proton tracks but several penumbras may overlap during an experiment (Greilich et al. 2010) resulting in sufficient large exciton densities for quenching to occur. The QCF map furthermore indicates that the protons should interact within $10 \text{ ns} \approx 3\tau$. Modern cyclotrons (e.g. the Varian ProBeam or IBA Proteus-235) operate with frequencies around 100 MHz so the different pulses may overlap and increase the quenching.

The proton fluence during the measurements at the Skandion Clinic was in paper IV estimated to $5.5 \times 10^8 \text{ cm}^{-2}$, well below $\Phi_{TH}$. Most ion beam experiments are likewise below the fluence threshold which justifies the application of the quenching models as the quenching processes occur independent of each other.

5.4 LET detector

Different scintillators exhibit different quenching responses in the same beam quality. The quenching variations are reflected in the unique quenching parameters $kB$ and $C$ for each scintillating material in the Birks and Chou models, and with different light yields $A$ and decay times $\tau$ in the Blanc formalism. Rather than using the LET or the RDD at a given point to correct the quenching, the different quenching responses of two PSDs may be combined to an estimate of
Figure 5.8: The total QCF for two 100 MeV proton tracks in the BCF-12 scintillator calculated with ExcitonQuenching. The map is obtained through interpolation of multiple calculations illustrated with dots. The distance between the track centres is varied along with the time between the hits. The quenching is enhanced as the two hits approach each other in time and space. Figure modified from paper IV.

The quenching experiments were conducted in a 100 MeV proton beam at the Skandion Clinic as detailed in paper IV. The two different scintillators were placed side-by-side in a PMMA ring and the LET at each point of measurement calculated with Geant4. The ratio of the BCF-12 PSD response to the 81-0084 fibre response is shown in figure 5.9 as a function of the LET. The vertical dotted line denotes the 80% distal dose point where the analyses normally would be truncated. The measurements behind that point are included for reference although both the LET calculations and the responses are subject to large uncertainties as estimated from the LET and signal differ-

---

1The light yield is not tabulated but fluorescent fibres are generally characterized with a much lower excitation efficiency.
Figure 5.9: The ratio of the quenched response of BCF-12 PSD to the quenched response of the 81-0084 fibre as a function of the LET $\Phi$. The 95 % confidence interval (C.I.) is shown with dashed lines. The 80 % dose threshold is delineated with a dotted vertical line.

ences if the detectors were misaligned by 0.5 mm.

While the response ratio shows an overall trend, the data scatter around $2 \text{ keV } \mu\text{m}^{-1}$ to $4 \text{ keV } \mu\text{m}^{-1}$ is large compared to the small deviation from unity, and the approach is too uncertain to be applied for LET estimations. Similar negative results were obtained by cross-comparisons between the quenching differences in the BCF-12 and BCF-60 PSDs and the 81-0084 fibre. Most of the discrepancy could be explained with systematic errors in the experimental setup, where small position errors at the distal edge give huge LET and signal uncertainties. Similarly, the LET scoring behind the 80 % distal dose point is generally extremely sensitive to the implementation and what particles are included (Cortés-Giraldo and Carabe 2015; Grzanka, Ardenfors, and Bassler 2018).

On the other hand, Alsanea, Therriault-Proulx, et al. (2018) did succeed in relating the quenching differences between the BCF-12 and BCF-60 PSDs to the LET $\Phi$. A more robust approach to measure the LET exploiting the quenching in two PSDs would be to measure the response in the plateau region of high-LET beams.
Chapter 6

Graphite calorimetry

While protocols as the IAEA TRS-398 (Andreo, Burns, Hohlfeld, et al. 2000) or AAPM TG-51 (Almond et al. 1999) recommend ionization chambers for reference dosimetry, other reports (Vynckier, Bonnett, and Jones 1991; ICRU 1998) highlight calorimetry. An absolute ionometric dose measurement requires an absorbed dose to water calibration, an accurate estimation of the energy expended in the production of a pair of ions in the gas $W$, and knowledge of the exact chamber volume. The use of ionization chambers in scanning ion beams furthermore requires careful and complex corrections for ion recombination which varies with both the RDD and dose-rate along the central beam axis.

The operating principle of a calorimeter is, ideally, that all deposited energy is expressed as heat which is related to the absorbed dose through the specific heat capacity. TRS-398 recommends the use of calorimetry to correct the recombination in high-intensity scanning ion beams\(^1\) which limits the applicability of ionization chambers for quenching corrections. Calorimeters are thus more attractive for absolute dose measurements than ionization chambers and enable more accurate quenching corrections relative to PSDs.

The design and operation of a portable in-house developed graphite calorimeter is presented and discussed in the following chapter. The main objective is to assess and correct the quenched PSD response relative to the calorimeter.

6.1 Absorbed dose

Energy deposited in a calorimeter is related to a temperature rise $\Delta T$ depending on the heat capacity. A water calorimeter may suffer from a heat defect where a large fraction of the deposited energy is spent on chemical reactions rather than being expressed as heat (Ross and Klassen 1996; Medin 2010). The present work investigates the use of a calorimeter with graphite cores with insignificant

\(^1\)Although a novel method for such recombination corrections with gas-filled ionization chambers is proposed in paper V.
impurities and heat defects. The absorbed dose to the graphite is then given as

\[ D = c_g \Delta T, \]  

(6.1)

where \( c_g \) is the specific heat capacity of graphite.

6.1.1 Temperature conversion

The radiation induced temperature change \( \Delta T \) in graphite is measured indirectly with a Wheatstone bridge: a thermistor is glued to the graphite core and connected to the bridge. Small temperature rises (order of mK) in the graphite will cause a resistance change in the thermistors and give rise to a voltage change across the Wheatstone bridge. The temperature change in the graphite can be inferred from the voltage change but such a traceable conversion is yet to be established for the system.

This chapter investigates the response of the graphite calorimeter to radiation in terms of the voltage difference across the Wheatstone bridge. It is assumed that a linear conversion from the radiation induced temperature change to the measured voltage exists.

6.2 Experimental design

The experimental design is developed for megavoltage photon beams in Santurio (2019) and sketched in figure 6.1. The aim is to measure the absorbed dose to graphite simultaneously and independently with two graphite cores. The system contains a large graphite disc (Miller and Kovacs 1985; ASTM 2003) developed at Risø and a smaller graphite core with dimensions and material properties listed in table 6.1. The smaller graphite core can be replaced with a PSD in the calorimeter at position \( P_2 \) in figure 6.1 inside a solid water (SW) slab. Repeating the measurements with a PSD in the same position as the graphite core enables a direct comparison between the quenched luminescence and graphite response under similar radiation conditions.

The large graphite disc \( G_2 \) integrates over a much wider area than \( G_1 \) and can serve to measure the dose-area-product as well as monitoring the dose delivery. The build-up between the gantry nozzle and position \( P_2 \) consists of the PMMA window and SW components with a combined mass thickness of \((8.8 \pm 0.1) \text{ g cm}^{-2}\), including half the length of the small graphite \( G_1 \). The mass thickness is unimportant for the quenching corrections, as the graphite and PSD are placed in the same position, but affects the Geant4 Monte Carlo model of the calorimeter and hence the LET scoring.

6.2.1 PSD measurements

The responses of the PSDs and the two graphite cores \( G_1 \) and \( G_2 \) are investigated relative to the width \( L \) of the SW slabs in front of the container. The small
Figure 6.1: The solid water discs labelled SW₁ and SW₂ are placed on the central beam axis (dashed line) along with the graphite cores labelled G₂ and G₃. The small graphite core G₁ or a PSD can be placed at position P₂ inside SW₂. A PSD is placed at P₁ to monitor the irradiation. The graphite core G₂ is connected to thermistors and used for measurements whereas G₃ is used to balance the radiative heat loss from G₂. The air pressure in the container is \( \sim 1 \text{ Pa} \) to minimize heat losses.

Table 6.1: Dimensions and properties of the graphite, PSD, and solid water slabs (Solid Water HE, Sun Nuclear, USA). SW and graphite emissivities \( \varepsilon \) are extracted from Morgan et al. (2017) and Ionita, Radu, and Astefanoaei (2013), respectively. The specific heat \( c_p \) values are estimates from tables in ANSYS. \( \varnothing \) denotes the diameter and \( \ell \) the length of the cylindrical elements.

<table>
<thead>
<tr>
<th>Object</th>
<th>Material</th>
<th>( \varnothing ) [mm]</th>
<th>( \ell ) [mm]</th>
<th>( \rho ) [g cm(^{-3})]</th>
<th>( \varepsilon )</th>
<th>( c_p ) [J kg(^{-1}) K(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>G₁</td>
<td>graphite</td>
<td>5</td>
<td>7</td>
<td>2.25</td>
<td>0.82</td>
<td>710</td>
</tr>
<tr>
<td>G₂</td>
<td>graphite</td>
<td>138</td>
<td>10.5</td>
<td>2.25</td>
<td>0.82</td>
<td>710</td>
</tr>
<tr>
<td>G₃</td>
<td>graphite</td>
<td>170</td>
<td>30</td>
<td>2.25</td>
<td>0.82</td>
<td>710</td>
</tr>
<tr>
<td>PSD</td>
<td>polystyrene</td>
<td>0.5</td>
<td>2</td>
<td>1.06</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>SW₁</td>
<td>SW</td>
<td>170</td>
<td>50</td>
<td>1.032</td>
<td>0.94</td>
<td>( \sim 1100 )</td>
</tr>
<tr>
<td>SW₂</td>
<td>SW</td>
<td>170</td>
<td>10</td>
<td>1.032</td>
<td>0.94</td>
<td>( \sim 1100 )</td>
</tr>
</tbody>
</table>
graphite core $G_1$ is suspended in hole drilled in $SW_2$ as shown in figure 6.2(a). A dummy copy of the small graphite core $G_1$ is shown in figure 6.2(b) with a 1 mm hole drilled through the center in which a PSD can be placed. The PSD is guided through a channel drilled in the SW (figure 6.2(a)) into the dummy graphite in order to measure the luminescence under similar conditions as the graphite measurements.

![Diagram](image)

(a) Side view of $SW_2$ where the PSD can be guided through the channel into a hole drilled through the center of a dummy graphite piece. (b) The dummy graphite with the PSD pinned in the center. Three pairs of thermistor channels drilled in the surface of the $SW_2$ are visible. (c) Photo of $SW_1$ and $SW_2$ confined in a metal frame. (d) The calorimeter aligned on the couch at DCPT before irradiation where the surface of $SW_1$ is visible through the PMMA front window.

Figure 6.2
6.2 Experimental design

6.2.2 Scanning ion beams

The calorimeter was irradiated at DCPT with a scanning proton beam fixed at 170 MeV. The cyclotron enables a delivery of a dose to water at the entry channel of 3 Gy in 0.7 s ensuring a prompt temperature increase during which the heat losses are minimized.

The field consisted of $5 \times 5$ spots in $2 \text{ cm} \times 2 \text{ cm}$ as illustrated in figure 6.3. The field size was chosen to be sufficiently small to be entirely collected by the large graphite disc $G_2$ and large enough to cover both the small graphite core $G_1$ and the PSD in $P_2$.

![Figure 6.3: The spot scanning pattern with a 5 mm spot separation approximately drawn to scale. The PSD and graphite core $G_1$ at position $P_2$ where the PSD axis is aligned perpendicular to the beam axis. The diameter of the large graphite disc $G_2$ exceeds the field size.](image)

6.2.3 Heat losses

The heat loss from the graphite to the surroundings is assessed with the finite element method (FEM) tool ANSYS (ANSYS inc. version R19.0., Pennsylvania, USA) in figure 6.4. ANSYS does not support radiation transport but enables an internal heat generation in the graphite which mimics dose absorption. The materials surrounding the graphite cores will experience similar temperature increases and to some degree balance the radiative heat transfer from each other—an effect unaccounted for in the ANSYS calculations and the following results thus serve as upper limits for the heat losses.

The $SW_2$ slab with the graphite core $G_1$ pinned in its hollow center, as shown in figure 6.2(a), is implemented in ANSYS. The heat loss correction factor upon an irradiation is estimated as

$$k_{\text{heat loss}} = \frac{\Delta T_{\text{no losses}}}{\Delta T_{\text{incl. losses}}}, \quad (6.2)$$
Figure 6.4: (a) ANSYS simulations of the temperature increase in the small graphite core $G_1$ for a 3 Gy dose deposition which starts at $t = 3$ s. The time it takes to deposit the dose is given in the figure legend. $\Delta T$ without any heat losses is shown with a horizontal dashed line. (b) shows the heat loss correction factor $k_{\text{heat loss}}$ as a function of the time it takes to deposit the 3 Gy dose. The experimental 0.7 s dose deposition time is plotted with a filled circle with a correction of 1%. The calculations should be regarded as upper limits for the heat losses.

\[
\Delta T_{\text{incl. losses}} \quad \text{is the simulated temperature increase including heat losses to radiate transfer, convection, and conduction, while } \Delta T_{\text{no losses}} \quad \text{is the simulated temperature increase for the same absorbed dose without any heat losses. Hence, } \Delta T_{\text{no losses}} = \Delta T \text{ in eq. (6.1) in the absence of heat defects.}
\]

The deposition of 3 Gy in the small graphite core $G_1$ over the course of 0.5 s to 60 s is shown in figure 6.4(a). While the rapid dose deliveries minimize the heat losses, the results emphasize the need for heat loss corrections during longer irradiation times. The heat loss correction in eq. (6.2) is plotted as a function of irradiation time for the 3 Gy dose in figure 6.4(b). The correction factor for the small graphite core during the 0.7 s irradiations is about 1% but would be larger for graphite disc $G_2$. The upper estimates of the heat losses are in agreement with results in McEwen and Duane (2000).

**Heat transfer minimizations**

The small graphite core in $P_2$ is in thermal contact with the solid water at two < 1 mm$^2$ contact surfaces indicated with arrows in figure 6.2(a). The calorimeter
is confined in a metal frame as shown in figure 6.2(c) with four nylon screws causing a small heat conduction where the frame acts as a cold temperature reservoir. The convective losses are minimized by decreasing the air pressure to 1 Pa.

The radiative heat transfer remains a challenge for quasi-adiabatic calorimeters (McEwen 2002) as it is non-linear: a hot object with temperature $T_h$ radiates energy to a cooler surrounding with temperature $T_c$ with a radiative heat loss $q$ described as

$$q = \varepsilon \sigma_B A_h \left( T_h^4 - T_c^4 \right),$$

where $A_h$ is the surface area of the hot object, the emissivity $\varepsilon$ is given in table 6.1, and $\sigma_B$ is the Stefan-Boltzmann constant. The radiative heat transfer is sometimes counterbalanced by placing materials near the graphite cores: Picard, Burns, and Roger (2009) use a mirror to reflect the radiative heat whereas Palmans et al. (2004) enclosed the active graphite with a passive graphite jacket. The surrounding materials are heated to approximately the same temperature as the calorimeter and thus approximately balance the radiative heat transfer. The present design uses a similar approach, where the large graphite disc $G_2$ is placed between disc $G_3$ and SW$_2$ to balance its radiative heat loss.

### 6.3 Measurements

An example of two irradiations measured simultaneously with the two graphite cores $G_1$ and $G_2$ is shown in figure 6.5. The responses in figures 6.5(a)–(b) were recorded without any SW ($L = 0$) in front of the calorimeter, which corresponds to measurements at the plateau region of the 170 MeV beam with a CSDA range of 19.6 g cm$^{-2}$ given the $(8.8 \pm 0.1)$ g cm$^{-2}$ build-up.

The 0.7 s dose deposition time allows the small graphite core in figure 6.5(a) to quickly reach a uniform temperature resulting in an almost instantaneous voltage change. The larger graphite disc in (b), with a diameter much bigger than the field size, takes several seconds to adjust to a uniform temperature causing a heat loss in the process. The responses in figures 6.5(c) and (d) were measured with $L = 10.5$ cm SW which corresponds to measurements at the Bragg peak and behind the distal edge, respectively.

The voltage change for both graphite cores is plotted in figure 6.6 as a function of the width of the SW in front of the calorimeter. The distance between the two Bragg peaks is approximately the mass thickness between the graphite centres (1.9 g cm$^{-2}$) but deviates slightly as the two responses have been subject to different volume averaging.

#### 6.3.1 Volume averaging

The experimental setup as outlined in figure 6.1 is implemented in Geant4 to calculate the LET$_\Phi$ and a volume correction factor to account for the different
Figure 6.5: The responses of the smaller graphite core in (a) and the larger in (b) correspond to measurements at the plateau region. (c) is a measurement with the small graphite core $G_1$ near the Bragg peak and (d) is further downstream behind the distal edge with the graphite disc $G_2$. The vertical dashed lines indicate the start of the irradiation.

volumes and densities. The LET$_\Phi$ in the graphite core $G_1$ and the LET$_\Phi$ in the PSD is plotted for reference in figure 6.6 and used to relate the quenched PSD response to the graphite response.

The volume correction factor is computed with Geant4 as

$$k_{\text{vol}} = \frac{D_{\text{PSD}}}{D_{\text{graphite}}},$$  \hspace{1cm} (6.4)

where $D_{\text{graphite}}$ is the dose to the graphite core $G_1$ and $D_{\text{PSD}}$ is the dose to the PSD in point $P_2$. The Geant4 calculation of $D_{\text{graphite}}$ is first performed with the intact graphite core as a function of the solid water thickness $L$ in figure 6.1. The simulation is then repeated to calculate $D_{\text{PSD}}$ under the same conditions with the PSD inserted into the dummy graphite in $P_2$ as shown in figures 6.2(a)–(b).
6.4 Quenching corrections

The response of the PSD is compared to the response of the graphite core $G_1$ in figure 6.7, where the graphite has been subject to the volume correction given by eq. (6.4). The volume corrected graphite response is used to calculate the QCF, shown in the lower figure, as the ratio of the graphite response to the quenched PSD signal.

The QCFs from figure 6.7 is plotted in figure 6.8 as a function of the LET $\Phi$ scored in the PSD. A linear function—essentially the Birks model in eq. (4.2a)—is fitted to the data for reference: the slope $k_B = (7.3 \pm 0.4) \text{ mg MeV}^{-1} \text{ cm}^{-2}$, obtained with the BCF-60 PSD, is between the two values presented in Hoehr et al. (2018) but smaller than the $k_B = (9.7 \pm 0.4) \text{ mg MeV}^{-1} \text{ cm}^{-2}$ derived in paper IV.

6.5 Design improvements

The linearity of the QCFs versus LET $\Phi$ in figure 6.8 demonstrates the capability of the calorimeter to correct the quenching although several elements may be improved. The discrepancy between the $k_B$ parameter for the BCF-60 PSDs obtained from experimental corrections with calorimetry and ionometry is likely to arise from a combination of:
Figure 6.7: The response of the PSD and graphite in $P_2$ versus the SW thickness. The graphite response has been corrected for the volume averaging with eq. (6.4). The QCF (lower figure) has been calculated as the ratio of the volume corrected graphite response to the PSD response.

**Volume averaging:** The 1.54 g cm$^{-2}$ mass thickness of the small graphite core along its axis (parallel to the beam) is more than an order of magnitude wider than the PSD diameter of $53 \times 10^{-3}$ g cm$^{-2}$ with its axis perpendicular to the beam axis. The volume and density differences cause an unnecessarily large volume correction factor near the steep dose gradients.

The small signal fluctuations for the measurements with the small graphite core in figures 6.5(a) and (c) indicate that the graphite core could be carved even smaller while retaining a good signal-to-noise ratio—preferable carved to the size of the PSD which would reduce the volume averaging corrections.

**Monte Carlo scoring:** Although the LET$_\Phi$ is redundant for an experimental quenching correction of the PSD signal with calorimetry, it does provide information necessary for a theoretical correction. The Monte Carlo model of the experimental setup is not fully validated, and accurate beam parameters were missing, which may cause a systematic bias in the LET$_\Phi$ calculations used to extract the $kB$ value in figure 6.8, and hence the observed underestimation.

**Heat losses:** Despite the rapid dose deposition in the scanning proton beam, the large graphite disc is prone to heat losses during the time it takes to acquire
6.6 Beam spot parameters

The Geant4 simulations of the volume correction in eq. (6.4) and the LET$_\Phi$ were performed with rough estimates of the proton beam spot profiles. The measurements with the two PSDs in positions $P_1$ and $P_2$, however, enable an extraction of proton beam spot parameters during the experiments, including the spot deposition time, location, and the FWHM. The measurements with an optical fibre in the wide 10 cm $\times$ 10 cm field in section 2.3.2 demonstrated the ability to extract information along a line, whereas the two PSDs in $P_1$ and $P_2$ allow point measurements at different depths as shown in figure 6.9.

Figure 6.8: The measured QCFs from figure 6.7 as a function of the Geant4 calculated LET$_\Phi$ from figure 6.6. A linear fit normalized to the measurement with the lowest LET$_\Phi$ is fitted to the data where the slope corresponding to the Birks quenching parameter $kB$ is given in the legend.

a uniform temperature, which emphasises the need for heat loss correction factors. Heat loss corrections would be equally relevant for the small graphite core for measurements where the dose deposition exceeds a few seconds.

Nonetheless, the calorimeter prototype has been shown to be a feasible and novel approach to correct the quenching in PSDs. 10 consecutive measurements of the same field showed a reproducibility within 0.5 %, and the calorimeter is designed to be portable and has been assembled and prepared for irradiations in less than an hour.
Figure 6.9: Subfigures (a) and (b) show the PMT integrated luminescence response from the scintillator measured at the entry channel and Bragg peak region, respectively. An algorithm is used to locate the different plateaus as beam spots plotted with circles in (c) and (d). Gaussians fitted (dashed blue lines) to each of the maxima of the spot lines (red Gaussians) allow an estimate of the FWHM as a time.
6.6 Beam spot parameters

The luminescence signal from the PSD is integrated with a PMT using a 1 kHz sampling rate during irradiations with the $5 \times 5$ spots field illustrated in figure 6.3. The integrated signal for measurements at the entry channel and Bragg peak region is shown in figures 6.9(a) and (b), respectively. An algorithm is written to identify horizontal plateaus (i.e. the time it takes to deposit each spot) as individual spots. The plateau centres in measurement (a) are shown with circles in (c) and likewise for the spots during measurement (b) in figure (d).

The algorithm identifies the five spots deposited in the same scan line and fits a Gaussian to those points illustrated with red. A single Gaussian (dashed blue line) is fitted to the maxima of each of the Gaussians in red and resembles the FWHM of the proton beam spots in time. The FWHM $t_{\text{time}}$ is converted into a distance as the beam spots—corresponding to the maxima of the red Gaussians—are 5 mm apart.

### 6.6.1 FWHM calculations

The proton beam spots at the entry channel in figure 6.9(a) are narrow without much lateral scattering, and the two scan lines furthest away from the centred PSD are difficult to detect. The lateral scattering increases through the PMMA container and solid water resulting in sufficiently wide spots near the Bragg peak to be measured in figure 6.9(b). The calculated FWHM from the PSDs measurements as a function of the width of the solid water is plotted in figure 6.10 along with Monte Carlo calculations from the treatment planning system (TPS) at DCPT.

The measurements of the spot FWHM along the central beam axis in figure 6.10 decreases rapidly after the Bragg peak, whereas the FWHM from the TPS (Eclipse, Varian, USA) simulations increase monotonously. The measured dip behind the Bragg Peak is also reported by Pedroni et al. (2005) and is likely to be related to the lateral spread of the protons along the central beam axis: the least scattered protons travel the longest along the central axis and, as the most scattered protons are stopped around the Bragg Peak, it effectively causes a narrowing of the beam.

The measurements of the FWHM as a function of the depth enables an optimization of the Monte Carlo particle source parameters related to the lateral scattering, i.e. directly improving the $k_{\text{vol}}$ and $\text{LET}_\Phi$ simulations and thus the QCFs in figure 6.8.
Figure 6.10: The FWHM calculated with the two BCF-60 PSDs placed in positions $P_1$ and $P_2$ in figure 6.1. Two quadratic fits have been fitted to the data at either side of the approximate location of the Bragg peak. The TPS at DCPT was used to estimate the FWHM shown with a dashed line and 10% uncertainty.
Conclusion and outlook

The luminescence properties of optical fibres and plastic scintillation detectors (PSDs) have been investigated for irradiations with photon, electron, and light ion beams with an emphasis on protons. The luminescence signal in optical fibres during proton irradiation was examined by means of measurements and Monte Carlo simulations. The optical photons were shown to be fluorescence with a minor Čerenkov radiation component depending on the angle between the fibre and the beam.

It was demonstrated how a single PSD centred in a small spot scanning field can account for the deposition of all spots. The lateral beam scattering was measured as a function of depth and the calculated spot widths are in agreement with the treatment planning system (TPS) simulations over a wide energy range.

Quenching corrections

While the PSDs enable measurements of the deposition time and size of each proton spot, the conversion from the luminescence response to an energy deposition remains a challenge due to the non-linearity of ionization quenching. The quenched PSD signal has been corrected with several novel experimental and theoretical approaches.

Experimental quenching corrections

The quenched response of three different PSDs (BCF-12, BCF-60, and 81-008) was corrected relative to ionization chamber measurements. Monte Carlo simulations of the experiments and LET<sub>Φ</sub> calculations facilitate an estimation of the Birks <i>kB</i> parameter for each PSD which are in agreement with literature values. The ionization chamber measurements are prone to underestimate the dose at the Bragg peak region for high-intensity scanning ion beams which motivates an investigation of the ionization quenching in PSDs with calorimetry.
Conclusion

An in-house developed graphite calorimeter was used to measure the energy deposition in a scanning proton beam relative to the quenched response of the BCF-60 PSD. The Birks $k_B$ parameter estimated from the calorimetry corrections was found to be 25% lower than the value estimate relative to the ionization chamber corrections. A discrepancy which mainly is attributed to a possible systematic offset in the linear energy transfer (LET) calculations in the Monte Carlo model of the calorimeter with rough estimates of the beam spot parameters.

The quenching correction factors (QCFs) obtained with calorimetry are in principle more accurate than the ones derived from ionometry but more validations of the graphite calorimeter are required at this point.

Theoretical quenching corrections

The numerical algorithm ExcitonQuenching was proposed for correcting the quenching of PSDs irradiated with ion beams. The algorithm relies on fundamental physical properties as the scintillator decay time, density, and light yield. The local energy deposition is governed through the use of amorphous track structure models (ATSMs). Such quenching prediction capabilities differ from the semi-empirical quenching Birks and Chou models which require a\textit{ priori} knowledge about the quenched response.

ExcitonQuenching is open-source and available for download online and has been validated for protons, alpha particles, and lithium ions.

Novel quenching results

Mixed fields: The quenching in a mixed particle field arising from secondary ions liberated during proton irradiations was examined with Exciton-Quenching. The combined QCFs in a mixed field are found to be similar to those obtained from the primary protons alone. The secondary protons—and particularly the heavier fragments—are associated with an elevated LET. Even though the secondary ions constitute as much as 8% of the total dose, the secondary ions quench the luminescence more than the primary protons and effectively constitute less than 5% of the total luminescence.

Thus, most of the luminescence from secondary ions can be neglected which justifies the calculation of QCFs relying on the LET from the primary ions alone—An LET which can be estimated analytically without Monte Carlo approaches.

Energy spectra: The quenching was examined using the full energy spectrum rather than calculating averaged LET values. The spectrum variance is negligible at the entrance region and the arithmetic mean, the $\text{LET}_\Phi$, is thus a sufficient quenching predictor. The situation differs at the Bragg peak region where the wide energy spectrum cause the $\text{LET}_D$ or $\text{LET}_\Phi$ averages to be questionable
quenching predictors as the quenching varies non-linearly with the LET. The uncertainties of the experimentally determined QCFs at the Bragg peak were, however, too large to conclude whether the full energy spectrum actually provides better corrections than the LET averages.

**Quenching structure and applications:** The temporal structure of quenching in PSDs was examined theoretically for the first time with excitonQuenching: The majority of the quenching occurs within the characteristic decay time of the scintillator in agreement with published experimental findings. A fluence threshold of $10^{10}$ cm$^{-2}$ for $\sim 100$ MeV protons in PSDs was estimated, above which the proton tracks will overlap and increase the quenching. The general quenching models are inapplicable above such a limit as it contradicts the implicit assumption that quenching occurs in tracks independently of each other.

The possibility of exploiting the quenching in different PSDs to measure the LET was investigated without success for the low-LET proton beams.

**Future work**

The experimental and theoretical quenching corrections for PSDs in ion beams can be improved further to facilitate new applications:

**Benchmarking:** The excitonQuenching calculated luminescence when ions heavier than lithium are completely stopped in an organic bulk scintillator showed a discrepancy relative to measurements. The experimental results are, however, several decades old and were performed with bulk volumes which may lead to significant self-absorption. excitonQuenching could potentially be benchmarked in heavy ion beams against new measurements with PSDs.

The luminescence and quenching of inorganic scintillators is yet to be investigated with excitonQuenching although some studies report an over-response in inorganic scintillators exposed to $\alpha$-particles.

**Additional results:** The use of two different—in terms of quenching—PSDs in high-LET ion beams can be used to estimate the LET in a point which may be used for quality assurance (QA) in combination with anthropomorphic phantoms: the estimation of the LET in points of a spread-out Bragg peak (SOBP) in the phantom can be compared to LET values from the TPS simulation, which would be beneficial for RBE modelling. Nonetheless, such LET estimations require experiments with smaller measurement uncertainties than what was presented in section 5.4, which would be feasible in the plateau region of a high-LET beam.
Calorimetry

The in-house developed graphite calorimeter with two active graphite cores is applicable to correct the quenching in PSDs with a high degree of reproducibility. A heat transfer analysis with a finite element method tool shows that the design minimizes the radiative transfer, convection, and conduction to the surroundings. The heat loss correction is less than 1% for 3 Gy deposited in 0.7 s when the re-absorbance of the heat transfer is taken into account. The next immediate task is to establish traceability to the calorimeter in order to relate the measured voltage to an absorbed dose to graphite.

The dimensions of the smaller graphite core is currently unnecessarily large compared to a typical PSD, where a smaller graphite core would reduce the volume averaging corrections required to calculate the quenched PSD response. However, the current graphite core dimensions match exactly the size of three stacked alanine pellets. The combination of measurements with the alanine pellets and the graphite core would enable a transfer of the dose from the calorimeter via the stacked alanine pellets.
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Abstract

The origin of photons emitted in optical fibres under proton irradiation has been attributed to either entirely Čerenkov radiation or light consisting of fluorescence with a substantial amount of Čerenkov radiation. The source of the light emission is assessed in order to understand why the signal from optical fibres irradiated with protons is reportedly quenching-free.

The present study uses the directional emittance of Čerenkov photons in 12 MeV and 20 MeV electron beams to validate a Monte Carlo model for simulating the emittance and transmission of Čerenkov radiation in optical fibres.

We show that fewer than 0.01 Čerenkov photons are emitted and guided per 225 MeV proton penetrating the optical fibre, and that the Čerenkov signal in the optical fibre is completely negligible at the Bragg peak. Furthermore, on taking the emittance and guidance of both fluorescence and Čerenkov photons into account, it becomes evident that the reported quenching-free signal in PMMA-based optical fibres during proton irradiation is due to fluorescence.

1. Introduction

Dosimetry with fibre-coupled organic scintillators is known to benefit from near water-equivalence, high spatial resolution, and good energy independence (Beddar \textit{et al} 1992b, 1992c, De Boer \textit{et al} 1993, Beddar and Beaulieu 2016). The temperature dependent light output (Buranurak \textit{et al} 2013, Wootton and Beddar 2013) and stem effect (Archambault \textit{et al} 2006, Markmann \textit{et al} 2006, Therriault-Proulx \textit{et al} 2011, 2013) can be accounted for in different ways. Nonetheless, the non-linear response exhibited by organic scintillators exposed to particles with a high linear energy transfer (LET) remains challenging, and the underlying mechanisms are poorly understood. This signal reduction, termed ionization quenching, is often corrected by applying the semi-empirical formula developed by Birks (1951), but a recent study (Boivin \textit{et al} 2016) questions the applicability of this correction method in low-energy photon beams, which motivates different approaches.

An attempt to circumvent the quenching issue was made by irradiation of a bare optical fibre in a 180 MeV proton beam (Jang \textit{et al} 2012). The resulting signal resembled the reference depth-dose measured with an ionization chamber perfectly, without any LET-dependent signal reduction—i.e. quenching-free. However, the signal in the optical fibre was at first entirely attributed to Čerenkov radiation, rather than fluorescence.

Čerenkov radiation—the emission of optical photons by a charged particle travelling through a dielectric medium with an energy above a material-dependent threshold—differs from fluorescence by having a characteristic emission angle depending on the kinetic energy and material (Jelley 1958, Beddar \textit{et al} 1992a). Consequently, the measurement of Čerenkov photons within an optical fibre is angle-dependent, in contrast to the isotropic emission of fluorescence.

The interpretation of the optical signal to be entirely Čerenkov radiation was partly corrected by Darafsheh \textit{et al} (2016), who concluded that the signal mainly consists of fluorescence but is also heavily Čerenkov contaminated.
A deeper understanding of the fluorescence and Čerenkov radiation is of interest, since it finds several applications in radiation therapy dosimetry; Glaser et al (2013) used Čerenkov emission in water to obtain accurate dose profiles in megavoltage x-ray photon beams, while Helo et al (2014b) developed a quality assurance method using Čerenkov radiation in a water tank exposed to therapeutic electron beams. Helo et al (2014a) suggest imaging the Čerenkov Bragg peak following proton therapy. Demers et al (2013), Jarvis et al (2014), and Lin et al (2016) investigated the possibilities of tomography and sensing tumours during radiotherapy using Čerenkov excited fluorescence. However, the main emphasis in this work is to understand and utilize the quenching-free signal reported in Jang et al (2012) as optical fibres are irradiated with protons.

Protons at clinically relevant energies are below the Čerenkov energy threshold in water and plastic-like materials, but give rise to Čerenkov radiation as secondary particles are liberated via Coulomb interactions, by production of positron and electron emitting isotopes, and via interactions in which the proton transfers energy to charged or uncharged particles Helo et al (2014a). The Čerenkov radiation following the said processes in a proton beam exhibits a broad angular distribution due to the particle scattering and Čerenkov radiation following isotropic decays. The angular distribution makes it challenging to measure the emitted optical Čerenkov photons using e.g. an optical fibre, since the majority of the emitted optical photons will be absorbed in the optical fibre rather than guided to a photomultiplier tube (PMT).

The number of Čerenkov photons per primary in an electron beam generally exceeds that of a proton beam by more than an order of magnitude (Glaser et al 2014) for water and plastic materials. Additionally, the emittance of Čerenkov photons in electron beams has a narrower angular distribution than in proton beams, which makes the Čerenkov photons in electron beams easier to measure using an optical fibre with a limited acceptance angle.

The present study utilizes the relative directional emittance of Čerenkov photons in 12 MeV and 20 MeV electron beams to validate a Monte Carlo model for the emittance and transmission of Čerenkov photons in optical fibres. The model is validated against experimental results obtained in therapeutic electron beams. The Monte Carlo implementation is subsequently used to investigate Čerenkov radiation and fluorescence in water and optical fibres exposed to proton beams, with emphasis on the number of fluorescence and Čerenkov photons emitted within the acceptance cone of the fibre per primary particle. The Monte Carlo simulations of fluorescence and Čerenkov radiation in a proton beam is eventually compared to the experimental results.

2. Materials and methods

2.1. Theory
Čerenkov radiation was first observed by Čerenkov (1937), explained theoretically by Frank and Tamm (1937), and is characterized by optical photons emitted by charged particles exceeding the phase velocity of light in a dielectric medium. The refractive index-dependent energy threshold is given as

$$E_{TH} = \frac{m_0 c^2}{\sqrt{1 - n^2}} - 1$$

(1)

for a particle of rest-mass $m_0$, where $n$ is the average refractive index of the dielectric material, and $c$ the speed of light in vacuum (Jelley 1958). Consequently, the energy threshold for electrons in poly(methyl methacrylate) (PMMA) $(n = 1.49)$ and water $(n = 1.33)$ is 178 keV and 264 keV respectively. As protons are $\sim1836$ times heavier than electrons, the Čerenkov energy thresholds for protons in PMMA and water are above clinically relevant energies. However, protons above 80 MeV in PMMA and 115 MeV in water (Glaser et al 2014) may liberate electrons above the Čerenkov energy threshold, and at lower energies via nuclear interactions.

The number $dN$ of optical photons emitted by an electron with energy $E$ within the spectral region defined by wavelengths $\lambda_1 < \lambda_2$, traversing a distance $dx$, is given by the Frank–Tamm formula (Jelley 1958) as

$$\frac{dN}{dx} = 2\pi \alpha \left( \frac{1}{\lambda_1} - \frac{1}{\lambda_2} \right) \sin^2 \theta,$$

(2)

where $\alpha = 1/137$ is the fine structure constant, and

$$\theta = \arccos \left( \frac{1}{\beta n} \right), \quad \text{for} \quad \beta = \sqrt{1 - \left( \frac{m_0 c^2}{E + m_0 c^2} \right)^2}$$

(3)

is the angle at which the optical Čerenkov photons are emitted relative to the direction of the electron. The angular dependency is crucial for the present case, where the light must be guided through optical fibres—requiring the emitted optical photons to be within the acceptance cone of the fibre in question. The spectral intensity distribution in equation (2) and the angular dependency in equation (3) make it feasible to confirm the presence of Čerenkov radiation experimentally.
2.2. Experimental set-up

The study uses a 15 m optical fibre with 480 μm diameter PMMA core and fluorinated polymer (n = 1.40) as cladding with a 500 μm outer diameter (GH-4001-P, Mitsubishi Rayon Co., Ltd., Japan). A black polyethylene fibre-jacket protected the cladding and core, with an outer diameter of 1000 μm, from external light.

The optical fibre was irradiated with 12 MeV and 20 MeV electrons at a medical linac (TrueBeam, Varian Medical Systems, USA) where the attached SMA-connector was connected to an ME-40 device with two PMTs (Beierholm et al 2014). An in-house built x-ray source (Andersen et al 2003) was used to irradiate the bare optical fibre with 50 kVp photons.

Optical spectra of the light transmitted through the fibre under irradiation with protons and electrons were obtained with a monochromator (Model 77250, Oriel Instruments, USA) placed outside the treatment room. The acquisition time for all spectra was set to 15 min to compensate for the low optical signal as the fibre was irradiated with 50 kVp x-ray, and kept for consistency during electron irradiation. The monochromator was connected to a photomultiplier tube (MP-982, PerkinElmer, USA) coupled to a laptop with data acquisition software. Measurements of the optical spectra and the optical signal as a function of gantry angle were conducted with the fibres suspended in air whereas the depth curves were simulated and measured in water.

A 180 MeV spot-scanning proton beam (Proteus 235, IBA, Belgium) at the Skandon Clinic, Uppsala, was used to irradiate the optical fibre placed in a water phantom (Blue Phantom, IBA Dosimetry, Germany) with a 41 × 41 spots in a 10 cm × 10 cm field. A 180 MeV spot had a full width at half maximum (FWHM) of 9.4 mm, and each spot was delivered in approximately 22 ms. An ionization chamber (Bragg Peak Ionization Chamber No. 34070, PTW Freiburg, Germany) was used to measure the reference depth-dose curve.

The 180 MeV energy is chosen for the experimental irradiations for comparisons with Jang et al (2012) and Darafsheh et al (2016) whereas 225 MeV, with the most Čerenkov radiation per primary, is chosen for the simulations to investigate the so-called Čerenkov contamination referred to by Darafsheh et al (2016).

2.2.1. Monte Carlo parameters

The number of emitted fluorescence photons per unit energy in the optical fibre is required as an input in Geant4. This number was estimated by comparing the outputs of a fibre-coupled scintillator irradiated with equal doses at (i) a point in the scintillator and (ii) a point in the optical fibre 1 cm from the scintillator, giving a negligible difference in the fibre transmission lengths. The irradiations took place in a 60Co source (Teralt T100, UJP Praha, Czech Republic), where the fiber-coupled scintillator was placed at angle relative to the 60Co beam direction, to favour the absorption of Čerenkov photons in the optical fibre rather than guidance. The scintillator (BCF-60, Saint-Gobain, France) yields 7100 photons MeV−1 according to the manufacturer, which allowed an estimation of the number of fluorescence photons per unit deposited energy. The estimate was subsequently used as a lower threshold of the amount of fluorescence photons being guided in the optical fibre in section 3.5.

A fibre-subtraction method, as described in Jang et al (2012), was used to validate the Monte Carlo code against experimentally obtained results. The set-up is sketched in figure 1, where the Čerenkov radiation in 5 cm of the irradiation field is estimated by subtracting the signal in one fibre from that in another. The two bare optical fibres are each connected to a PMT in the ME-40 set-up with same gain.

2.3. Monte Carlo simulations

The dose deposition, spatial distribution, and guidance of Čerenkov photons in water and the optical fibres were investigated with the Monte Carlo software Geant4 10.2 (Agostinelli et al 2003). The optical Čerenkov photons were generated in the waveband 380 nm–700 nm where the refractive indices for water, PMMA and fluorinated polyethylene (cladding material) were set to be spectrally constant as 1.33, 1.49 and 1.40 respectively. Fluorescence photons were generated in the same waveband as Čerenkov radiation, with a spectral distribution in the optical fibre as in De Boer et al (1993). The number of emitted fluorescence photons per energy was for this particular optical fibre estimated to be 340 photons MeV−1—see the procedure in section 2.2.

The standard electromagnetic package with option 4 was used along with the QGSP_BIC hadron physics package. The Geant4 implementation of the simulated emission and scoring of Čerenkov photons was compared to and validated against results in Glaser et al (2014) for photons, electrons and protons in water. 106 primary particles were used in the case of electron beams, whereas an order of 107 protons was required due low number of emitted Čerenkov photons per proton in the optical fibre. Čerenkov and fluorescence emission profiles were simulated in a 1 m × 1 m × 1 m water tank where the primary particles were sampled uniformly from a monoenergetic circular source with radius 2 cm placed in the middle of the tank.

The emittance and guidance of Čerenkov photons in the Monte Carlo model of the optical fibre is validated against experimental data in section 3.4.
3. Results

3.1. Angular dependency

The Čerenkov emission angle in the optical fibre is investigated experimentally by irradiating optical fibres at different angles with 20 MeV electrons. The PMT signal as a function of gantry angle, with the angle defined as in figure 1(b), is shown in figure 2(a). The angular Čerenkov radiation peak matches the theoretical emission angle in the fibre-core (PMMA), which confirms that fluorescence is negligible relative to the Čerenkov radiation for electron beams, if the irradiation angle is chosen properly to favour the Čerenkov radiation.

3.2. Spectral distributions

Spectral distributions of the photons generated in the optical fibres exposed to electron beams are acquired at two irradiation angles, as defined in figure 2(b): one optimized for guidance of the Čerenkov radiation, and one in which the guidance is minimal—see equation (3). The Čerenkov emission angle for electrons at infinite energies ($\chi \approx \arccos \frac{1}{n}$) is 47.8° in PMMA, i.e. in the fibre core. Thus, the angle between the beam and optical fibre, $\phi$, as chosen as in figure 1(b), is set to $\phi = 45^\circ$ to obtain a Čerenkov spectrum, and $\phi = 135^\circ$ for a fluorescence spectrum. The two irradiation angles are chosen to ensure that the same length of fibre is irradiated in both electron measurements, which gives rise to the same fluorescence signal. For comparison, another fluorescence spectrum was obtained by irradiating the optical fibre in a 50 kVp x-ray source, i.e. well below the Čerenkov threshold.

3.3. Čerenkov radiation in electron beams

3.3.1. Čerenkov radiation distribution

Studies (Glaser et al (2014), Helo et al (2014a)) report a small depth-shift between the dose and emission of optical Čerenkov photons as a function of the depth in electron beams, as shown in figure 3(a). The Čerenkov emission angle for electrons at infinite energies ($\theta \approx \arccos \frac{1}{n}$) is 47.8° in PMMA, i.e. in the fibre core.

The kinetic energy of a 20 MeV electron beam in water is scored along the central axis in figure 3(b) with Geant4 for reference, where the Čerenkov emission angle in equation (3) is plotted as a function of the energy—i.e. the emission angle relative to the beam direction if no interaction were to occur. Figure 3(c) shows the actual angles at which Čerenkov photons are emitted relative to the beam direction scored with a $500 \times 500$ grid in water for 20 MeV electrons. The majority of the Čerenkov photons are emitted an angle around 41.2° as predicted by equation (3).

3.4. Measured depth-profile of Čerenkov radiation

The emission of Čerenkov photons as a function of the water depth is investigated with the fibre-subtraction method sketched in figures 1(a) and (b) with an irradiation angle of $\phi = 45^\circ$. The Čerenkov radiation in the 5 cm difference region was estimated by subtracting the smaller PMT signal from the larger. An identical set-up was implemented in Geant4, in which only the Čerenkov radiation was scored. Depth-curves of the normalized signal difference were now experimentally obtained by mechanically moving the fibres through the water phantom, and equivalently in the Monte Carlo code with a photon counter at the fibre end. The experimental results and Monte Carlo simulations are shown in figure 4 for 12 MeV and 20 MeV electrons in water.

3.5. Čerenkov radiation and fluorescence in clinical proton beams

The emittance of optical Čerenkov photons in a proton beam is more complex to relate to the dose-profile than for electron beams. The depth profile of both dose and Čerenkov radiation is shown in figure 5(a). The Čerenkov radiation is scored in a cylinder with 1.5 cm radius along the axis of a pencil beam.
Figure 2. (a) PMT signal as a function of gantry angle as optical fibres are irradiated with 20 MeV electrons along with the theoretical emission angle in the fibre core (dashed line). (b) The fluorescence spectrum of the optical fibre obtained with a 50 kVp x-ray source, along with spectra from irradiations using 20 MeV electrons at $\phi = 45^\circ$ (Čerenkov dominated spectrum) and $\phi = 135^\circ$ (fluorescence spectrum) with angles chosen as in figure 1(b).

Figure 3. GEANT4 simulations of electrons in water. (a) Distribution of dose (solid lines) and emission of Čerenkov photons (dashed lines) for three energies in water. (b) Kinetic energy (solid line) scored along the central axis of a 20 MeV electron beam. The Čerenkov emission angle (dashed line) is plotted as a function of the energy for comparison. (c) Emission angle scored relative to the beam direction.

Figure 4. Fibre-subtraction method applied to experiments and Monte Carlo simulations for 12 MeV and 20 MeV electrons. The fibres were irradiated at an angle $\phi = 45^\circ$ in a water phantom.
The first half of the range is dominated by Čerenkov photons emitted by electrons liberated by protons (Glaser et al. 2014), Helo et al. (2014a)) until a point where the protons no longer have energy to liberate electrons above the Čerenkov energy threshold in equation (1). The angular distribution of emitted Čerenkov photons in water, including the contributions from electron scattering and Čerenkov emission from induced radioisotopes, is shown in figure 5(b).

Geant4 simulations of Čerenkov radiation and fluorescence as an optical fibre is placed perpendicular to a 225 MeV proton beam are shown in figures 6(a) and (b) respectively. The results have been normalized to the number of Čerenkov and fluorescence photons emitted and guided through the optical fibre per proton.

3.6. Experimental irradiation of optical fibres with protons

The optical fibres were placed in a water phantom perpendicular to the beam direction (i.e. \( \phi = \pi/2 \) in figure 1(b)) and irradiated with 180 MeV protons in a 10 cm \( \times \) 10 cm field consisting of 41 \( \times \) 41 spots. The setup is sketched in figure 7(a), where an optical fibre is placed in the centre of the field but does not extend to the edge. A signal is detected for each of the 41 horizontal scan lines, which results in the 41 peaks in figure 7(b). The four decreasing peaks to the right correspond to the case, in which the beam does not scan directly over the fibre, as illustrated in the upper part of figure 7(a).

The PMT, with a resolution on the micro-second scale, was able to resolve the delivery of each spot in the vicinity of the fibre as seen in the close-up in figure 7(b). The optical signal as a function of depth is calculated from the scan lines that passed directly over the fibre, i.e. the 37 peaks from left to right in figure 7(b). The response of the optical fibre irradiated with protons at a given depth is calculated in two ways: firstly, by averaging over an integration of each of the 37 peaks; and, secondly, by averaging over the signal amplitude of each of the 37 peaks. The results are compared in figure 8 to a reference curve obtained with a Bragg Peak ionization chamber normalized to the entrance value.

4. Discussion

4.1. Optical photons in electron beams

The PMT signal as a function of gantry angle in figure 2(a) indicates that Čerenkov radiation in the optical fibre might completely dominate fluorescence in electron beams if the irradiation angle is chosen properly. The coinciding spectra obtained in the 50 kVp x-ray source and with 20 MeV electrons (\( \phi = 135^\circ \)) in figure 2(b) confirm that the Čerenkov radiation is indeed emitted outside the acceptance cone at such an angle. The fluorescence spectrum is in agreement with results published in De Boer et al (1993). Hence, the spectrum obtained in the 20 MeV electron linac at \( \phi = 45^\circ \) is the result of a Čerenkov spectrum convolved with the transmission profile of the optical fibre where no photons below 350 nm are transmitted in PMMA.

For simplicity, the spectra are scaled to their respective maximum value but the electron spectra were acquired with the same dose-rates and the same length of irradiated fibre; the actual intensity of the Čerenkov spectrum (\( \phi = 45^\circ \)) is of the order of 15 times more intense than the fluorescence spectrum obtained at \( \phi = 135^\circ \), and thus indeed confirms the presence of Čerenkov radiation.

Figure 5. Geant4 simulations of 225 MeV protons in water. (a) The majority of the Čerenkov radiation arises from liberated electrons with a spatial distribution different from the dose, although a minor radiopeak is observable at the Bragg peak. (b) Angular distribution of the emitted Čerenkov photons scored in a 500 \( \times \) 500 grid relative to the beam direction reveals a broader emission distribution than in electron beams.
4.1.1. Monte Carlo validation

The effective signal estimated from the fibre-subtraction method for $\phi = 45^\circ$ is dominated by Čerenkov radiation as shown in figures 2(a) and (b). However, according to figure 3(c), the Čerenkov emittance per electron is diminished with almost two orders of magnitude at half the range relative to the entrance for such an angle between fibre and beam. Hence, if the Čerenkov radiation from 20 MeV electrons were to be measured as a function of water depth with an optical fibre placed an angle $\phi \sim 45^\circ$, the Čerenkov signal would be expected to be negligible after $\sim 8$ cm.

The results in figure 4 show good agreement for both 12 MeV and 20 MeV electrons between calculations with the Geant4 model of the fibres in the water phantom and experimentally measured in the medical linac. The agreements in this critical test validate the Monte Carlo implementation of the fibres and the simulation of emission and transmission of Čerenkov radiation. The Monte Carlo implementation of the optical fibres is henceforth used to investigate Čerenkov radiation in a proton beam in detail which otherwise would not have been feasible.

4.2. Protons

4.2.1. Čerenkov radiation

The Geant4 simulations of Čerenkov radiation emission in a 225 MeV proton beam in water are shown in figures 5(a) and (b). The overall emission of Čerenkov photons becomes more isotropic as the protons slow down and Čerenkov emission following isotropic decays starts to be significant, which in turn makes it challenging to measure the Čerenkov photons with e.g. an optical fibre. Although the secondary electrons above the Čerenkov radiation energy threshold are liberated in a primarily forward direction, the combination of an energy-dependent Čerenkov radiation emission direction and particle scattering yield a broad angular Čerenkov distribution. The angular distribution of emitted Čerenkov photons nonetheless indicates that it may
be advantageous to place the optical fibre at an $\approx 30^\circ$ angle relative to the beam direction, to guide as much Čerenkov radiation as possible through the fibre.

4.2.2. Transition radiation
It should be noted that transition radiation (Ginzburg and Frank 1946) also gives rise to optical photons in the fibre due to differing optical properties (Jelley 1958). However, as the intensity of transition radiation is proportional to $\gamma = 1/\sqrt{1 - \beta^2}$, the transition radiation in an optical fibre is negligible relative to fluorescence for proton beams at clinical energies, and generally not emitted within the acceptance angle of the fibre (when placed perpendicular to the beam), as the radiation peaks at an angle $\gamma^{-1}$ relative to the particle’s path (Dolgoshein 1993).

4.2.3. Fluorescence and Čerenkov radiation in optical fibres
The simulations in figure 6(a), using the Monte Carlo implementation of the emission and transmission of Čerenkov radiation validated in an electron linac, indicate the problems related to measurements of Čerenkov radiation in proton beams. Although just fewer than one Čerenkov photon per proton is emitted in a fibre placed at the entrance, only a fraction of these photons are emitted within the acceptance angle of the optical fibre. The simulation does not take the attenuation of the optical fibre into account, and consequently serves as an ideal case.

The number of fluorescence photons emitted in the fibre along with the number of fluorescence photons within the acceptance angle of the fibre per proton is shown in figure 6(b). The fluorescence distribution exhibits, due to its isotropic nature, the same depth dependence as deposited energy; the ionization quenching is not included in the simulations, as the abovementioned results in Jang et al (2012) indicate that quenching is negligible in the PMMA-based fibre. A comparison between the figures 6(a) and (b) gives, that the number of fluorescence photons within the acceptance angle of the optical fibre per proton is more than an order of magnitude larger than that of Čerenkov radiation. In the case of a 225 MeV proton beam, Čerenkov radiation is completely negligible after $\sim 14$ cm. Hence, the optical photon signal measured with a fibre placed perpendicular to a proton beam is largely dominated by fluorescence photons.

These results, based on Monte Carlo implementation of the fibres validated in known Čerenkov radiation regimes, do not support either of the hypotheses that (i) the optical signal under proton irradiation is solely Čerenkov radiation, as in Jang et al (2012), or (ii) Čerenkov radiation is able to contaminate the fluorescence signal substantially after 14 cm water depth (see figure 6(a)) in a 225 MeV proton beam as described in Darafsheh et al (2016).

4.2.4. Experimental results for protons
Generally, it was possible to distinguish between the 8 and 9 spots closest to the fibre in each scan line, as seen in figure 7(b). As one may infer from the close-up in figure 7(b), the FWHM of the signal in a scan line is about four spots, which corresponds to FWHM $\approx 1$ cm at 6 cm water depth with the given number of spots and field.
size. The actual FWHM = 9.4 mm for the beam at the entrance region for the same energy indicates that optical fibres may be used to monitor both the spot size and delivery time—which, however, is out of the scope of this work.

The measured Bragg peak in figure 8 is the result of fluorescence, as measured with the monochromator during irradiation with photons below the Čerenkov energy threshold in figure 2, and simulated in figure 6(b). The signal reduction at the Bragg peak was anticipated due to spread of the beam spots with increasing water depth and the 1 mm diameter of the fibre. The interpretation of fluorescence is in agreement with other sources (Peebles et al 2012, Yamamoto et al 2018) reporting a strong correlation between luminescence and dose profile as water is irradiated with photons or protons below the Čerenkov threshold.

4.3. Ionization quenching
The apparently quenching-free curve resulting from a PMMA-based optical fibre irradiated with protons (Jang et al 2012) may give information about the nature of ionization quenching. In order to understand the quenching-free results, we present two hypotheses, based on differences between the optical fibre and traditional organic scintillators.

The emission of light from PMMA-based materials is different from that from polystyrene-based scintillators. Acetone, a ketone which is spectroscopically similar to the ester in PMMA, has a singlet–singlet transition about three orders of magnitude stronger than its triplet–singlet transition (Becker et al 1983). Thus, we suggest a possible explanation of the lack of quenching could be the dominating singlet–singlet transition in the optical fibre, although the presence of e.g. O₂ in the fibre core inevitably leads to triplet–singlet transitions.

Another approach to understanding of the quenching-free results is to consider the number of excited molecules involved in the quenching process. Blanc et al (1962) developed a general equation to describe the kinetics of the excitation densities, where Birks’ formula is a solution to a simplified version of their equation (Birks 1964). The quenching in this formulation consists of terms in which the density of excited molecules is of power 2 or higher, and thus extremely density-dependent. The low local concentration of excited molecules in PMMA, compared to excitation concentrations in typical scintillator-based materials, consequently results in a much lower (if not negligible) ionization quenching in the optical fibre, compared to organic scintillators.

5. Conclusions
The Čerenkov radiation and fluorescence emitted in optical fibres exposed to electron beams was used to establish a foundation, where a Monte Carlo implementation of the emission and transmission of optical photons was validated against experimental data. The simulations of emittance and guidance of optical photons in fibres irradiated with protons indicate that fluorescence—and not Čerenkov radiation—is responsible for the optical Bragg peak measured in a 180 MeV proton beam, where the signal reduction relative to the reference dose curve in this work is due to the small spot size relative to the fibre diameter.

The validated model does not support either of the hypotheses that the optical signal in a fibre under proton irradiations is (i) entirely Čerenkov radiation (Jang et al 2012) or (ii) severely Čerenkov contaminated (Darafsheh et al 2016)—since neither follows the depth distribution nor spatial extension of Čerenkov distribution, and the amount of fluorescence, furthermore, greatly exceeds that of Čerenkov radiation.

The mechanism behind the quenching-free fluorescence signal in optical fibres during proton irradiation still requires further scrutiny.
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Abstract

Ionization quenching in organic scintillators is usually corrected with methods that require careful assessment of the response relative to that of an ionization chamber. Here, we present a framework to compute ionization quenching correction factors (QCFs) from first principles for organic plastic scintillators exposed to ions. The tool solves the kinetic Blanc equation, of which the Birks model is a simplified solution, based on amorphous track structures models. As a consequence, ionization quenching correction factors can be calculated relying only on standard, tabulated scintillator material properties such as the density, light yield, and decay time.

The tool is validated against experimentally obtained QCFs for two different organic plastic scintillators irradiated with protons with linear energy transfers (LETs) between 5–70 MeV cm⁻¹. The QCFs computed from amorphous track structure models and the BC-400 scintillator properties deviate less than 3% from the Birks model for LETs below 45 MeV cm⁻¹ and less than 5% for higher LETs. The agreement between experiments and the software for the BCF-12 scintillator is within 2% for LETs below 45 MeV cm⁻¹ and within 10% for LETs above, comparable to the experimental uncertainties. The framework is compiled into the open source software ExcitonQuenching available for download. ExcitonQuenching enables computations of QCFs in organic plastic scintillators exposed to ions independently of experimentally based quenching parameters in contrast to the Birks model. ExcitonQuenching can improve the accuracy of correction factors and understanding of ionization quenching in scintillator dosimetry.

1. Introduction

Organic plastic scintillators are attractive for particle dosimetry due to the prompt response, small size, and good water-equivalence (Beddar et al 1992a, 1992b). Fibre-coupled scintillators are known to exhibit a stem-effect, where light is emitted outside the primary scintillating mechanism (Archambault et al 2005, Therriault-Proulx et al 2011), as well as a temperature dependence (Buranurak et al 2013, Wootton and Beddar 2013). These mechanisms are however well-understood and the effects can be corrected for. The situation for organic scintillators exposed to radiation with high linear energy transfer (LET) is more complex, and the reduced scintillator response, due to high local ionization densities, is termed ionization quenching. The quenching is traditionally explained as a reduction of the primary scintillation efficiency, where zones with a high ionization density fail to transfer all energy to the excited states (Birks 1951). Kallmann and Brucker (1957) showed that most quenching occurs faster than the characteristic decay time of the scintillator, which may be explained in terms of migration of excited states, heat conduction, and ionic recombination (Birks 1964, Beddar and Beaulieu 2016). The quenching is often corrected by comparing the response of the quenched signal in an organic scintillator to the unquenched signal measured with an ionization chamber. On the other hand, Alsanea et al (2018) exploited the quenching differences in four organic scintillators to simultaneously measure the LET and dose in therapeutic proton beams. Monte Carlo simulations of the LET distribution enable quenching corrections by applying the
semi-empirical formula developed by Birks (1951), henceforth referred to as the Birks model. Nonetheless, such quenching corrections often give rise to deviations up to 10% at the Bragg peak due to the sharp LET-gradient (Beddar and Beaulieu 2016).

Recently, Boivin et al (2016) showed how the Birks model breaks down for high-LET photon beams, whereas a shortcoming for ions has been known for decades; two ions with same LET but different atomic number will in the Birks model give rise to the same ionization quenching. Such a prediction however contradicts experiments (Newman and Steigert 1960, Birks 1964) as the radial energy deposition by secondary electrons (EDSE) differs in the two cases. In any case, it motivates new approaches and the application of track structure models to account for the energy deposition by secondary electrons.

Blanc et al (1962, 1964) developed a kinetic model where the energy of excited molecules is migrating radially and lost by fluorescence and quenching. The Blanc model depends on—like the Birks model and most EDSE models—the number of molecules involved in the quenching process. In this work, we focus on computing the ionization quenching for organic plastic scintillators based on the Blanc model. The Birks model itself takes on the form of a simplified version of the Blanc model (Birks 1964), p 198. As such, the Blanc formalism enables a more exact computation of the quenching correction factors than the Birks model and, furthermore, is independent of experimentally determined quenching parameters as the Birks $k_B$ factor.

Here, we use amorphous track structure theory to model the radial energy deposition after an ion has penetrated an organic plastic scintillator. Amorphous track structure theory often distinguishes between the core and the penumbra. The core is an extremely narrow zone with an enormous density of energy deposited by the incident ion whereas the penumbral region, exhibiting a $r^{-2}$ density decrease, is mainly due to energy deposition by secondary electrons. The kinetic Blanc model is subsequently applied to evolve the initial radial energy deposition in the temporal and spatial domains while keeping track of the fluorescence and quenching. The Blanc model as a consequence is able to distinguish the quenching between two particles, with the same LET but different atomic numbers, in contrast to the Birks model.

The first part of the present work outlines the concepts of quenching corrections factors and track structure models. Solutions to the Blanc model are subsequently investigated with its inherent free parameters. The Blanc model consists of a set of general parameters, which in this work are estimated by fitting the Blanc model to experimentally obtained quenching correction factors. These parameters are then examined by computing the ionization quenching in a different scintillator and subsequently comparing the theory to experimental results.

The numerical framework to apply track structure theory and solve the Blanc equation is compiled into the open source code ExcitonQuenching available for download\textsuperscript{1}. ExcitonQuenching computes the quenching correction factors from first principles using merely the density, decay time, and light yield of an organic plastic scintillator and the energy of the primary particle.

2. Background

2.1. Ionization quenching

The scintillation light yield per unit length $dS/dx$ for an organic scintillator is traditionally written in the form

$$\frac{dS}{dx} = \frac{A \cdot \text{LET}}{\text{QCF}}, \quad \text{QCF} = 1 + k_B \cdot \text{LET} + C \cdot \text{LET}^2 + \cdots, \quad (1)$$

where $A$ is the scintillation efficiency, and the quenching correction factor (QCF) depends on the quenching parameters $k_B$ and $C$. The Birks model truncates the series at the first-order LET-term, which has been shown to be successfully applicable for quenching corrections (Beddar and Beaulieu 2016). The second-order LET term was suggested by Chou (1952) and is often neglected but has been shown to give a better correction for high-LET (Torrisi 2000).

2.2. Kinetics of excitation densities

Blanc et al (1962, 1964) proposed a kinetic model which considers a number of molecules excited to the first singlet state which are allowed to migrate, fluoresce, and quench. The excited states are henceforth referred to as excitons to comply with the terminology in Birks (1964). The Blanc model governs the kinetics of the excitation density $n(r, t)$, where $r$ is the distance from the centre of the ion track and $t$ is the time after the ionization. The model takes on the form of

$$\frac{\partial n}{\partial t} = D \nabla^2 n - (p + k)n - \alpha n^2 - \beta n^3, \quad (2)$$

where $D$ is the exciton diffusion constant, and $p, k, \alpha, n$, and $\beta n^3$ are defined as the rates of fluorescence emission, and uni-, bi-, and trimolecular quenching, respectively. Unimolecular quenching is isolated to a single molecule,
whereas the importance of the bi- and tri-molecular quenching terms increases with the local exciton density, i.e. with increasing LET.

Consider two scintillators with the same density and decay time but different scintillation efficiencies being penetrated by two identical particles. The scintillator with the higher scintillation efficiency will thus have a larger local excitation density. As a consequence, the second- and third-order quenching terms will lead to more quenching than in the scintillator with a lower scintillation efficiency. Similarly, two scintillators with the same scintillation efficiency and density—but different decay times—will require different quenching correction factors: Although the local exciton densities immediately after the particle passed are equal, the scintillator with the faster decay time is more efficient in emitting photons before they are quenched than the other. The diffusion term, on the other hand, causes the excitons to migrate away from the center of the particle track and hence decreases the quenching but not the rate of fluorescence emission. The Blanc model is an interesting ionization quenching model for several reasons:

1. The Blanc model corresponds to the Birks model if only fluorescence and unimolecular quenching are included (Birks 1964, p 198; Blanc et al. 1962), i.e. truncating equation (1) at the first-order LET term. If fluorescence, uni-, and bimolecular quenching terms are included in the Blanc model, it is equivalent to the model proposed by Chou (1952), i.e. with both $kB$ and $C$ as quenching parameters in equation (1) (Birks (1964), p 198).

2. The Blanc model enables an inclusion of amorphous track structure theory, and—in contrast to the semi-empirical Birks and Chou models—two ions with same LET and different charges will hence give rise to different quenching correction factors as experimentally observed.

3. The solution of equation (2) makes it feasible to examine the temporal structure of the ionization quenching.

The version of the Blanc equation in equation (2) only models the exciton interactions between the first singlet state and the ground state. An extension to the equation, including the interactions with the first triplet state, could be added with a second coupled partial differential equation as suggested by Blanc et al. (1962). The extended model can be validated against experimentally obtained QCFs for an appropriate scintillator (e.g. BCF-60, Saint-Gobain, France, as measured by Hoehr et al. (2018)). Nonetheless, such a study is beyond the scope of this work.

### 2.3. Amorphous track structure models

The radial excitation density distribution in an ion track should vary according to the material and the energy of the primary particle and this can be achieved through amorphous track structure models. Amorphous track structures consider the radial energy distribution as the average of many secondaries and tracks, i.e. a continuous function, in contrast to the microdosimetric approach, where the stochastic nature of energy deposition by single electrons is taken into account. The initial number of excitations per unit length $N_0$ depends on the scintillation efficiency $A$, the number of photons emitted per deposited energy, as

$$N_0 = A \cdot \text{LET}. \quad (3)$$

The ionization quenching is investigated using three different radial energy deposition distributions, namely the Gaussian (Blanc et al. 1964), Chatterjee and Schaefer (1976), and Scholz and Kraft (1996) track structure models. The three track structure models are defined in appendix A and shown in figure 1 for two different energies.

The track structure models have been chosen to reflect the cases of (i) an extremely dense core (Chatterjee-Schaefer), (ii) the continuous transition from core to penumbra (Scholz-Kraft), and (iii) the Gaussian which is independent of the range of secondary electrons but has been applied historically due to its simplicity. Other track structure models, such as those by Hansen and Olsen (1984), Kiefer and Straaten (1986) and Katz and Varma (1991), could have been included as well with similar arguments.

The distribution of exciton densities using amorphous track structure models, and exciton interaction probabilities in terms of the Blanc model, makes it feasible to investigate ionization quenching at the macroscopic scale.

### 3. Methods

#### 3.1. Experimentally determined quenching correction factors

Often the LET-varying QCF is estimated by comparing the quenched scintillator measurement to an unquenched measurement with an ionization chamber. Two such examples are shown in figure 2 where Wang et al. (2012) irradiated an organic fibre-coupled scintillator (BCF-12, Saint-Gobain, France) and Torrisi (2000) irradiated a thin organic scintillator (BC-400, Bicron, USA) with protons at different energies.
Wang et al (2012) and Torrisi (2000) fitted the Birks model to the QCF as a function of LET which in both cases show an agreement within 5%. Since the QCFs in both data sets are given for a wide LET range and differ by more than a factor of 2, they serve as a reference and are applicable to validate the QCFs calculated with the Blanc model. The parameters relevant for the Blanc model are listed in table 1 for the BC-400 and BCF-12 plastic scintillators.

3.2. Numerical scheme

3.2.1. The itinerary to quenching correction factors

The Blanc model is used to compute the QCF for a particle with energy $E$ as outlined in figure 3. The scintillator efficiency $A$ defines, along with the LET, the total number of excitons $N_0$ involved in the quenching process as given by equation (3). The $N_0$ excitons are distributed radially according to an amorphous track structure model, where the penumbra and core radii are computed from the particle energy $E$ and the density $\rho$ of the scintillating material as given in appendix A. The chosen track structure model governs in any case the radial exciton distribution at time $t = 0$.

The excitons are subsequently evolved in the temporal and spatial domain as governed by the Blanc model in equation (2). The total emission of fluorescence photons, the signal, is computed by integrating over the fluorescence term $P_n$ in equation (2) from time $t = 0$ to $t = \infty$. The numerical scheme used to solve the partial differential equation (2) is included in appendix B.

The QCF is computed by solving equation (2) twice as outlined in figure 3 part (b); with and without the ionization quenching parameters. Setting the parameters $\chi = \phi = 0$ in equation (2) leads to a solution of the form $n(t) \propto \exp(-t/\tau)$, i.e. the fluorescence signal follows an exponential decay with time constant $\tau$.

Figure 1. The three track structure models in equations (A.1)–(A.4) for protons at 10 MeV and 250 MeV in water. The range of the secondary electrons depends on the kinetic energy of the primary particle, which is included in the Scholz–Kraft and Chatterjee–Schaefer track structures, but unaccounted for in the Gaussian model.

Figure 2. The quenching correction factor as a function of LET for two different organic scintillators irradiated with protons where the Birks model is fitted to the data in both cases. The ratios of the QCF obtained from the Birks model to the experimentally obtained values in the figure below indicate a good agreement for both measurements.
without ionization quenching. The solution to equation (2) with \( \chi \neq 0, \phi \neq 0 \), and thus including ionization quenching, reduces in any case the total signal. The QCF is accordingly computed as the ratio of the two signals. The steps (a)–(c) may be repeated for several particle energies to plot the QCF as a function of LET. The Birks quenching parameter \( k_B \) can consequently be extracted theoretically by fitting the Birks model to these computed data.

### 3.3. Quenching parameters in the Blanc model

The data by Wang et al. (2012) in figure 2 comprises the QCFs for protons penetrating the BCF-12 scintillator over a wide range of LETs, which can be used to determine the general \( (D, \alpha, \beta) \) parameters in the Blanc model, equation (2). The QCF for a particular plastic scintillator and particle in the Blanc formulation merely depends on the input parameters listed in figure 3(a). The scintillator decay time \( \tau = (p + k)^{-1} \) is tabulated for most plastic scintillators, where the probability rates for the fluorescence emission \( p \) and unimolecular quenching \( k \) are weighted equally. Any weight cancels out as the QCF, figure 3(c), is computed as the ratio between the signals.

Let a proton with a given LET penetrate a thin BCF-12 layer where the excited states are radially distributed as in the, say, Scholz–Kraft model. The modified Blanc model in equation (2) will then for one set of \( (D, \alpha, \beta) \) parameters give rise to some QCF using the workflow outlined in figure 3. This calculation is repeated for all LET values present in the data set by Wang et al. (2012). The quality of the particular set of \( (D, \alpha, \beta) \) parameters is evaluated through the sum of squares

\[
\chi^2 = \sum_i \left( \frac{QCF_{\text{Blanc},i} - QCF_{\text{exp},i}}{QCF_{\text{exp},i}} \right)^2, \quad \forall i \in \text{LET values in figure 2}
\]

where \( QCF_{\text{Blanc},i} \) is the QCF computed with the Blanc model for the \( i \)th LET-value in the Wang et al. (2012) data, and \( QCF_{\text{exp},i} \) is the corresponding QCF obtained experimentally. The best set of \( (D, \alpha, \beta) \) parameters is found by minimizing \( \chi^2 \).

The exciton diffusivity has been experimentally estimated to be of the order of \( D \simeq 5 \times 10^{-4} \text{ cm}^2 \text{ s}^{-1} \). The bimolecular quenching parameter is computed to be \( \alpha \simeq 3.2 \times 10^{-9} \text{ cm}^3 \text{ s}^{-1} \) (Birks (1964), p 199), whereas the order of the trimolecular quenching parameter is to be determined. The uncertainties on the experimentally obtained values of \( D \) and \( \alpha \) are unknown and they merely serve as means to compare to the computed \( \chi^2 \) minima.

After the unique \( (D, \alpha, \beta) \) parameters in the Blanc model have been established, the same parameters are used to compute the QCFs for protons interaction with the BC-400 scintillator and assessed against the corresponding experimental data by Torrisi (2000).

---

**Table 1.** The scintillator parameters required to model the exciton densities and fluorescence emission are tabulated for most scintillators. The relevant parameters for the two scintillators in the present work are given below. Data from the manufacturer (Saint-Gobain, Paris, France).

<table>
<thead>
<tr>
<th>Scintillator</th>
<th>Scintillation efficiency, ( A ) [photons MeV(^{-1})]</th>
<th>Decay time ( \tau ) [ns]</th>
<th>Density ( \rho ) [g cm(^{-3})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCF-12</td>
<td>8000</td>
<td>3.2</td>
<td>1.05</td>
</tr>
<tr>
<td>BC-400</td>
<td>11 300</td>
<td>2.4</td>
<td>1.03</td>
</tr>
</tbody>
</table>
4. Results

4.1. Quenching parameters

4.1.1. The second-order Blanc equation
The roles of the diffusion constant $D$ and the bimolecular quenching parameter $\alpha$ in the Blanc model are investigated by truncating equation (2) after the second-order term, i.e. setting $\chi = 0$. $\chi^2$ is in figure 4 mapped for various $(\chi, D)$ pairs for the three track structure models in question. The $(\chi, D)$ pairs are sampled uniformly and the $\chi^2$ minimum is found by cubic interpolation. The experimentally determined $D$ and calculated $\alpha$ values, listed in table 2, are marked with a cross in each $\chi^2$ map for comparison.

4.1.2. The third-order Blanc equation
The inclusion of the third-order $\beta$ term in equation (2) provides information about the local excitation density as trimolecular quenching requires a high-LET to occur. Adding higher-order terms in the Blanc model corresponds to extending the equation (1) with additional terms, i.e. corresponding to the Birks model to the Chou model and so on. The diffusion constant $D$ is now fixed at the value obtained from minimizing $\chi^2$ in figure 4, see table 2, to compare the magnitudes of the bi- and trimolecular quenching terms to each other for protons. The $\chi^2$ maps for the Gaussian, Scholz–Kraft, and Chatterjee–Schaefer track structures are given in figure 5. The pairs of $(\chi, \phi)$ providing the best fit to the experimental data is given in table 2 and marked with a filled circle in figure 5. Henceforth, the three parameters $D, \alpha$, and $\beta$ as given in table 2 are used to compute the QCF for a given plastic scintillator.

4.2. Quenching correction factors
The measurements by Wang et al (2012) of the quenched signal from the BCF-12 scintillator during proton irrigations are shown in figure 6, where the Birks model has been fitted to the data. The quenched response for the BCF-12 calculated with the Blanc model and the parameters in table 2 are shown alongside for each track structure model.

The quenched signal from the BC-400 scintillator irradiated with protons at different energies is for comparison plotted in the same figure. The Birks model is again fitted to the experimental data, whereas the quenched signal is computed independently of the data using the Blanc model and its parameters in table 2 and the BC-400 properties in table 1.

5. Discussion

5.1. Quenching in the Blanc model

5.1.1. Second-order Blanc equation, $\beta = 0$
The $\chi^2$ maps for the three track structure models in figure 4 indicate a distinct correlation between $\alpha$ and $D$, which also is evident from Birks (1964, p 199), where $\alpha$ after several approximations is shown to be proportional.

![Figure 4](image-url). Maps over $\chi^2$ from equation (4) for various values of $(\alpha, D)$ for the three track structure models. Each dot represents a pair of $(\alpha, D)$ drawn from a uniform distribution. Only a fraction of the samples are shown. The literature value is marked with a cross in each case, whereas the $(\alpha, D)$ sets providing the best match to the experimental QCFs are marked with a closed circle and listed in table 2.
Table 2. The general parameters in the Blanc model providing the best fit to the experimental data: (i) when equation (2) was truncated at the second-order term ($\beta = 0$) and (ii) including the third-order term ($\beta \neq 0$). The $D$ value obtained from the $\chi^2$ mapping in the second-order case (figure 4) was used in the third-order case (figure 5) as well.

<table>
<thead>
<tr>
<th>Method</th>
<th>2nd order</th>
<th>3rd order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature</td>
<td>$D = 5 \times 10^{-4}$</td>
<td>$\alpha = 3.2 \times 10^{-4}$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$4.3 \times 10^{-4}$</td>
<td>$2.3 \times 10^{-9}$</td>
</tr>
<tr>
<td>Scholz–Kraft</td>
<td>$4.2 \times 10^{-4}$</td>
<td>$5.7 \times 10^{-9}$</td>
</tr>
<tr>
<td>Chatterjee–Schaefer</td>
<td>$5.9 \times 10^{-4}$</td>
<td>$1.0 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

\[a \text{ From Kallmann and Brucker (1957).} \]
\[b \text{ Calculated from Birks (1964), Kinetics of Quenching, p 199.} \]

Figure 5. $\chi^2$ maps when the parameter $D$ is kept at the value given in table 2 and the quenching parameters $\alpha$ and $\beta$ vary. Only a fraction of the samples are shown for simplicity. The dashed line corresponds to the $\alpha$ value obtained from figure 4, i.e. for $\beta \rightarrow 0$. The ($\alpha, \beta$) values at the $\chi^2$ minima are marked with a filled circle and listed in table 2.

to $D$. The mutual dependency indicates the primary role of the exciton diffusion constant: Due to the cylindrical symmetry of track structure models, the diffusion term $D \nabla^2 n$ effectively gives rise to exciton migration away from the center of the track. This in turns diminishes the bimolecular quenching rapidly as it is proportional to the square of the exciton density. Consequently, the quenching parameter $\alpha$ needs to increase if $D$ increases to give rise to the same amount of quenching.

5.1.2. Third-order Blanc equation, $\beta = 0$

The $\chi^2$ maps in figure 5 show the density dependence of the bi- and trimolecular quenching parameters $\alpha$ and $\beta$. As $\beta \rightarrow 0$, the $\alpha$ value providing the best match to the data converges towards the $\alpha$ value from figure 4 marked with a dashed line. The $\beta$ value equivalently converges for $\alpha \rightarrow 0$, as anticipated, although such a value is not of interest.

Nonetheless, all three $\chi^2$ maps contain a ridge, where both the $\alpha$ and $\beta$ terms contribute to the ionization quenching, which indicates that an extra term—as in the Chou model relative to the Birks model—may be relevant for high-LET situations. The pair of ($\alpha, \beta$) providing the best fit to the experimentally determined QCFs, the minimum $\chi^2$ value, is for the Gaussian and Scholz–Kraft track structure found around the $\chi^2$ ridge. The $\chi^2$ minima are overall in the proximity to $\beta \rightarrow 0$ indicating that the $\beta$ term is close to be negligible for proton relevant LETs.

The $\beta$ term is only relevant for high-LET cases and these are often associated with large uncertainties for protons, as in the present case, which makes an unambiguous conclusion on its importance for protons difficult. As such, the small effect of an extra quenching parameter is in line with the literature; Birks (1964, p 194) investigated the extra parameter in the Chou model relative to the Birks model and concluded it redundant for the case of anthracene exposed to protons and $\alpha$-particles. Torrisi (2000), on the other hand, concluded that the Chou model provides a better fit to the data for the BC-400 scintillator during proton irradiations than the Birks model does. The $\beta$ term, or even additional terms of higher order, may be subject to a later investigation for particles with substantially higher LET than protons.
5.2. Ionization quenching correction factors

The QCF measurements by Wang et al (2012) comprise several points between 5 MeV cm\(^{-1}\) and 70 MeV cm\(^{-1}\). However, more than half the measurements are below 25 MeV cm\(^{-1}\) and most measurements above 40 MeV cm\(^{-1}\) are associated with large uncertainties. In that light, it is not surprising that the three computed fluorescence signals in figure 6, including ionization quenching, are within few percent of the measurements for LET values up to 50 MeV cm\(^{-1}\) but deviate up to ±10% for higher LET values.

The BC-400 has a light yield around 40% larger than the BCF-12 scintillator, as is shown in table 1, and is thus in the Blanc model expected to give rise to a larger degree of quenching due to its larger initial exciton density. However, the ∼35% lower scintillator decay time for the BC-400 in turn causes a faster fluorescence emission which reduces the quenching. Hence, the fluorescence emission in the BC-400 scintillator differs greatly from that of the BCF-12 scintillator and therefore serves as a means of testing the Blanc model.

The Blanc model with its fitted parameters is assessed against the BC-400 data by Torrisi (2000) in figure 6. The Scholz–Kraft and Chatterjee–Schaefer track structure models both predict the quenching signal within ±5% of the measurements. The model-predicted signal divided by the measured signal in the lower part of the figure seems to contain the same structure in all four cases. On the other hand, the lack of a particle energy-dependent penumbral radius causes the Gaussian model to overestimate the ionization quenching for low-LET and vice versa for high-LET. The fact that the modified Blanc model follows the same structure as the Birks model in figure 6 was anticipated, as the Birks model is contained within and a simplified solution to the Blanc model as stated above. The agreement between ExcitonQuenching and the experimental data at high-LET in figure 6 is better for the BC-400 scintillator than for the BCF-12 scintillator. This might be explained by the fact, that Torrisi (2000) used thin scintillator pieces which gave an excellent LET-resolution whereas the high-LET measurements by Wang et al (2012) contain large uncertainties. Similarly for ExcitonQuenching, the uncertainties associated with the input parameters give rise to an uncertainty of the QCF. A ±2% variation in the scintillator light yield for the BCF-12 scintillator changes the computed QCF about ±2% for a proton with 50 MeV cm\(^{-1}\). The similar variation of the light yield in the BC-400 scintillator exposed to the same proton energy however gives a variation about 4% of the QCF due to its larger light yield.

Nonetheless, the excellent agreement within few percent between the Birks and Blanc models for especially the Chatterjee–Schaefer track structure validates the application of the Blanc model, as the results are calculated completely independently: the Birks model by fitting to the experimental data, whereas the Blanc model response is computed numerically by solving the partial differential equation with initial conditions given by the specific particle and plastic scintillator.

The Blanc model furthermore explains why the fluorescence emission in a PMMA-based optical fibre during proton irradiations is reported to be quenching-free (Jang et al 2012, Christensen et al 2018); the low light yield \( A \) in PMMA, relative to a traditional scintillator, gives rise to such a low initial linear exciton density \( n \propto A \) that \( \alpha n^2 \approx \beta n^3 \approx 0 \) in equation (2) even for high-LET. Consequently, QCF ≃ 1 in the workflow in figure 3(c) corresponding to negligible quenching.
6. Conclusion

The open source software ExcitonQuenching combines amorphous track structure theory and the Blanc model to compute theoretical quenching correction factors for organic scintillators exposed to ions. Hence, it provides a new method—and more general than that due to Birks—to correct the ionization quenching from first principles which otherwise is a cumbersome experimental procedure.

The local exciton densities for proton relevant LETs are sufficient for bimolecular quenching to occur whereas the trimolecular quenching is almost vanishing for protons in the investigated water-equivalent materials. As a consequence, trimolecular quenching is not included in the online version of ExcitonQuenching but may be relevant for particles with higher LET.

The theoretically computed QCFs are compared to experimentally obtained QCFs for two plastic scintillators which differ greatly in their emission properties and thus quenching. The theoretical QCFs for the Scholz–Kraft and Chatterjee–Schaefer track structure models are within 3% of the Birks model for low-LET and 5% for high-LET for the BC-400 scintillator. The agreement between ExcitonQuenching and experimental data for the BCF-12 scintillator is within 2% for LET-values below 45 MeV cm$^{-1}$, where the experimental uncertainties were small. The discrepancy however increases up to 10% for the largest LET-values where the experimental measurements contain relative uncertainties of 8%.

ExcitonQuenching depends on the density, decay time, and light yield of the scintillator, and thus constitutes a new method to compute QCFs for organic plastic scintillator exposed to ions without prior knowledge of the quenched scintillator response from experimental data.
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Appendix A. Amorphous track structure models

Any track structure must satisfy $2\pi \int_0^{\infty} n(r) r \, dr = N_0$. The three track structure models are compared for protons in water in figure 1 for two energies.

A.1. Gaussian

The Gaussian distribution is of the form

$$n_{\text{Gaussian}}(r, 0) = \frac{N_0}{\pi b^2} \exp \left( -\frac{r^2}{b^2} \right),$$

where $b = 2r_0/\sqrt{\pi}$ (Blanc et al 1962). Birks (1964) sets $r_0 = 0.5 \times 10^{-6}$ cm, as obtained by Kallmann and Brucker (1957) for heavily ionizing particles. The main drawback of the Gaussian track structure is, that the energy-dependent range of the secondary electrons is unaccounted for. Blanc et al (1964) applied a Gaussian distribution to solve equation (2) with $\chi = 0$ analytically using several approximations.

A.2. Scholz–Kraft

The Scholz–Kraft track structure models the energy deposition as a dense core of radius $r_{\min} = 0.01$ µm which falls off proportionally to $r^{-2}$ until the maximum range of the secondary electrons has been reached:

$$r_{\max} = 0.05 \, \mu\text{m} \, \text{MeV}^{-1.7} \times E^{1.7}$$

has been reached:

$$n_{\text{SK}}(r) = \begin{cases} 
\frac{N_0}{r_{\min}^2} \left( \pi \left[ 1 + 2 \ln \frac{r_{\max}}{r_{\min}} \right] \right)^{-1} & \text{for } r < r_{\min} \\
\frac{N_0}{\pi r_{\min}^2} \left( \pi \left[ 1 + 2 \ln \frac{r_{\max}}{r_{\min}} \right] \right)^{-1} & \text{for } r_{\min} \leq r \leq r_{\max} \\
0 & \text{for } r > r_{\max}.
\end{cases}$$

(A.2)
A.3. Chatterjee–Schaefer

The Chatterjee–Schaefer model has a denser core than the Scholz–Kraft model with radius

\[ r_{\min} = r_{\text{core}} \sqrt{\beta_{\text{ion}}} \]  \hspace{1cm} (A.3)

where \( r_{\text{core}} = 11.6 \text{ nm} \) and \( \beta_{\text{ion}} = v / c \) is the ratio of the speed \( v \) to the speed of light \( c \). The outer border of the penumbra has a radius of

\[ r_{\max} = 0.768 \mu \text{m} \times E^{-1} - 1.925 \mu \text{m} E^{-0.5} \times \sqrt{E} + 1.257 \mu \text{m} \]

and will consequently give rise to a relatively large amount of ionization quenching in the core:

\[ n_{\text{CS}}(r) = \begin{cases} \frac{N_{\text{C}}}{x_{\text{min}}} + \frac{N_{\chi}}{x_{\text{min}}} \left( \ln \left( \sqrt{E}_{\text{max}} \right) \right)^{-1} & \text{for } r < r_{\min} \\ \frac{N_{\chi}}{x_{\text{min}}} \left( \ln \left( \sqrt{E}_{\text{max}} \right) \right)^{-1} & \text{for } r_{\min} < r \leq r_{\max} \\ 0 & \text{for } r > r_{\max} \end{cases} \]  \hspace{1cm} (A.4)

with more than half the excitations inside the core. The Scholz–Kraft and Chatterjee–Schaefer models are developed for water and thus the core and penumbra radii are scaled with the density of the water-equivalent plastic scintillator in question.

Appendix B. Numerical scheme

The cylindrical symmetry of the track structure models reduces the problem to be one dimensional; the LET of the ion along its path is approximately constant on the microscopical scale, which in turn causes the second derivative of the excitation density in equation (2) to vanish along the trajectory, and only the radial diffusion is left.

The one dimensional mesh of length \( L = 2r_{\max} \), where the ion trajectory is centred, defines the solution domain. The distance between two neighbouring voxels \( \Delta x \) is limited by \( \Delta x < r_{\min} / l, \) where \( l > 1 \) is chosen to satisfy the natural requirement that a numerical integration over the excitation densities in the mesh grid must equal the analytical integration. For the Scholz–Kraft and Chatterjee–Schaefer track structures, \( l > 20 \) turned out fulfilling the said requirement, whereas \( \Delta x < n_0 / 5 \) was sufficient for the Gaussian case.

The explicit Lax–Wendroff scheme (Lax and Wendroff 1960) is applied to solve the partial differential equation. The derivatives of the exciton density \( n_{\text{CS}}^m \) for voxel \( i \in [1, 2, \ldots, L / \Delta x - 1] \) at time step \( m \) are

\[ \frac{\partial n_{\text{CS}}^m}{\partial t} \bigg|_i \approx \frac{n_{\text{CS}}^{m+1} - n_{\text{CS}}^m}{\Delta t} \quad \text{and} \quad \frac{\partial^2 n_{\text{CS}}^m}{\partial x^2} \bigg|_i \approx \frac{n_{\text{CS}}^{m+1} - 2n_{\text{CS}}^m + n_{\text{CS}}^{m-1}}{(\Delta x)^2}. \]

The time step \( \Delta t \) is subject to the von Neumann stability conditions (Press et al 1988, Dehghan 2004). The open-source code library libamtrack (Toftegaard et al 2014) is used to calculate the LET and \( \beta_{\text{ion}} \) in equation (A.3) depending on the particle energy.
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ABSTRACT

The scintillation response of organic plastic scintillators irradiated with heavy ions is investigated with the open-source code ExcitonQuenching. The software relies on amorphous track structure theory to account for the radial energy deposition by secondary electrons (EDSE) in ion tracks. The kinematic Blanc model is applied to evaluate the ionization quenching for a given ion by taking the decay time, light yield, and density of the scintillator into account. ExcitonQuenching predicts the scintillation response without a priori knowledge of any measured response curves in contrast to other EDSE models, such as the correction method due to Birks, which rely on free fitting parameters for each ion. ExcitonQuenching is validated against published measurements of the Pilot-U scintillator exposed to several ions. The agreement with experimental data is between 5% and 9% for ions with atomic number \( z \leq 6 \) but deviates more for heavier ions.

1. Introduction

Water equivalent organic plastic scintillator detectors coupled to optical fibers for remote read out (Beddar et al., 1992a, b) enable measurements of absorbed dose with minimal perturbation and a high degree of resolution in time (<1 ms) and space (sub-mm). While both the temperature variations (Buranurak et al., 2013) of the scintillator and the radiation induced stem-effect in the fibre (Archambault et al., 2005) are well-understood and may be corrected for, the scintillators suffer in line with other solid state detectors from a response that is nonproportional to the local energy deposition. The reduced scintillator response occurring at high ionization densities, termed ionization quenching or nonproportionality, remains a challenge. Several kinematic models have been proposed to correct ionization quenching in inorganic scintillators (Michaelian and Menchaca-Rocha, 1994; Vasil'ev, 2008; Williams et al., 2010) but few have been suggested for organic materials.

Birks (1951) suggested a semi-empirical model to correct the scintillator signal for ionization quenching which later was extended by Chou (1952) for particles with a high linear energy transfer (LET) with an additional free parameter. Nonetheless, neither of the models account for the local ionization density in ion tracks. The radial energy deposition by secondary electrons (EDSE) in the tracks of two ions with the same LET, but different atomic numbers, differ due to the ranges of the liberated secondaries. The differing ionization densities in the ion tracks thus cause the scintillation responses to differ as experimentally observed by Buenerd et al. (1976). Consequently, the Birks and Chou models require experimentally determined correction factors for each particle and each scintillator in question.

Michaelian and Menchaca-Rocha (1994) approached the ionization quenching issue with a model based on the EDSE and were as such capable of distinguishing between the quenching from different particles with the same LET. However, their model requires determination of several free quenching parameters by fitting the model to experimentally obtained data. The present work investigates the numerical framework ExcitonQuenching (Christensen and Andersen, 2018) for the case of plastic scintillators exposed to ions heavier than protons.

The software combines amorphous track structure theory and the decay time, light yield, and density of the scintillator to estimate the local ionization densities, upon which the scintillator response is evaluated through a kinematic model. ExcitonQuenching is in contrast to other EDSE models able to predict the quenched scintillator response without fitting parameters to specific response curves and can furthermore quantify the temporal structure of ionization quenching. The open-source software ExcitonQuenching is accessible for download¹ to correct the ionization quenching in organic plastic scintillators exposed to ions.
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2. Methods

2.1. Ionization quenching

The luminescence $dL$ per unit length $dx$ as a function of a particle’s linear energy transfer is often written as

$$\frac{dL}{dx} = A \cdot \frac{dE}{dx} \cdot QCF^1$$

where $A$ denotes the light yield of the scintillator in units of photons emitted per deposited energy, and the quenching correction factor (QCF) is expressed as a linear function with slope $kB$ in the Birks model. The scintillator response $L$ for a particle with kinetic energy $E$ may consequently be computed from eq. (1) as

$$\frac{dL}{dE} = A \cdot QCF^{-1} \Rightarrow L = \int E_0^E A \cdot QCF^{-1} dE$$

for a thick scintillator. The QCF for a given ion and scintillator is a function of the kinetic energy and the EDSE which can be achieved through a track structure.

2.2. Amorphous track structures

Amorphous track structure theory models the EDSE as a continuous radial function and the local ionization density based on the kinetic energy of the primary particle and the material composition of the medium. The present work focuses on the Chatterjee-Schaefer track structure model (Chatterjee and Schaefer, 1976), which consists of a dense core region of enormous ionization density and a penumbral region with the characteristic $r^2$ radial decrease. The Chatterjee-Schaefer track structure model is defined in eq. (A.1) and illustrated in Fig. 1 for different ions with the same LET. As the ion core regions may exhibit huge excitation densities for slow, heavy ions, the Chatterjee-Schaefer quenching results are compared to the quenching results for the Scholz-Kraft track structure model (Scholz and Kraft, 1996) to evaluate the influence of the applied track structure model. The Scholz-Kraft track structure model is outlined in eq. (A.2).

2.3. Kinematics of excited states

An ion depositing an energy $dE$ per unit length $dx$ in a scintillator gives rise to a linear density of $N = \frac{dE}{dx} \cdot A$ of excited states (excitons). The exciton distribution immediately after an ion traversed the material slab of unit length $dx$ is radially distributed according to the Chatterjee-Schaefer track structure.

The excitons of density $n$ in the ion track are in a kinematic model suggested by Blanc et al. (1962, 1964) allowed to diffuse, fluoresce, and eventually be obtained as the ratio of the unquenched signal to the quenched signal.

The following section applies ExcitonQuenching to investigate the ionization quenching in an organic plastic scintillator (Pilot-U, Eljen Technology, USA) which was subject to irradiation with several ions heavier than protons by Buenerd et al. (1976). The results are obtained as predictions without fitting free parameters to the experimentally determined scintillator responses for the Pilot-U scintillator in contrast to the Birks model and most EDSE models.

3. Results

3.1. Ionization quenching

The QCF is calculated with ExcitonQuenching for $^4$He, $^6$Li, $^9$Be, $^{12}$C, and $^{16}$O ions for a wide range of kinetic energies in the Pilot-U scintillator, where the LET as a function of energy for a given ion and material composition is calculated as suggested by Bird and Williams (1990). The QCFs as a function of LET is shown in Fig. 2 where the Birks model in eq. (1) has been fitted to each set of calculated QCFs.

The scintillation efficiency $dL/dE$ for the five ions are calculated according to eq. (2) as a function of the QCF which in turn depends on the kinetic energy of the particle. The results are shown in Fig. 3 as a function of kinetic energy.

3.1.1. Light emission for isotopes

The scintillation efficiency for three isotopes of hydrogen, helium, and lithium are in Fig. 4 calculated as a function of velocity $\beta = v/c$ and velocity per atomic number $\beta z$, respectively. The scintillation efficiency converges in all cases towards a quenching-free level for $\beta \rightarrow 1$, corresponding to QCF $\rightarrow 1$ in eq. (2).
3.2. Light output

The luminescence response from the plastic scintillator induced by a stopped ion of kinetic energy $E$ is calculated by integrating $\Delta L/\Delta E$ over the kinetic energy as given by eq. (2), where the QCF as a function of kinetic energy is interpolated for a continuous integration. The theoretical results are compared to the experimental results obtained by Buenerd et al. (1976) in Fig. 5, where the results are collectively scaled to the experimental data with a single value. The light output is calculated for all ions using the Chatterjee-Schaefer and Scholz-Kraft track structures where the isotopes $^7\text{Li}$ and $^9\text{Be}$ are shown for reference.

4. Discussion

4.1. Track structure theory

The ion core densities for the five different ions in Fig. 1 with the same $dE/dx = 30 \text{ keV}\cdot\text{cm}^2\cdot\text{mg}^{-1}$ span almost two orders of magnitude and illustrate the importance of the track structure models; the oxygen ion ($E = 190 \text{ MeV}/\text{A}$) liberates secondaries with significantly larger kinetic energies than the $\alpha$ particle ($E = 5.5 \text{ MeV}/\text{A}$). The core and penumbra radii in the oxygen ion track are consequently broader which in turn reduce the ionization density and quenching. The variation of the QCFs as a function of $dE/dx$ in Fig. 2 illustrates how the ionization quenching varies with the atomic number and $dE/dx$ as experimentally confirmed by Newman and Steigert (1960).

4.2. Scintillation efficiency

The scintillation efficiency in Fig. 3 as a function of energy shows how lighter ions more efficiently convert energy into luminescence for a given energy. The scintillation efficiency for each ion slowly converges as the kinetic energy increases in turn reducing the ionization density and quenching, which also was observed experimentally (Murray and Meyer, 1961).

The luminescence responses for the isotopes of a given element coincide as a function of velocity in Fig. 4, which also was experimentally confirmed by Avdeichikov et al. (2002) for the case of BGO exposed to light ions. The scintillation efficiency as a function of velocity per atomic number is approximately the same for all ions as explained and measured by Sibczynski et al. (2018) for GAGG:Ce excited by alpha particles.

Buenerd et al. (1976) in Fig. 5, where the results are collectively scaled to the experimental data with a single value. The light output is calculated for all ions using the Chatterjee-Schaefer and Scholz-Kraft track structures where the isotopes $^7\text{Li}$ and $^9\text{Be}$ are shown for reference.

The scintillation response from the plastic scintillator induced by a stopped ion of kinetic energy $E$ is calculated by integrating $\Delta L/\Delta E$ over the kinetic energy as given by eq. (2), where the QCF as a function of kinetic energy is interpolated for a continuous integration. The theoretical results are compared to the experimental results obtained by

![Fig. 2. The quenching correction factor as a function of LET for five ions is calculated with ExcitonQuenching plotted with symbols. The Birks model is fitted to each set of data shown with solid lines.](image1)

![Fig. 3. Theoretical light emission per energy as a function of kinetic energy in eq. (2) for the Pilot-U scintillator irradiated with different ions.](image2)

![Fig. 4. The scintillation efficiency $\Delta L/\Delta E$ for 3 isotopes of hydrogen, helium, and lithium as a function of (left) velocity and (right) velocity per atomic number $z$. All efficiencies coincide in the latter case.](image3)

![Fig. 5. The light emission as a function of kinetic energy for ions stopping in the plastic scintillator. The calculated ExcitonQuenching results are shown with solid lines (Chatterjee-Schaefer track structure) and dashed lines (Scholz-Kraft track structure), whereas the experimental data points from Buenerd et al. (1976) with symbols as given by the legend. The luminescence is shown for three isotopes of lithium for comparison. The ratios between the ExcitonQuenching calculated responses (solid lines) to the experimentally measured scintillation responses are shown below where the dashed horizontal lines show $\pm 10\%$ discrepancies.](image4)
4.3. Light emission

The scintillation response curves in Fig. 5, as ions are stopped in the plastic scintillator, illustrate the variation of luminescence efficiency with atomic number. The emitted light as a function of kinetic energy differs between isotopes of the same element, as illustrated in the figure with the 3 isotopes of lithium, which is in line with the experimentally measured responses reported by Avdeichikov et al. (2002) and Fig. 4. The agreement between the ExcitonQuenching calculated and experimentally measured scintillation response curves for helium, lithium, and carbon ions confirms the application of track structure theory and the kinematic Blanc model to compute the ionization quenching for \( z \leq 6 \) ion beams. However, the deviation between the predicted and measured response for oxygen ions (as much as \( \pm 25\% \)) in Fig. 5 exhibits a structure where the response is underestimated for low energies and overestimated for high energies. The magnitude and structure of the discrepancy between the two track structure models and the data are similar, implying that the deviation between theory and experimental data is related to the model itself and not the particular amorphous track structure model in question.

The Kinematic Blanc model in eq. (3) governs the fluorescence emission from de-excitation of the first singlet state but does not account for triplet state interactions. Two triplet states may interact and give rise to one molecule in the ground state and one molecule in the singlet state. The emitted light is a function of kinetic energy when the fluorescence emission is a slower time scale than normally observed (Michaelian and Menchaca-Rocha, 1994; Jain et al., 2009). Thus, the probability for a bimolecular interaction between two triplet states and subsequent fluorescence emission with the local ionization density and occurs more frequently in carbon and oxygen ion tracks than in lighter ion tracks as helium and lithium. The possibility of extending the kinematic Blanc model to include triplet state interactions was suggested by Blanc et al. (1964) but is out of the scope of the present work.

Another explanation of the deviation may be found in the current equation itself, where higher-order density terms may be required to balance the high-LET ions. Such a conclusion is in line with Torrisi (2000) where the Birks model with an additional free parameter, i.e. the Chou model, was concluded to provide a better fit to the data for high-LET.

The good agreement between data and ExcitonQuenching for \( z \leq 6 \) ions matches the results in Christensen and Andersen (2018), where the software accurately predicted the scintillation response for another plastic scintillator (BCF-60, Saint-Gobain, France) irradiated with protons.

5. Conclusion

The open-source software ExcitonQuenching predicts the quenched scintillation response in plastic scintillators exposed to ion beams based on amorphous track structure theory and a kinematic exciton model. The agreement between the software and experimental data for helium, lithium and carbon ions is, except for one outlier, better than 9\%, and as such in line with traditionally reported experimental uncertainties. The large discrepancy between the model and data for oxygen ions indicates that an additional model parameter, along with the inclusion of triplet state interactions, are required for high-LET ions.

Nonetheless, ExcitonQuenching accurately predicts the ionization quenching in the organic plastic scintillator exposed to ions with \( z \leq 6 \) based on the decay time, light yield, and density of the scintillator without any fit to the data. Such a predictive capability is in sharp contrast to most available EDSE models which contain free parameters requiring fits to each set of experimental data.
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\[
R(n) = \begin{cases} 
\frac{\sqrt{C}}{\pi r_{\min}} & \text{for } r < r_{\min} \\
\frac{C}{2} & \text{for } r_{\min} \leq r \leq r_{\max} \\
0 & \text{for } r > r_{\max}
\end{cases}
\]

for

\[
C_2 = N \left[ 1 + 2 \ln \frac{r_{\max}}{r_{\min}} \right]^{-1}.
\]
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Abstract

Ionization quenching in ion beam dosimetry is often related to the fluence- or dose-averaged linear energy transfer (LET). Both quantities are however averaged over a wide LET range and a mixed field of primary and secondary ions. We propose a novel method to correct the quenched luminescence in scintillators exposed to ion beams. The method uses the energy spectrum of the primaries and accounts for the varying quenched luminescence in heavy, secondary ion tracks through amorphous track structure theory. The new method is assessed against more traditional approaches by correcting the quenched luminescence response from the BCF-12, BCF-60, and 81-0084 plastic scintillators exposed to a 100 MeV pristine proton beam in order to compare the effects of the averaged LET quantities and the secondary ions. Calculations and measurements show that primary protons constitute more than 92% of the energy deposition but account for more than 95% of the luminescence signal in the scintillators. The quenching corrected luminescence signal is in better agreement with the dose measurement when the secondary particles are taken into account. The Birks model provided the overall best quenching corrections, when the quenching corrected signal is adjusted for the number of free model parameters. The quenching parameter kB for the BCF-12 and BCF-60 scintillators is in agreement with literature values and was found to be kB = (10.6 ± 0.1) × 10^{-2} μm keV^{-1} for the 81-0084 scintillator. Finally, a fluence threshold for the 100 MeV proton beam was calculated to be of the order of 10^{10} cm^{-2}, corresponding to 110 Gy, above which the quenching increases non-linearly and the Birks model no longer is applicable.

1. Introduction

Organic plastic scintillators are attractive for particle dosimetry due to a prompt signal, good water equivalence, and a small volume (Beddar et al 1992a, 1992b). Nonetheless, the luminescence signal deviates from the dose deposition along the beam axis, an under response termed ionization quenching, as the linear energy transfer (LET) increases. Several methods have been suggested to correct the ionization quenching in solid state detectors: a semi-empirical formula due to Birks (1951) has historically been successfully applied to correct the ionization quenching in scintillators, although the model requires a priori knowledge about the quenched response and is incapable of predicting the quenching. Murray and Meyer (1961) demonstrated a shortcoming for the model for ions, while (Boivin et al 2016) recently showed how the model breaks down for low-energy photons. The Birks model was extended by Chou (1952) with an additional quenching parameter with mixed success; Birks (1964) examined the Chou model and found the best fit when the additional parameter vanished, thereby reducing it to the Birks model. That is in contrast to Torrisi (2000) who obtained a better agreement between the model and data.
when the additional parameter is included. However, neither the Chou nor Birks model accounts for the radial energy deposition by secondary electrons (EDSE), which requires the model parameters to be experimentally determined for each primary ion and scintillator while the luminescence from heavier, secondary ions is omitted. Furthermore, the models cannot account for the temporal structure of quenching.

Blanc et al (1962, 1964) proposed a kinematic quenching model relying on the light yield and decay time of the scintillator, which can be simplified to the Birks model (Birks 1964) without the temporal component. The model allows excited states (excitons) to diffuse, fluoresce, and quench which enables a calculation of the quenching as well as quantifying the temporal structure of the quenched luminescence signal. The Blanc model has been implemented in the open-source software ExcitonQuenching (Christensen and Andersen 2018) which applies amorphous track structure theory to distribute the initial exciton density in an ion track. Amorphous track structure theory models, in contrast to a stochastic track structure theory, the radial energy deposition with a continuous penumbral region and a dense core region depending on the kinetic energy and LET of the given ion. ExcitonQuenching is consequently able to calculate the temporal structure of quenching as well as distinguishing between the quenching in ions with different atomic number through track structure theory, unlike the Birks and Chou models.

Secondary protons and heavier ions in a clinical proton beam constitute as much as 8% of the total dose (Paganetti 2002). The LET contribution from secondary protons gives rise to an elevated LET which can have an impact on the the relative biological effectiveness (RBE) (Grassberger and Paganetti 2011). The situation is reversed in scintillator dosimetry, where the high-LET secondary particles quench the luminescence more than the primary protons. Grzanka et al (2018) recently investigated the LET distribution in a spread out Bragg peak in a proton beam with a distinction between the LET from primary protons and all primaries calculated in terms of the fluence-averaged LET (LETF) and dose-averaged LET (LETD). The distinction between the primaries and all particles gave as much as 300% LET differences and highlights the importance of LET calculations for quenching corrections. The LETF was recently shown to be a questionable predictor for the RBE (Grün et al 2018), as the LETF poorly resembles a broad LET distribution, which similarly would give rise to a biased quenching correction in scintillator dosimetry. This motivates an investigation of how the averaging of the mixed particle field and the LET spectrum affects the quenching corrections in ion beams.

The present work applies the ExcitonQuenching, Birks, and Chou models to correct the ionization quenching in three organic plastic scintillators exposed to a pristine proton beam where the primary particles and nuclear fragments are taken into account. We assess how the LET-averaging affects the quenching corrections relative to the use of the entire LET spectrum and secondary ions. Furthermore, the traditional quenching correction methods rely on the implicit assumption that ionization quenching in ion tracks are independent events; such a presumption is assessed with ExcitonQuenching, where the temporal and spatial components enable an estimation of a fluence threshold, above which the excitons in ion tracks will interact on average and increase the ionization quenching.

2. Materials and methods

2.1. Experimental setup

Three organic, plastic scintillators (BCF-12 and BCF-60, Saint-Gobain, France; 81-0084, Industrial Fiber Optics, Inc, USA) with a diameter of 1 mm and 2 mm length were coupled to optical fibers connected to the ME-40 data acquisition system (Andersen 2011). The scintillators were illuminated by a water phantom with 100 MeV protons in a spot-scanned beam at the Skandion Clinic, Uppsala, Sweden. The primary proton fluence was estimated to be $\Phi = \frac{D}{s} = 5.5 \times 10^8 \text{ cm}^{-2}$ from a dose measurement $D = 0.635 \text{ Gy at 2 mm water depth with an electronic mass stopping power } s = 7.25 \text{ MeV cm}^2 \text{ g}^{-1} \text{ at } 100 \text{ MeV}$.

A reference depth-dose curve of the 100 MeV protons in the water phantom was measured with an ionization chamber (Roos, PTW Freiburg GmbH, Germany) which is used to validate the Monte Carlo model of the experimental setup. Two scintillators are introduced at a time in a hollow acrylic (PMMA) cylinder, see figure 1, carved to match the outer diameter of the ionization chamber in order to fit the same holder in the water phantom. The response curve of each scintillator in the water phantom was measured twice. The detector response from the water surface to 6.9 cm water depth was measured with 3 mm and 1 cm steps for the ionization chamber and scintillators, respectively. Both step sizes were 0.3 mm onwards.

2.1.1. Monte Carlo scoring of the dose and LET

A model of the experimental setup is implemented in Geant4 (Agostinelli et al 2003) version 10.4.p02 using the G4SP_INCLXX_EMZ physics list. A beam model detailed in Almhagen et al (2018) was used, which was validated against measured dose distributions and thus has a demonstrated ability to recreate the nuclear halo. The Geant4 model enables a scoring of the energy deposition and LET spectra for both primary and secondary particles at any point in the scintillator and ionization chamber during the experiments.
The LET is scored in Geant4 as both LET_Φ and LET_D following the recommended definition in Cortés-Giraldo and Carabe (2015), where the LET in the latter case is extracted from the Geant4 electronic stopping power tables. The dose and LET quantities are scored in voxels of side length 1 mm. The LET values in the tables and figures below are given as the LET in water. The stopping power ratios between water and the scintillating material in question are used to estimate the LET in the scintillator for quenching calculations.

The active volume in a scintillator causes an averaging of the sharp dose gradients at the pristine Bragg peak. The volume averaging is assessed through a Monte Carlo approach by scoring the dose and LET in cylinders placed along the beam axis with the cylinder axis perpendicular to the beam direction for different radii.

2.2. Quenching corrections

2.2.1. Semi-empirical quenching corrections

The luminescence dL per unit length dx of an ion incident on a scintillator with light yield per energy A will in the absence of ionization quenching equal the number of photons emitted per deposited energy, i.e. \( N \equiv A \cdot \text{LET} \). However, the luminescence is reduced with the quenching correction factor (QCF) as

\[
\frac{dL}{dx} = A \cdot \text{LET} \cdot \text{QCF}, \quad \text{for} \quad 1 \leq \text{QCF} = 1 + k_B \cdot \text{LET} + C \cdot \text{LET}^2 + \cdots ,
\]

where \( k_B \) and \( C \) are model parameters to be determined experimentally. The case \( C = 0 \) reduces equation (2.1) to the Birks model (Birks 1951) and \( C \neq 0 \) corresponds to the second-order model due to Chou (1952), which both typically rely on the LET_Φ.

2.2.2. Theoretical quenching corrections

Amorphous track structure models have historically been successfully applied to model the radial energy distribution. This work relies on the track structure model due to Scholz and Kraft (1996), as outlined in appendix A.1, to model the radial exciton density in ion tracks.

The exciton density \( n(r, t) \) in an ion track is at \( t = 0 \) governed by the amorphous track structure model and changes in time and space according to the kinematic Blanc model (Blanc et al. 1962, 1964)

\[
\frac{\partial n}{\partial t} = D \nabla^2 n - \tau^{-1} n - \alpha n^2,
\]

where \( D \) is the exciton diffusion constant, \( \tau^{-1} = p + k \) is the decay time of the scintillator, and \( p, k, \) and \( \alpha \) are the rate of fluorescence emission, uni-, and bimolecular quenching parameters, respectively. The solution to equation (2.2), subject to the initial condition given by the amorphous track structure model for a given ion and scintillator, is implemented in the open-source repository ExcitonQuenching. The scintillator parameters \( \tau \) and \( A \) are listed in table 1 whereas the Blanc model parameters are given in Christensen and Andersen (2018) along with a detailed model explanation. The light emission from the scintillator caused by an incident ion is calculated by integrating over the fluorescence term in equation (2.2), and the QCF is subsequently computed as the ratio of the light emission excluding quenching (i.e. with \( \alpha = 0 \)) to the light emission including quenching (\( \alpha \neq 0 \)).

2.2.3. Quenching corrections in a mixed radiation field

A primary or secondary ion \( i \) depositing a dose \( D_i(x) \) at the depth \( x \) will in a quenching-free case for QCF \( \simeq 1 \) give rise to a fraction \( w_i(x) = D_i(x)/D_{\text{total}}(x) \) of the luminescence signal, where \( D_{\text{total}}(x) \) denotes the total dose

\*Available for download at https://github.com/jbrage/ExcitonQuenching.
at the given depth. Nonetheless, when quenching is present, the light output for the ion \( i \) is reduced with a factor \( \text{QCF}_i > 1 \), corresponding to a quenched luminescence signal as \( w_i(x) / \text{QCF}_i(x) < 1 \). Consequently, a common correction factor \( \text{QCF}_{\text{total}} \) for the total quenched luminescence signal is computed as

\[
\frac{1}{\text{QCF}_{\text{total}}(x)} = \frac{1}{D_{\text{total}}(x)} \sum_i D_i(x) \frac{1}{\text{QCF}_i(x)}, \tag{2.3}
\]

where the summation runs over primary and secondary protons, deuterons, tritons, and two isotopes of helium. The Birks and Chou models are not directly applicable when equation (2.3) is inserted into equation (2.1) as the quenching parameters for both models vary for each type of ion and require experimental determinations. Thus, only \text{ExcitonQuenching} is applied as it accounts for the varying radial energy deposition through amorphous track structure theory. The \text{ExcitonQuenching} calculation of ionization quenching in ion tracks with atomic number \( z \leq 6 \) was validated in Christensen and Andersen (2019).

### 2.2.4. Comparison of quenching models

The quenching corrections for the three organic plastic scintillators are calculated with five approaches:

(A) With \text{ExcitonQuenching} for the case where only the luminescence from primary protons is considered, and the LET\(_{\Phi}\) for primary protons is used to correct the quenching.

(B) Using \text{ExcitonQuenching} where the quenching from both primary and secondary ions are taken into account and the quenched signal is corrected with a common correction factor according to equation (2.3).

(C) By fitting the linear Birks model to the experimentally determined QCFs as a function of LET\(_{\Phi}\) for primaries and secondary protons in line with other studies (Wang et al. 2012, Hoehr et al. 2018).

(D) By fitting the second-order Chou model to the QCFs as a function of LET\(_{\Phi}\) for primaries and secondary protons directly in equation (2.1).

(E) With a convolution of the the Chou model and the proton LET spectrum, which gives a QCF as a function of depth as

\[
\text{QCF}(x) = 1 + k B \cdot \text{LET}_{\Phi}(x) + C \left( \text{LET}_{\Phi}^{2}(x) + \sigma^{2}(x) \right),
\]

as derived in appendix A.2. I.e. the second-order term in Chou model is no longer a function of the fluence-averaged LET in equation (2.1) alone but perturbed by the variance of the LET spectrum.

#### Goodness of fit

The quality of the quenching corrected scintillator signal \( S_{\text{scint}} \) with variance \( \sigma_{\text{scint}}^2 \) compared to the dose distribution measured with an ionization chamber \( S_{\text{IC}} \) is evaluated through the \( \chi^2 \) per degree of freedom (dof) as

\[
\chi^2 = \sum_{i=0}^{n} \frac{(S_{\text{IC},i} - S_{\text{scint},i})^2}{\sigma_{\text{scint},i}^2}, \tag{2.4}
\]

where the sum runs over all data points \( n \) in the scintillator measurement and the dof is given as \( n \) minus the number of model parameters.

### 2.2.5. Exciton interactions between ion tracks

Overlapping ion tracks is a well-known phenomenon in dosimetry where e.g. initial and general recombination in gas-filled ionization chambers exposed to ion beams requires different correction methods and has previously been investigated numerically (Christensen et al. 2016). The situation is similar in scintillators, although the higher material density and rapid decay time of organic plastic scintillators limits the track interactions. The five quenching corrections in section 2.2.4 all rely on the implicit assumption that the quenching in ion tracks are independent of each other. \text{ExcitonQuenching} enables a zeroth-order approximation of a fluence threshold where the ion tracks will overlap on average and increase the quenching non-linearly, and limit the applicability of the Birks and Chou models.

### 3. Results

#### 3.1. Model and LET spectrum verification

The dose measured with the ionization chamber is compared to the Geant4 results in figure 2, where the dose distributions have not been subject to a peak match. The LET is scored from the entrance to the 80% distal dose point (Bortfeld 1997) as illustrated in the figure with a vertical dashed line. The lower figure shows the ratio of the simulated to the measured dose where the discrepancy is less than 2%. Two measurements of the BCF-12...
scintillator are normalized to the entrance and indicate the ionization quenched response relative to the dose measurements as well as alignment errors, which both are to be corrected.

The LET spectrum for both primary and secondary protons are shown in figure 3(a). The LET as a function of depth, corresponding to the arithmetic mean of the spectrum, is shown with a white, dashed line. The LET spectrum at the entry channel is sharply defined but gradually smeared out as the primary protons undergo scattering processes in the water. Figure 3(b) shows the LET spectrum extracted at three depths from figure 3(a), where the tail contributions from secondary protons are clearly visible at the two shallower depths whereas the LET spectrum at the Bragg peak is wide.

The Geant4 simulated dose and LET contributions from several ions during the experiments are presented in figure 4. Figure 4(a) shows the LET and LETD from primary and secondary protons along with deuterons, tritons, 3He, and alpha particles with their contributions to the total dose in figure 4(b). Although secondary protons only constitute up to 8% of the total dose, the LET for secondary protons at the entry channel is several times larger than that of the primaries. Isotopes of helium contribute around 0.3% of the total dose but with elevated LET of more than two orders of magnitude at the entry channel. The total contribution to the dose from secondary ions thus amounts to several percent throughout the beam with an uneven LET distribution, giving rise to a non-linear common quenching correction as a function of depth.

### 3.2. Scintillation response

The scintillator response as a function of depth varies from the ionization chamber measurement not only due to ionization quenching but is furthermore subject to both an alignment offset with the ionization chamber as well as a volume averaged signal.

#### 3.2.1. Volume averaging

The effect of volume averaging of the dose and LET distributions is investigated in appendix A.3, where the dose and LET are scored in 0.1 mm, 1 mm, and 3 mm volumes in Geant4. The deviation between the dose and LET scored in 1 mm wide voxels to the same quantities scored in 0.1 mm wide voxels is less than 2% and as such in agreement with the results in Archambault et al (2008). The 2% deviation for the 1 mm diameter scintillators is within the experimental uncertainties at the Bragg peak.

#### 3.2.2. Scintillator alignment errors

The positioning of the scintillators in the holder is corrected for any misalignment in line with the approach suggested in Wang et al (2012): the QCFs are for a given depth shift of the scintillator measurement calculated as the ratio between the measured dose and the quenched scintillator signal. The linear Birks model is then fitted to the data as a function of LET and the quality of the particular shift is evaluated through $\chi^2$/dof between the model and the experimentally determined QCFs. The best fit is found by interpolation as the shift minimizing $\chi^2$/dof.

A similar approach was applied for method (D) with the Chou model, where the $\chi^2$/dof was calculated after fitting a second-order function to the QCFs, to avoid comparing the quality of the quadratic Chou model to data shifted according to the linear Birks model. The scintillator shift corrections obtained for the Chou model in method (D) were applied to method (E) in order to compare the LET and spectrum corrected quenching luminescence. All scintillator measurements were shift corrected less than 1 mm, and the two measurements for each scintillator were subsequently concatenated into a single scintillator response curve.

### 3.3. Quenching corrections models

The experimentally determined QCFs as a function of LET for the BCF-12 scintillator are shown in figure 5, where the data were shifted according to the Birks model. The QCFs are calculated with ExcitonQuenching using methods (A), where only the LET from the primary protons in figure 3 is taking into account, and (B) which includes the six ions in figure 4 and calculates a common QCF as given by equation (2.3). Method (C) with the Birks model is fitted to the experimentally obtained QCFs with quenching parameter $kB$ listed in table 1. The agreement between the models in figure 4 is representative for the results obtained for the BCF-60 and 81–81004 scintillators.

#### 3.3.1. Mixed field quenching

The dose-weighted QCFtotal for the relevant ions are calculated with ExcitonQuenching in approach (B) for the BCF-12 scintillator in figure 6. Secondary protons contribute 5% of the luminescence signal at 3 cm depth although the dose contribution is 8%, while the primary protons give rise to 95.4%–99.8% of the luminescence signal along the central beam axis. Constant quenching corrections along the beam axis, as the case approximately is for the alpha particles, are negligible for relative scintillator measurements.
3.3.2. Quenching corrections

Each of the three quenched scintillator responses is corrected with the five quenching correction methods (A)–(E) and compared to the ionization chamber measurement resulting in the $\chi^2/\text{dof}$ values listed in table 1. The quenching corrections are not included for method (E) as it is not a function of LET. The discrepancies between the corrected scintillator signals and the dose measurement exhibit similar structures. The deviations from the dose measurements are for the entry channel around 2.5% for the BCF-scintillators and less than 1% for the 81-0084 scintillator. The deviation at the Bragg peak is within 5% except for an outlier, whereas the BCF-60 and 81-0084 scintillators both exhibit discrepancies as much as 10%.

Table 1. Comparison of quenching corrected scintillator measurements through $\chi^2/\text{dof}$ for the five methods (A)–(E). The light yield and decay time for the BCF scintillators are given by the manufacturer (Saint-Gobain, France). The fitted Birks and Chou quenching parameters $k_B$ and $C$ in equation (2.1) are listed for the three scintillators for methods (C) and (D) with ($k = 2$) uncertainties. The quenching parameters are not included for method (E) as it is not a function of LET alone.

<table>
<thead>
<tr>
<th>Scintillator</th>
<th>Methods (A) and (B), ExcitonQuenching</th>
<th>Method (C), Birks</th>
<th>Method (D), Chou (LET)</th>
<th>Method (E), Chou (LET-spectrum)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Light yield (% Anthracene)</td>
<td>$\tau$ (ns)</td>
<td>$\chi^2/\text{dof}$</td>
<td>$\chi^2/\text{dof}$</td>
</tr>
<tr>
<td>BCF-12</td>
<td>46</td>
<td>3.2</td>
<td>0.72</td>
<td>0.70</td>
</tr>
<tr>
<td>BCF-60</td>
<td>41</td>
<td>7.1</td>
<td>1.33</td>
<td>1.26</td>
</tr>
<tr>
<td>81-0084</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*The light yield was unavailable and ExcitonQuenching as such not applicable.*

3.4. Quenching thresholds

The quenching fluence threshold is computed by sampling ion tracks to resemble different fluences. The quenching between two parallel 100 MeV proton tracks in the BCF-12 scintillator is investigated in figure 8, where the spatial distance between the two tracks is shown on the abscissa, and the ordinate shows the time between the...
The QCF map is calculated by interpolating the QCF results of 5000 uniformly log-sampled points where only a fraction of the samples is shown in the figure. The fluence is approximated as the inverse of the square of the distance between the proton tracks. The $QCF = 1.056$ for a single ion track for the given proton energy and scintillator, and such a value in the QCF map corresponds to the case, where the quenching in the ion

Figure 3. (a) Geant4 calculations of the LET spectrum for primary and secondary protons. The arithmetic mean, the $LET_\Phi$, is delineated with a dashed, white line. The LET distributions at the three depths (1) 1 cm (dotted line), (2) 6 cm (solid line), and (3) the Bragg peak at 7.61 cm (dot-dashed line) are shown in (b). The mean and 1 standard deviation for the three non-normal distributions are (1) $(0.780 \pm 0.058)$ keV $\chi_m^{-1}$, (2) $(1.48 \pm 0.42)$ keV $\chi_m^{-1}$, and (3) $(6.07 \pm 2.90)$ keV $\chi_m^{-1}$.

Figure 4. (a) LET distributions for primary and secondary protons, deuterons, tritons, $^3$He, and alpha particles. The $LET_\Phi$ is plotted with dashed lines and the $LET_D$ with solid lines. (b) The dose distributions of the six ions contributing the most to the dose deposition. The dashed vertical lines indicate the distal 80% dose threshold.

two protons. The QCF map is calculated by interpolating the QCF results of 5000 uniformly log-sampled points where only a fraction of the samples is shown in the figure. The fluence is approximated as the inverse of the square of the distance between the proton tracks. The QCF = 1.056 for a single ion track for the given proton energy and scintillator, and such a value in the QCF map corresponds to the case, where the quenching in the ion
Figure 5. The experimentally obtained QCFs for the two BCF-12 measurements where the linear Birks model is fitted to the data. The QCFs are computed with ExcitonQuenching using methods (A) and (B). The ratios between the model-predicted to the experimentally determined QCF is shown below with the same line styles as given in the legend above.

Figure 6. The percentage of the total luminescence signal for each of the included ions (solid lines) plotted on the left ordinate as predicted by equation (2.3) for the BCF-12 scintillator. The right ordinate shows the percentage of the luminescence signal caused by primary protons plotted with a dashed line. The distal 80% dose point is marked with a vertical, dashed line.

tracks are independent of each other. The horizontal, dashed line in the figure is the characteristic decay time of the scintillator, whereas the dashed, vertical line is the distance corresponding to twice the ion core radius in the Scholz–Kraft model in appendix A.1.

4. Discussion

4.1. Monte Carlo calculations

4.1.1. Geant4 model validation

The agreement between the Geant4 calculated dose and the ionization chamber measurements in figure 2 confirms the application of the Geant4 model to calculate the LET and dose distributions in figures 3 and 4. Furthermore, the dose and LET scoring variations due to volume averaging in appendix A.3 are not corrected as the LET variations are below 2%, i.e. well below the experimental uncertainties.

4.1.2. Proton LET spectrum

The LET spectrum of primary and secondary protons in figure 3(a) exhibits a relative sharp fluence distribution at the entry channel as exemplified in figure 3(b) at the three depths. As the LET spectrum is sharp at the entry
channel LET\(\Phi^2 + \sigma^2 \approx LET\Phi^2\), i.e. equation (A.3b) reduces to the normal Chou model as a function of LET\(\Phi\) in equation (2.1) without the variance dependency. As such, the convolution of the Chou model and the LET spectrum in equation (A.3b) is redundant. The situation differs at the Bragg peak where LET\(\Phi^2 + \sigma^2 \approx 4.4\) and the error on the second-order term in equation (A.3b) increases correspondingly if the variance of the LET spectrum is omitted. This shows, that the LET spectrum cannot be neglected at the Bragg peak for the Chou model, which is similar to the LETD discussions and conclusion in Grün et al (2018).

### 4.2. Scintillator quenching

#### 4.2.1. Quenching correction factors

The experimentally determined QCFs in figure 5 deviates 3% below 4 keV \(\mu m^{-1}\) for methods (A)–(C) except for an outlier. The quenching correction parameter \(kB\) in table 1 for the BCF-12 scintillator deviates 10% and 3% from the results published in Wang et al (2012) and Alsanea et al (2018), respectively. The \(kB\) value for the BCF-60 scintillator is between the two values reported by Hoehr et al (2018). The Chou model in method (D) provided the best fit to the data for \(C \neq 0\) for the BCF scintillators, in agreement with (Torrisi 2000), and \(C = 0\) for the 81-0084 scintillator in agreement with (Birks 1964). The quenching parameters \(kB\) and \(C\) were not extracted for method (E) since the QCFs are obtained as a function of depth rather than LET\(\Phi\) as the latter is perturbed by the variance of the LET spectrum.

#### 4.2.2. Energy deposition by secondary, heavy ions

The contributions from deuterons, tritons, and helium isotopes constitute around 0.3% of the total dose, except for the dip at the Bragg peak with LETs ranging from 1 to 2 orders of magnitude larger than that of the primaries. The huge LETs combined with slow velocities lead to dense track structures with an enormous local energy deposition and thus ionization quenching. Consequently, the particles heavier than a proton will due to a low dose contribution give rise to a negligible quenching correction in proton beams as shown in figure 6 and equation (2.3). For relative measurements, the inclusion of the heavy secondary ions is negligible, as they contribute almost uniformly to the dose along the beam axis. However, if the light yield of the scintillator is to be calculated from the scintillator measurements as in Alsanea et al (2018), the quenched light emission from secondary protons needs to be considered and corrected, while the heavier secondary ions would give rise to less than a 1% luminescence correction. The situation is however different in heavy ion beams where the dose contribution from secondary, heavy ions is significantly larger and needs to be corrected. However, the elevated LET in the plateau region of a heavy ion beam would reduce the experimental uncertainties inevitable related
to measurements at the Bragg peak in a proton beam, and thus improve the possibilities for relating ionization quenching to LET and track structure theory.

The dose contribution from secondary protons is uneven and constitutes up to 8% of the total dose while the LET at the entry channel is comparable to the LET of the primaries at the Bragg peak. Thus, the secondary protons contribute unevenly to the quenching along the beam axis, which is reflected in the better fit for ExcitonQuenching method (B) than (A) in table 1, where the former method corrects the quenched signal from all particles.

4.2.3. Quenching models
The quenching corrected signals in figure 7 all exhibit a similar structure with a deviation around 2% from the entrance region to 6 cm depth with an increasing discrepancy to 5% for the BCF-12 scintillator and 9% for the BCF-60 and 81-0084 scintillators. The Birks model in method (C) gave the overall lowest $\chi^2$/dof in table 1. A direct $\chi^2$/dof comparison across the methods is however difficult as the data for the Birks and Chou models were shifted differently. The Birks model method (C) performs well for quenching corrections in proton beams due to its linearity; the convolution of the LET spectrum and the linear model yields exactly the LET, see equation (A.4), and the Birks model, correcting the quenching with the LET and not LETD, as such automatically incorporates the full proton LET spectrum. This is in contrast to the Chou model method (E) which relies on the variance of the LET spectrum rather than the arithmetic mean alone.

The inclusion of the secondary ions with ExcitonQuenching in method (B) gives a slightly better quenching correction than method (A) with primaries alone. However, the Birks model gives overall better corrections than ExcitonQuenching: the scintillation measurement data are shifted to match the Birks or the Chou quenching model, which furthermore are fitted directly to the data, i.e. a better fit from the Birks and Chou models are expected. As ExcitonQuenching relies on amorphous track structure and a kinematic model, the derived QCFs are general calculations rather than fits to the particular set of data. A drawback with ExcitonQuenching is observed for the 81-0084 scintillator, where the method could not be applied as the light yield of the scintillator is unavailable.

4.3. Fluence thresholds for quenching
The map of the QCF for two proton tracks separated at different distances and times in figure 8 shows a region where QCF > 1.056, i.e. where the excitons in the ion tracks interact significantly. The zeroth-order approximation enables an estimation of a fluence threshold for 100 MeV protons of $\Phi_{TH} = 10^{10}$ cm$^{-2}$, corresponding to 110 Gy, at which two proton tracks overlap sufficiently to modify the quenching. However, multiple tracks will overlap during an irradiation (Greilich et al 2014) and even the exciton density in the penumbras may consequently lead to substantial quenching, increasing non-linearly with the numbers of overlap. The QCF map indicates that two proton tracks should interact within 10 ns, corresponding to $\approx 3r$, for mutual quenching to occur. Such a pulse length is relevant for cyclotrons, where the quenching depends on the cyclotron frequency, in particular for high dose-rates. The fluence of the proton beam during the experiments

![Figure 8. The QCF map for two 100 MeV proton tracks computed with ExcitonQuenching in the BCF-12 scintillator. The spatial distance between the two ion track centres is shown on the abscissa and the time between the two ions on the ordinate. The horizontal dashed line corresponds to the characteristic decay time of the scintillator $\tau$ whereas the vertical dashed line is twice the ion core radius $r_{min}$.](image-url)
was thus more than an order of magnitude smaller than $\Phi_{TH}$, which justifies the application of the quenching models, all relying on the quenching in ion tracks being independent of each other.

5. Conclusions

The differences between the LET-averaging and the LET spectrum on the quenched luminescence signal were investigated with three quenching models and three plastic scintillators. The open-source code ExcitonQuenching was applied to investigate how the heavy ion fragments in the proton beam affects the quenching and hence the luminescence during proton irradiation. The ExcitonQuenching results show, that while the primary protons constitute 92%–99% of the dose, the elevated LET of the secondary ions quenches the light emission in the secondary ion tracks more than the primary protons. Thus, the primary protons constitute more than 95% of the luminescence signal at the entry channel and close to 100% at the Bragg peak. The dose contribution from heavy secondary ions is too low in proton beams to require a quenching correction, but would be necessary to include for beams of heavier ions.

The quality of the five quenching correction methods were examined through $\chi^2$/dof, accounting for the number of free model parameters. The results show that the Birks model, relying on the fluence-averaged LET, provides the best fit to the data as it includes the full proton LET spectrum due to its linearity. This is in contrast to the Chou method with an additional model parameter which depends on the both the mean and variance of the proton LET spectrum due to its non-linearity: the LET is much larger than the variance of the LET spectrum at the entry channel, and as such a good predictor for the quenching, but the large variance around the distal edge requires the inclusion of the spectrum at such a depth. The Chou model is not relevant for proton beams as its extra parameter relative to the Birks model is negligible, while the quenching correction factors are perturbed by the variance of the LET spectrum at the Bragg peak.

The volume averaging of a 1 mm diameter scintillator is numerically shown to give rise to a deviation less than 2% for the dose and LET calculations provided the analysis is truncated at the 80% distal dose point. The interactions between excitons from different tracks were investigated by varying both the distance between two ion tracks in an organic scintillator as well as the time between them. This led to an estimation of a fluence threshold of $10^{10}$ cm$^{-2}$ for pulses of the order of 10 ns, where the quenching increases greatly, and above which the Birks model no longer is applicable.
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Appendix

A.1. Amorphous track structure model

The Scholz–Kraft track structure model consists of penumbral and core radii defined as

$$r_{\text{max}} = 0.05 E^{1.7} \mu \text{m}, \quad r_{\text{min}} = 0.01 \mu \text{m},$$

respectively, where $E$ (MeV/nucleon) is the kinetic energy of the projectile and the radii are scaled according to the density of the medium. The model governs an initial radial exciton density $n$ of

$$n(r) = \begin{cases} 
C & \text{for } r < r_{\text{min}} \\
C r_{\text{min}}^{-2} & \text{for } r_{\text{min}} \leq r \leq r_{\text{max}} \\
0 & \text{for } r > r_{\text{max}}
\end{cases}, \quad \text{for } C = A \cdot \text{LET} \left( \pi \left[ 1 + 2 \ln \frac{r_{\text{max}}}{r_{\text{min}}} \right] \right)^{-1},$$

(A.1)

where $A$ is the light yield.

A.2. LET spectrum quenching models

Let $\varphi(s, x)$ be the normalised intensity of the LET denoted with $s$ at a depth $x$. The arithmetic mean (i.e. LET$_\varphi$) and variance $\sigma^2$ of the spectrum at any depth is conventionally given as

$$\text{LET}_\varphi(x) = \int_0^\infty s \varphi(s, x) \, ds, \quad \sigma^2(x) = \int_0^\infty s^2 \varphi(s, x) \, ds - \text{LET}_\varphi^2(x),$$

(A.2)

respectively. Consequently, the convolution of the Chou model in equation (2.1) and the LET spectrum as a function of depth yields a QCF as a function of depth as
$QCF(x) = \int_0^\infty \left( 1 + k_B \cdot s + C \cdot s^2 \right) \varphi(s, x) \, ds \quad \text{(A.3a)}$

\[
QCF(x) = 1 + k_B \cdot \text{LET}_\Phi(x) + C \left( \sqrt{\sigma(x)} + \text{LET}_\Phi(x) \right) \quad \text{(A.3b)}
\]

whereas the Birks model due to its linearity is unchanged as

\[
QCF(x) = \int_0^\infty (1 + k_B \cdot s) \varphi(s, x) \, ds = 1 + k_B \cdot \text{LET}_\Phi(x). \quad \text{(A.4)}
\]

**A.3. Volume averaging**

The dose and LET$\Phi$ scored in volumes of different diameter in Geant4 are shown in figure A1. The 1 mm diameter scoring yields differences smaller than 2% shallower than the 80% distal dose point.
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Abstract

The ion recombination is examined in parallel-plate ionization chambers in scanning proton beams at the Danish Centre for Particle Therapy and the Skandion Clinic. The recombination correction factor $k_s$ is investigated for clinically relevant energies between 70 MeV and 244 MeV for dose-rates below $900 \text{ Gy min}^{-1}$ in air. The Boutillon formalism is used to separate the initial and general recombination. The general recombination is compared to predictions from the numerical recombination software IonTracks and the initial recombination to the Jaffé theory. $k_s$ is furthermore calculated with the two-voltage method (TVM) and extrapolation approaches. The TVM is in agreement with the Boutillon method and IonTracks for dose-rates above $D_0 \approx 100 \text{ Gy min}^{-1}$. However, the TVM calculated $k_s$ is closer related to the Jaffé theory for initial recombination below $D_0$, indicating limitations in scanning light ion beams. The recombination is mapped as a function of the dose-rate and proton energy at the two centres using the Boutillon formalism: the initial recombination parameter was found to be $A = (0.12 \pm 0.2) \text{ V}$ at DCPT and $A = (0.11 \pm 0.2) \text{ V}$ at Skandion which is larger than the Jaffé theory for initial recombination but lower than previously reported values. The general recombination parameter was estimated to $m^2 = (3.4 \pm 0.7) \cdot 10^3 \text{ V}^2 \text{ nA}^{-1} \text{ cm}^{-1}$ and $m^2 = (2.8 \pm 0.4) \cdot 10^3 \text{ V}^2 \text{ nA}^{-1} \text{ cm}^{-1}$.
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Gas-filled ionization chambers (ICs) retain the position as the recommended detector for photon, electron, and ion beams in protocols as the IAEA TRS-398 (Andreo et al. 2000) and AAPM TG-51 (Almond et al. 1999). ICs are attractive for both reference dosimetry and daily quality assurance (QA) but the charge collection efficiency remains an issue. The charge liberated between the electrodes is drifting towards the electrode of opposite polarity with a possibility of recombining with other charge carriers: the probability for two charge carriers to recombine depends on several factors but varies enormously with the center of mass energy between the charge carriers. Hence, the recombination cross sections are currently insufficient for Monte Carlo methods to be applied for recombination corrections in ICs.

The ion recombination is traditionally divided into two categories: the recombination between charge carriers liberated from the same particle (initial recombination) or the recombination between charge carriers from different particles (general or volume recombination). The former case depends strongly on the linear energy transfer (LET) and the ion track structure whereas the latter is more closely related to the dose-rate.

The initial recombination in parallel-plate ICs irradiated with ion beams was treated theoretically by Jaffé 1913, 1929 and extensively experimentally confirmed in light and heavy ion beams (Kanai et al. 1998; Rossmome, Hopfgartner, et al. 2016; Liszka et al. 2018). The Jaffé theory for initial recombination in an ion track was generalized numerically in the open-source code IonTracks (Christensen, Tölli, and Bassler 2016) to include the interaction between multiple ion tracks and thus to account for both initial and general recombination.

The general recombination was for several decades mainly studied in photon and electron beams and theories were developed accordingly for uniform charge carrier distributions and low-LET beams without initial recombination (Thomson 1899; Mie 1904; Boag 1950; Greening 1964). Boag and Currant 1980 developed the foundation for the widely applied two-voltage method (TVM) which is recommended by IAEA TRS-398 and AAPM TG-51 among other protocols to correct the recombination in clinically relevant beams. The model was later extended to include a free-electron component (Boag, Hochhäuser, and Balk 1996), which reduces the ion recombination, as the electrons are almost immediately collected. Rossmome, Horn, et al. 2017 observed that the TVM is not applicable to scanned light-ion beams in cases where the initial recombination cannot be neglected.

The recombination in a gas-filled parallel-plate IC is in the present work investigated experimentally at the Skandion Clinic (Uppsala, Sweden) and the Danish Centre for Particle Therapy (DCPT, Aarhus, Denmark) with Roos-type chambers.

The initial and general recombination is separated using the approach developed by Boutillon 1998 and extended by Palmans, Thomas, and Kacperek
Monte Carlo models of each beam line is used to extract the LET along the central beam axis for all experiments, which is used to model the initial recombination with the Jaffé theory and IonTracks. Furthermore, the Monte Carlo models are used to estimate an effective dose-rate of the spot-scanning proton beams as suggested by Liszka et al. 2018. The IC is irradiated with protons at different energies and dose-rates in order to map the recombination as a function of dose-rate and perform an inter-comparison between the two proton therapy centres.

The mapping of the ion recombination as a function of proton energy and dose-rate enables an estimate of a lower dose-rate threshold, where initial recombination dominates, and the TVM is no longer applicable for daily QA. Furthermore, the mapping enables the prediction and correction of the recombination in spread out Bragg peaks.

V.2 Materials and Methods

V.2.1 Experimental setup and Monte Carlo

The recombination was measured at The Skandion Clinic and the DCPT with the same Roos-type IC irradiated in 10 cm × 10 cm fields consisting of 41 × 41 spots at 2 cm reference depth in water. The IC was irradiated three times for each dose-rate at each of the polarization voltages 50 V, 67 V, 83 V, 125 V, and 200 V to avoid charge multiplication at higher voltages. The ion collection time in the IC varied between 0.12 ms (at 200 V) and 0.5 ms (at 50 V).

The dose deposited for a given energy and number of Monitor Units (MUs) is measured with the IC and related to the energy deposition per proton through a Monte Carlo model of each beam line. The spot deposition time was for each beam structure extracted from the log files. The dose, spot deposition time, and beam configuration were converted into an effective dose-rate following the procedure given in Liszka et al. 2018. The LET is scored as the fluence-averaged LET (LET\(\Phi\)) following the recommendations of Cortés-Giraldo and Carabe 2015.

Measurements at the Skandion Clinic

The Roos-type IC was irradiated with 70 MeV, 150 MeV, and 226 MeV protons corresponding to the available energy range of the Proteus-235 cyclotron (IBA, Belgium). The cyclotron delivers the pulses with 106 MHz and the spot duration varied between 3 ms at 226 MeV and 20 ms at 70 MeV. The beam is treated as a continuous beam as the spot duration is much longer than the charge collection time in the IC which in turn is longer than the pulse length.

The Proteus-235 cyclotron system tries to optimize the beam delivery time, and the dose-rate is varied by increasing the number of MUs per spot. The dose-rate or beam current does not increase linearly with the number of MUs
per spot and is moreover limited by the maximum available beam current. The recombination was investigated for each of the three energies for 0.08 MU/spot, 0.2 MU/spot, 0.4 MU/spot, and 1 MU/spot.

The energy deposition and proton LET in the IC and water at the Skandion Clinic is calculated with a Geant4 (Agostinelli et al. 2003) Monte Carlo model of the gantry and water phantom as detailed in Almhagen et al. 2018.

Measurements at the Danish Centre for Particle Therapy

The ProBeam Proton Therapy System (Varian Medical Systems, USA) at DCPT was used to irradiate the IC at 70 MeV, 150 MeV, 226 MeV, and 244 MeV. The dose-rate in the 72.8 MHz ProBeam system is adjusted with the dose-rate factor (DRF), where e.g. DRF = 0.2 for a given energy approximately corresponds to 1/5 of the dose-rate relative to DRF = 1.0. The dose-rate is varied for DRF = 0.2, 0.5, and 1.0 in the present work. The spot duration times extracted from logfiles last from 2.6 ms (for 244 MeV and DRF = 1.0) to 22 ms (for 70 MeV and DRF = 1.0). The dose-rate for DRF = 1.0 for 70 MeV is so low that the DRF was not decreased any further as the general recombination already was close to negligible.

The dose deposition and LET at DCPT during the experiments are calculated using an in-house developed gantry model based on the Geant4 toolkit TOPAS (Perl et al. 2012).

V.2.2 Theory

The general recombination of low-LET beams is occasionally corrected with means of extrapolation, where the collection efficiency $f$ is related to the polarization voltage $V$. The recombination in pulsed beams exhibit a linear behaviour when $f^{-1}$ is plotted versus $V^{-1}$, whereas a linearity is observed for continuous beams for $f^{-1}$ as a function of $V^{-2}$. The TVM is applicable for a continuous beam and defined as

$$k_s = \frac{\left(\frac{V_1}{V_2}\right)^2 - 1}{\left(\frac{V_1}{V_2}\right)^2 - \frac{Q_1}{Q_2}},$$  \hspace{1cm} (V.1)

where $Q_i$ is the charge collected at polarization voltage $V_i$. The TVM, however, is based on the approximately uniform charge carrier distribution in photon and electron beams and its application to recombination in light ion beams has been demonstrated to be questionable (Palmans, Thomas, and Kacperek 2006; Rossomme, Horn, et al. 2017).
The Jaffé theory for initial recombination

Jaffé 1913, 1929 investigated the initial recombination in ionization chambers exposed to ions and deduced the collection efficiency as

\[ f_{\text{Jaffe}} = \frac{y_1}{y_2} \exp(-y_1) \left[ \text{Ei}(y_1 + \ln(1 + y_2)) - \text{Ei}(y_2) \right] \tag{V.2} \]

with

\[ y_1 = \frac{8\pi D}{a N_0}, \quad y_2 = \frac{2dD}{\mu b^2 E}, \quad \text{and} \quad N_0 = \frac{\text{LET}}{W}, \tag{V.3} \]

where \( \text{Ei} \) denotes the exponential integral, \( d \) is the distance between the collecting electrodes, \( E \) is the strength of the electric field parallel to the ion tracks, and \( N_0 \) is the linear ion density where \( W \) is the mean energy expended in air per formed ion pair taken from IAEA TRS-398. The recombination coefficient \( \alpha \), ion mobility \( \mu \), and diffusion constant \( D \) are listed in Christensen, Tölli, and Bassler 2016. Kaiser et al. 2012 demonstrated that the Gaussian track structure applied in the Jaffé theory gave a better agreement with experiments than traditional amorphous track structure models. The Gaussian track radius \( b \) is depending on the LET and is implemented as suggested by Rossonme, Horn, et al. 2017.

The Jaffé theory is used to compute the initial recombination correction factor \( k_{s,\text{Jaffe}} \) in a Roos-type IC in figure V.1(a) for the 4 relevant proton energies over a wide range of voltages, where the LET\(_\Phi\) at 2 cm water depth, corresponding to the effective point of measurement in the IC, is calculated with Geant4.

Separation of initial and general recombination

An approach to separate initial and general recombination in a continuous beam was suggested by De Almeida and Niatel 1986, generalized by Boutillon 1998, and later extended (Palmans, Thomas, and Kacperek 2006) to include temporal variations in the beam structure. With \( I_V \) denoting the ionization current at polarization voltage \( V \), the initial and general recombination can be estimated by measuring the current at lower voltages \( I_{V/n} \), where \( n > 1 \), as

\[ \frac{I_V}{I_{V/n}} \approx 1 + (n - 1) \frac{A}{V} + (n^2 - 1) \frac{m^2 g V^2}{V^2} I_V, \tag{V.4} \]

where the second term on the right-hand side is the contribution from initial recombination and the third term represents the general recombination. \( m^2 \) is related to the general recombination while \( A \) is a geometrical parameter related to initial recombination. \( g = d^4/(6v) \) for a plane-parallel chamber with electrode gap \( d \) and nominal IC volume \( v \) (Palmans, Thomas, and Kacperek 2006). After the parameters \( A \) and \( m^2 \) have been experimentally determined, the recombination correction factor in the Boutillon approach is estimated as

\[ k_{s}^{B} \approx 1 + \frac{A}{V} + \frac{m^2 g V^2}{V^2} I_{V,\text{eff}}, \tag{V.5} \]
Figure V.1: (a) The correction for initial recombination as predicted by the Jaffé theory in a parallel-plate chamber with 2 mm electrode spacing for the relevant proton energies and chamber voltages. (b) The correction factor for initial recombination in the same air-filled IC along the central axis of a 100 MeV proton beam in water calculated with the Jaffé theory (lines) and IonTracks (markers) for 2 polarization voltages. The dose is shown in (b) for reference.

where $I_{V,\text{eff}}$ is the effective current in the IC at voltage $V$ which is to be estimated through a combination of Monte Carlo calculations and dose measurements.

The contribution from initial recombination $A/V$, i.e. for small currents when the track overlap is insignificant, is traditionally regarded as a constant related to the IC (Boutillon 1998; Palmans, Thomas, and Kacperek 2006). However, the initial recombination varies with the proton energy along with several other factors, and the term $A/V$ is in the present work assessed directly against the Jaffé theory through $A/V \approx k_{Jaffé} - 1$.

**Numerical recombination calculations**

The software IonTracks is able simulate the recombination in parallel-plate ICs by sampling ion tracks in time and space from distributions corresponding to a given dose-rate. IonTracks relies on amorphous track structure theory and models the density of charge carriers in a track as

$$n(r) = \frac{N_0}{\pi b^2} \exp \left( - \frac{r^2}{b^2} \right),$$

(V.6)
where \( r \) is the radial distance from the center, \( N_0 \) is given in eq. (V.3), and \( b \) is, as for the Jaffé theory, derived from Rosomme, Horn, et al. 2017 for a given proton LET. The movement of charge carriers in the IC in an electric field \( \vec{E} \) is governed by

\[
\frac{\partial n_\pm}{\partial t} = D \nabla^2 n_\pm \mp \mu \left( \vec{E} \cdot \nabla n_\pm + n_\pm \vec{E} \cdot \nabla \right) - \alpha n_+ n_-
\]  

(V.7)

where \( n_\pm \) denotes the densities of the positive and negative charge carriers respectively (Thomson 1899). The first term in the brackets corresponds to the charge carrier drift in the externally applied electric field whereas the last term in the brackets represents the space-charge screening of the charged particles exerted by neighbouring charge carriers. The space-charge screening effects in air are traditionally neglected for low-LET beams (Boag, Hochhäuser, and Balk 1996) corresponding to therapeutic relevant proton beams. The first term on the right-hand side is the charge carrier diffusion and the last a sink term corresponding to the recombination. IonTracks computes the recombination by solving eq. (V.7) subject to conditions given by the dose-rate and the ion track structures as modelled by eq. (V.6).

IonTracks is available for download along with an implementation of the Jaffé theory eq. (V.2) in a parallel-plate ionization chamber\(^1\). The LET \( \Phi \) along the central axis of a 100 MeV proton beam is used to calculate the initial recombination with IonTracks and the Jaffé theory in figure V.1(b) with geometrical parameters of a Roos-type IC. The LET \( \Phi \) is scored in water and converted to the electronic stopping power in air using \texttt{libdEdx} (Toftegaard et al. 2014).

### V.3 Results and Discussion

#### V.3.1 Calculations of the effective dose-rates

The effective dose-rates in the ionization chamber exposed to the scanning proton beam as a function of dose-rate factor is shown in figure V.2 with typical standard uncertainties of 2\% as given in Liszka et al. 2018. The measurements with the Varian ProBeam at DCPT in figure V.2(a) show a linearly increasing dose-rate for an increasing DRF for the 150, 226, and 244 MeV energies. Thus, the recombination is expected to increase with the DRF.

The dose-rates of the Proteus-235 at the Skandion Clinic in figure V.2(b) exhibit a proportional increase with the number of MU/spot for the 150 MeV and 226 MeV energies until 0.4 MU/spot. However, the 70 MeV energy is relative constant as a function of MUs/spot as the system increased the spot duration time rather than the beam current. Consequently, the recombination is expected to be similar for the 70 MeV measurements at the Skandion Clinic.

\(^1\)https://github.com/jbrage/IonTracks
V.3 Results and Discussion

V.3.2 Recombination correction factors

Extrapolation and the TVM

An example of the charge collected in the IC during irradiation with 226 MeV protons at DCPT is shown in figure V.3 with 1 standard deviation statistical uncertainties. The collected charge is for each DRF normalized to the charge collected at 200 V where $k_s$, obtained from both linear and quadratic extrapolation, is given in each legend. The recombination correction factor obtained with quadratic extrapolation is however overall associated with huge uncertainties as shown in figure V.3(a) for all DRFs and energies and recombination correction methods.

The non-linearity of the recombination in figure V.3(a) as a function of the inverse voltage illustrates why the application of the TVM can be problematic: the Boag theory assumes a uniform charge carrier distribution with a linear relationship and the TVM may thus err in the present case. The inverse charge collection as a function of $1/V$ or $1/V^2$ in figure V.3 is representative for all measurements at DCPT and Skandion, and only the linear extrapolation as a function of $1/V^2$ in figure V.3(b) is used henceforth to extrapolate to $k_s$. The Jaffé theory in eq. (V.2) gives \( k_s^{\text{init}} \simeq 1.0002 \) for a 226 MeV proton in air at 200 V with electrode spacing $d = 0.2 \text{ cm}$ and \( k_s^{\text{init}} \simeq 1.0004 \) at 70 MeV with the same conditions as given in figure V.1(a).

The recombination correction factor is shown in figure V.4 for the linear extrapolation method and the TVM for each proton energy at 200 V polarization voltage. The Jaffé theory is used to estimate the initial recombination at 200 V which is plotted with horizontal dashed lines at each energy for reference.

Figure V.2: The calculated effective dose-rates in the gas-filled IC as a function of the dose-rate variations at (a) DCPT and (b) the Skandion Clinic.
**Figure V.3:** The collected charge $Q_c$ for the 5 voltages normalized to the charge collected at 200 V for 226 MeV protons at DCPT. The recombination correction factors $k_s$ (with 1 standard deviation statistical uncertainties estimates from the fits) given in the legends are obtained from extrapolation using (a) a quadratic fit and (b) a linear fit.

The relative collected charges as a function of the effective currents $I_{\text{eff}}$ are shown in figure V.5 for the measurements at DPCT and Skandion. The Boutillon theory in eq. (V.4) is fitted to the data in each figure by minimizing the total least-square difference between the data and the fits. The initial and general recombination parameters obtained from each minimization is listed in table V.1. The initial recombination parameter $A$ in the Boutillon formalism is compared to the initial recombination estimated with the Jaffé theory and estimates with two Roos-type chambers in a low-energy proton beam by Palmans, Thomas, and Kacperek 2006. Boutillon 1998 suggests a generic $A = 0.25$ value for photon beams, which is significantly larger than the initial recombination in proton beams as modelled in the Jaffé theory in eq. (V.2), which averaged over the relevant proton energies is $A = 0.041$ in a Roos-type chamber with collecting...
Figure V.4: The recombination correction factor $k_s$ calculated with the TVM (crosses) and the linear extrapolation method (circles) at 200 V for all energies and dose-rates. The Jaffé theory for initial recombination is plotted for reference for each energy with horizontal dashed lines for each energy. Lines connect the $k_s$ values obtained for the same energy and DRF to assist the eye. (a) The DCPT measurements contain for each energy—except for 70 MeV—the 3 DRFs. (b) The results from the Skandion Clinic for the 4 dose-rates for each proton energy with the same legend as in (a).

The general recombination parameter $m^2$ estimated from both the DCPT and Skandion data is, on the other hand, in good agreement with the values tabulated in by Palmans, Thomas, and Kacperek 2006.

V.3.3 Recombination versus dose-rate

The recombination correction factors with the Boutillon formalism with parameters listed in table V.1 are shown (with solid lines) for the DCPT data in figure V.6 and for the Skandion data in figure V.7. The Boutillon theory is compared to the recombination correction factors obtained with the TVM (shown with markers in each figure) calculated for a charge collected at 200 V relative to that at 67 V.

Both figures feature for comparison the theoretically calculated recombination correction factors obtained with IonTracks (dashed line), where the tracks were with a fluence-rate derived from the dose-rate and the Monte Carlo scored LET$_\Phi$ at 2 cm water depth. The Jaffé theory is in both figures plotted for the maximum (70 MeV) and minimum (226 MeV or 244 MeV) initial recombination voltage of 200 V. The $A$ values obtained at DCPT (for 150, 226, and 244 MeV) and Skandion (70, 150, 226 MeV) are both lower than the results presented by Palmans, Thomas, and Kacperek 2006 but larger than what the Jaffé theory predicts estimated as $k_s^{Jaffé} - 1$. 
Figure V.5: Relative charge collection as a function of the effective current measured at (a) DCPT and (b) the Skandion Clinic. The Boutillon theory in eq. (V.4) has been fitted to all data in each case.

Table V.1: The initial recombination parameter (for $V = 200$ V) in the Boutillon formalism estimated from the Jaffé theory and from measurements at DCPT and Skandion along with the general recombination parameter $m^2$. The listed standard uncertainties are estimated from the linear fits. The parameters are compared to the minimum and maximum values presented in Palmans, Thomas, and Kacperek 2006 obtained with two different Roos chambers.

<table>
<thead>
<tr>
<th></th>
<th>$A$</th>
<th>$g$</th>
<th>$m^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[V]</td>
<td>[µm]</td>
<td>[V^2 nA^{-1} cm^{-1}]</td>
</tr>
<tr>
<td>Jaffé theory†</td>
<td>0.041</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>DCPT data</td>
<td>0.12 ± 0.02</td>
<td>7.62</td>
<td>(3.4 ± 0.7) · 10^3</td>
</tr>
<tr>
<td>Skandion data</td>
<td>0.11 ± 0.02</td>
<td>7.62</td>
<td>(2.8 ± 0.4) · 10^3</td>
</tr>
<tr>
<td>Literature</td>
<td>0.35 – 0.46</td>
<td>6.63 – 6.86</td>
<td>(2.71 – 2.93) · 10^3</td>
</tr>
</tbody>
</table>

† Averaged over the 70, 150, 226, 244 MeV energies in the Roos-type chamber.
V.3 Results and Discussion

The recombination correction factors $k_s$ calculated with the TVM (markers) as a function of dose-rate in the IC for the DCPT measurements labelled with the DRF. The Boutillon theory (solid line) is plotted with the DCPT parameters listed in table V.1.

Figure V.6: The recombination correction factors $k_s$ calculated with the TVM (markers) as a function of dose-rate in the IC for the DCPT measurements labelled with the DRF. The Boutillon theory (solid line) is plotted with the DCPT parameters listed in table V.1.

The TVM agrees well with the Boutillon theory and IonTracks results above 200 Gy min$^{-1}$ except for an outlier in the DCPT data for 150 MeV. However, the TVM seems to underestimate the recombination for low dose-rates, especially pronounced at the 70 MeV measurements at both DCPT and Skandion. The TVM calculated $k_s$ values in both cases fall within 1-2 standard deviations of the initial recombination predicted by the Jaffé theory.

These results are in agreement with Rossomme, Horn, et al. 2017 where the TVM was demonstrated to err at low dose-rates with significant amounts of initial recombination. The TVM is, as shown in figure V.4, generally in good agreement with the extrapolation method. The linear extrapolation method, as the TVM, however seems to fail to predict the total recombination when the dose-rate is low and the general recombination is comparable to the initial recombination as observed for the lowest dose-rates for the 70, 150, and 226 MeV energies at DCPT and 70 MeV at Skandion.

Conclusion

The ion recombination in scanning proton beams at the Danish Centre for Particle Therapy and the Skandion Clinic is investigated with the Boutillon for-
malism. The Boutillon theory enables a separation of initial and general recombination which is investigated for 70 MeV to 244 MeV and 45 Gy min\(^{-1}\) to 950 Gy min\(^{-1}\) dose-rates. The initial recombination parameter was found to be \(A = (0.12 \pm 0.2)\) V at DCPT and \(A = (0.11 \pm 0.2)\) V at Skandion, which is lower than previously reported values for photon and proton energies below 70 MeV but in better agreement with the Jaffé theory for initial recombination. The general recombination parameter was found to \(m^2 = (3.4 \pm 0.7) \cdot 10^3\) V\(^2\) nA\(^{-1}\) cm\(^{-1}\) with the DCPT data and \(m^2 = (2.8 \pm 0.4) \cdot 10^3\) V\(^2\) nA\(^{-1}\) cm\(^{-1}\) with the Skandion data, both in agreement with previously published results.

The recombination corrections predicted by the numerical approach IonTracks independently of the measurements were generally within 0.2 % agreement with the Boutillon formalism, hence validating the approach of computing the recombination based on amorphous track structure theory and a general diffusion-advection equation governing the movement and recombination of charge carriers in a parallel-plate IC.

The recombination correction factor \(k_s\) obtained with the two-voltage method was found to be in agreement with the theoretical IonTracks software and the Boutillon theory \(\gtrapprox 100\) Gy min\(^{-1}\). However, the linear extrapolation method and the TVM underestimate the recombination below that threshold when the amount of initial recombination is comparable to the general recomb-
bination, which is in agreement with previous findings in light ion beams.

The mapping of the recombination with the Boutillon formalism for the clinically relevant energies enables a general prediction of the correction factor $k_s$ directly as a function of the dose-rate factor (the Varian system) or MU/spot (the IBA system) and proton energy.
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