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Abstract
This paper proposes a method for real-time estimation of the possible power of an offshore wind power plant when it is down-regulated. The main purpose of the method is to provide an industrially applicable estimate of the possible (or reserve) power. The method also yields a real-time power curve, which can be used for operation monitoring and wind farm control. Currently, there is no verified approach regarding estimation of possible power at wind farm scale. The key challenge in possible power estimation at wind farm level is to correct the reduction in wake losses, which occurs due to the down-regulation. Therefore, firstly, the 1-second wind speeds at the upstream turbines are estimated, since they are not affected by the reduced wake. Then they are introduced into the wake model, adjusted for the same time resolution, to correct the wake losses. To mitigate the uncertainties due to dynamic changes within the large offshore wind farms, the algorithm is updated at every turbine downstream, considering the local axial and lateral turbulence effects.

The PossPOW algorithm uses only 1-Hz turbine data as inputs and provides possible power output. The algorithm is trained and validated in Thanet and Horns Rev-I offshore wind farms under nominal operation, where the turbines are following the optimum power curve. The results indicate that the PossPOW algorithm performs well; in the Horns Rev-I wind farm, the strict power system requirements are met more than 70% of the time over the 24-hour data set on which the algorithm was evaluated.
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1 INTRODUCTION

The share of offshore wind power is continuously increasing, especially in the Northern European grids. Together with other renewables, the accelerated implementation of offshore wind power implies many technical challenges. Particularly that the electricity system needs to adjust to the decentralized and highly variable production. To assure safety in the operation of the power system, offshore wind farms are designed as wind power plants (WPPs) required to contribute to the stability of the grid by offering grid services (also called ancillary services). As part of those services, offshore WPPs provide operating reserve capacity to the electricity network, which is activated by down-regulating the wind farm from its maximum possible power.1-3 The estimation of the available power, or eventually the reserve capacity, is essential as the balancing responsible parties are compensated for this service in terms of the level of reserves, regulated by the national grid code. The reserve power can also be traded in the balancing market, depending on the regional market schemes. What is seen from the existing European regulations4 is that adequate and standardized regulations or technical requirements to help in understanding the possible power or the amount of reserves for their system reliability is lacking. This research is critical not only for the power system stability but also for the business case of wind energy.
Individual wind turbines already have a supervisory control and data acquisition (SCADA) system signal called possible\textsuperscript{5} or available\textsuperscript{6} power, depending on the turbine manufacturer. However, the sum of those individual signals is a clear overestimation of the available power of a down-regulated wind farm; simply because the wind speed is higher at the downstream turbine location(s) due to the decrease in wake losses under curtailment. In fact, taking advantage of the reduction in the wake losses behind down-regulated turbine(s) to optimize the power production while minimizing turbine loads is one of the prominent fields in wind farm control\textsuperscript{7-10}. Distinctly from the wake control community, where the main focus is to model the "down-regulated" wake, here, we aim to correct the reduced wake effects within a curtailed wind farm to simulate the nominal power output. Note that, especially for large offshore wind farms, the turbine data, also referred to as SCADA data, are the most available and representative of the local flow and operational characteristics. Here in this study, the possible power estimation is based purely on the high-frequency (1 Hz) turbine data as opposed to the high fidelity wind farm simulations. Consequently, we introduce a pragmatic real-time wake modelling/calibration approach and provide an industrially applicable method to estimate the available power of a wind farm in the frame of the PossPOW project\textsuperscript{11}. When applied during nominal operation, the algorithm clearly provides a real-time (1 Hz) wind farm power curve that can then be fed into the control system.

In the PossPOW algorithm, the rotor effective wind speed is calculated at every second at the curtailed upstream turbines that are not affected by the down-regulated wake. As illustrated in Figure 1, the wind speed estimation approach takes (active or produced) power, rotational speed, and pitch angle signals as inputs from the SCADA system, in addition to the temperature and pressure used to correct the local air density. It was developed and validated during both down-regulation and normal operation using 1 Hz met mast and SCADA data from the Horns Rev-I, Lillgrund and Thanet offshore wind farms, together with NREL 5MW simulations\textsuperscript{12,13}. The results indicate that the output of the rotor effective wind speed estimation module, $U_{\text{eff}}$, performs considerably better than the nacelle anemometer with significant reduction in uncertainty and less than 5% mean absolute error compared with the met mast measurements.

In order to replace the down-regulated wake with the nominal case, the upstream wind should be read by the wake model to estimate the velocity deficit that would occur during normal operation. However, most of the robust wake models are tuned and verified for 10-minute averaged data and used to acquire long term, statistical information\textsuperscript{14-16}. Therefore, the analytical model proposed by Larsen\textsuperscript{17,18} is recalibrated
for a single wake case in Thanet offshore wind farm, validated in Horns Rev-I and then implemented in both of the wind farms considering the local turbulence, time delay, and meandering. The wake velocity, \( U_{\text{wake}} \), is calculated at each turbine in the wind farms and, depending on the availability of the turbines’ power coefficient information, converted to power. It should be noted that, due to the modular structure of the PossPOW algorithm, both incoming wind speed assessment and the real-time wake modelling is adjustable. For example, the rotor effective wind speed estimation of the upstream turbines can easily be replaced by met mast or lidar measurements where available. Similarly, another low-cost wake model can be implemented instead of the Larsen model (eg, Bastankhah and Porté-Agel\textsuperscript{19} or purely data-driven algorithms such as Japar et al\textsuperscript{20}). As a side note, the selection of the Larsen model is fundamentally based on its explicit handling of turbulence intensity and history of successful offshore implementation. The wake model selection will be elaborated upon later.

Firstly, the data extracted from SCADA systems for the case studies of Thanet and Horns Rev-I offshore wind farms are detailed in section 2. The first module of the algorithm, the estimation of the rotor effective wind speed, is described based on previous work in section 3. The recalibration of the Larsen model for the single wake case, together with the time delay estimation and meandering correction are presented in section 4.

Since the wind farm scale possible power is not measurable by definition, the validation of the algorithm is nontrivial. Here in this study, the PossPOW output is tested on nominal operation data sets where the wind farm production is set to match the possible power. The implementation of the real-time wake modelling to the wind farm scale and the evaluation of the algorithm is presented in section 5. The resulting possible power estimations for both Thanet and Horns Rev-I are analysed with respect to the strict requirements from Danish Transmission System Operator (TSO) Energinet.dk.\textsuperscript{1} The regulations state the possible power estimation to be submitted as 5-minute time series and transferred to Energinet.dk once a day, and the error of the provided calculations are to be within \( \pm 5\% \) span of the actual production. In this respect, the evaluation of the PossPOW algorithm is based upon the percentage error distribution in Thanet and Horns Rev-I wind farms during nominal operation. The validation of the algorithm under down-regulation can only be performed via full-scale field tests, which is left as a future work for this study.

2 | SITES AND DATA

As indicated earlier, the PossPOW algorithm is designed to work with 1-Hz SCADA signals from individual turbines within the wind farms. The details of the extracted signals and investigated offshore WPPs are presented in this section.

2.1 | Thanet offshore wind farm

The Thanet offshore wind farm is located in the eastern United Kingdom, approximately 15 km away from the nearest shore. The wind farm consists of 100 Vestas V90-3MW offshore turbines. The turbine diameters are 90 m, and the hub is located at 70 m height. The distance between the turbines is approximately 480 m corresponding to 5.3 diameters, or \( 5.3D \), for the perpendicular wind direction, \( 317^\circ \). In Figure 2, the layout of the wind farm is presented, together with the Vestas V90-3MW standard power and thrust curve.

The 1-Hz data set used in the analysis is extracted for north-westerly winds, ie, \( 317^\circ \pm 20^\circ \). The provided 1-Hz SCADA signals are active power, \( P \); rotational speed, \( \omega \); pitch angle, \( \theta \); nacelle wind speed (measured by nacelle anemometers), \( NWS \); average temperature; wind direction (yaw angles); and possible power (turbine level). After filtering for wind direction, the resulting data for the recalibration consists of 24,960 seconds that corresponds to approximately 7 hours.

2.2 | Horns Rev-I offshore wind farm

The Horns Rev-I wind farm is located in western Denmark, approximately 14 km away from the coast and consists of 80 Vestas V80-2MW turbines. The hub height of the installed turbines is 70 m while the rotor diameter is 80 m. Horns Rev-I is one of the most commonly studied wind farms with a regular, slightly inclined layout as shown in Figure 3.

![FIGURE 2](A Layout of the Thanet offshore wind farm and B, Vestas V90-3MW offshore turbine power, \( P \), and thrust coefficient, \( c_T \), curve\textsuperscript{21} [Colour figure can be viewed at wileyonlinelibrary.com])
The single wake validation data set in Horns Rev-I consists of easterly winds, i.e., $90^\circ \pm 20^\circ$ covering a period of 77,950 seconds, approximately 21.5 hours. The same 1-Hz SCADA signals as in the Thanet case are extracted from the turbines. For the wind farm scale calculations, a consecutive 24-hour data set is presented in terms of 5-minute averaged values to provide a daily visualization. Note that the upstream wind direction signals both in Horns Rev-I and Thanet are corrected from the bias using the maximum wake depth along the perpendicular incoming flows.23

3 | ROTOR EFFECTIVE WIND SPEED

As illustrated in Figure 1, the first module in the PossPOW algorithm is to estimate the local wind speed at the upstream turbines. The incoming wind speed is to be input into the wake model to assess the nominal wake and estimate the possible power. Under normal operation and below the rated power region, the common practice is to use the power curve approach when a meteorological mast is not available (e.g., Hansen et al24 and Nygaard25). However, since the algorithm is designed for down-regulation conditions, the power curve wind speed approach is not applicable. Additionally, the anemometers mounted on the nacelle are exposed to highly distorted flow.26 Particularly for real-time calculations, using nacelle wind speed measured during relatively shorter periods may induce higher uncertainties.27 Therefore, the rotor effective wind speed method, which is validated on Horns Rev-I, Thanet, and Lillgrund offshore wind farms,12,13 is applied at the turbine locations and used for recalibration and validation processes of the PossPOW algorithm. As well as the basic rotor geometry, the wind speed estimation procedure (Equation 1) takes active power, pitch angle, and rotational speed signals of the turbine to iteratively estimate the effective wind speed.

\[
P = \frac{1}{2} \rho C_p(\lambda, \theta) \pi R^2 U_{\text{eff}}^3,
\]

with

\[
C_p(\lambda, \theta) = C_1 \left( \frac{C_2}{\lambda} - C_3 \theta - C_4 \theta^2 C_5 - C_6 \right) \exp \left( \frac{-C_7}{\lambda} \right), \quad \text{where}
\]

\[
\lambda_i = \left[ \frac{1}{\lambda + C_8 \theta} \right] - \left( \frac{C_9}{\theta^3 + 1} \right)^{-1},
\]

where $\rho$ is the air density, $\lambda$ is the tip speed ratio, and $U_{\text{eff}}$ is the incoming effective wind speed. The power coefficient, $C_p(\lambda, \theta)$, required to solve Equation 1 for wind speed can be defined by the original look-up table provided by the manufacturer when available. For this study, the turbine data from Vestas V80 and V90 were not accessible. Therefore, the $C_p(\lambda, \theta)$ is approximated based on Equation 1 and the constants fitted in Göçmen et al12 are listed in Table 1. In Göçmen and Giebel,13 a very good agreement is observed between the approximated and the original $C_p(\lambda, \theta)$, where the mean error is less than 3%. The methodology is applied to both the upstream and the downstream turbine(s).

After the wind speed is estimated at the upstream turbine locations, a real-time integrated wake model can be applied to remove the reduced wake effects and simulate the nominal operation conditions within the wind farm.

4 | REAL-TIME WAKE MODELLING

Accurate prediction of wake effects has been a key focus area in wind energy research from the individual turbine level,28 to a group of turbines,29 and wind farm level.16,30 Most of the existing computationally affordable wake models are tuned and validated for 10-minute data to simulate steady-state, long-term behaviour. However, in order to comply with the grid requirements regarding wind farm possible power estimation, dynamic simulations that are capable of representing short-term performance are required. Such quasi-dynamic wake models would also enable
to monitor the wind farm operation on-line and develop active control strategies accordingly. Instead of introducing yet another wake model, here, we choose to recalibrate the Larsen wake model\textsuperscript{17,18} as it is robust and fast, hence suitable for real-time (1 Hz) applications, and is shown to perform well also offshore.\textsuperscript{16,31} Since the PossPOW algorithm is to perform short-term power estimations for the time intervals smaller than usual 10-minute bins, the computational speed is important, and high fidelity models are avoided.

The Larsen wake model has been implemented in many engineering applications due to its practicality and simplicity. In the model, the axisymmetric form of Reynolds Averaged Navier Stokes (RANS) equations with thin shear layer approximation is used; the control volume considered in the equations is illustrated in Figure 4. The turbulence closure was represented using Prandtl’s mixing-length theory. After performing an order of magnitude analysis, Larsen has considered the solution in two parts; first and second order approximations where the latter was found to be negligible for most engineering applications. The final version of the axial velocity deficit equation is obtained as\textsuperscript{17}

$$u_x(x, r) = -\frac{U_0}{2}(c_TAx^{-2})^{1/3}\left\{r^{1/2}(3c_T^2Ax)^{-1/2} - (35/2\pi)^{3/10}(3c_T^2)^{-1/5}\right\}^2,$$

where $u_x$ is the wake perturbation of the inflow in the axial direction, $U_0$ is the free-stream point-wise inflow velocity, $c_T$ is the thrust coefficient, $A = \pi R^2$ is the rotor swept area, $R$ is the rotor radius, and $r$ is the radial direction originated at the hub. Also note that the modelled radius of the wake, $R_w$, is proportional to the cube root of the distance, ie, $R_w \sim x^{1/3}$. The parameters to perform using 1-Hz field data are $c_T$, which is explicitly seen in Equation 2 and $x_0$, which is embedded in $x = x_0 + \Delta x$, where $\Delta x$ is the axial distance between the turbines. The term $x_0$ represents the distance between the origin of the asymptotic wake and the position of the wake generating turbine. It is bounded to be positive in the frame of reference, $x_0 > 0$, as illustrated in Figure 4.

4.1 Recalibration of the Larsen wake model

Because the calibration is to be performed using rotor effective wind speeds, the point-wise wake deficit $u_x$ in Equation 2 needs to be averaged over the rotor. Gaussian 4-point integration is applied to estimate the wind speed distribution over the rotor using the same Gauss weights and the associated integral variables as in the original model.\textsuperscript{18} The numerical integration of Equation 2 in this manner gives the effective wake deficit, $u_{\text{eff}}$, in terms of incoming effective wind speed $U_e$, the thrust coefficient $c_T$, the rotor radius $R$, and the axial distance between the turbines $\Delta x$, together with the calibration parameters $c_1$ and $x_0$.

The recalibration of the Larsen model is performed for a single wake event in Thanet considering the turbines C01 and C02 for $317^\circ \pm 15^\circ$ incoming wind direction; see Figure 2. More than one turbine pairs were considered to capture a clear wake shape; however, C01 to C02 have the least number of “outliers” in terms of the upstream side winds due to the wind farm layout. Note that the wind direction bin of $15^\circ$ for the investigated period ensures that the parameters are tuned for the wake events only. The radius of the Vestas V90-3MW offshore turbines are $R = 45$ m, and the distance between the turbines for considered wind direction is taken to be $\Delta x = 5.3D$ in Equation 2.

4.1.1 Time delay concept

Before using the data set to determine the parameters $c_1$ and $x_0$ for the single wake, the time it takes for a particle to move from the most upstream turbine to the turbine in question, $t_{\text{up}}$, is taken into account by applying a correction to the calibration data set.

Machefaux et al\textsuperscript{32} studied the advection time in detail, in which the cross-correlation between the measured near wake velocity profiles are investigated. The time lag between the downstream lidar measured patterns is quantified as the specific time shift where the profiles are most correlated. On the other hand, the lack of measurement campaigns in considered wind farms and the operational framework of this study limit the analysis to be performed only at the turbine locations, using the turbine data. Therefore, the proposed methodology is simply $t_{\text{down}} = t_{\text{up}} + t_{\text{delay}}$, where $t_{\text{down}}$ and $t_{\text{up}}$ are the time steps when the same particles in the flow hits the downstream and the upstream locations, respectively. The order of magnitude analysis between the axial distance and the wake deficit in Equation 2 yields $u_x(x) \sim x^{-2/3}$, where $u_x(x)$ is the wake advection velocity to estimate the time delay.

Note that the distance between the turbine in question and the most upstream turbine is equal to $\Delta x$ for the single wake recalibration case. However, the calculations on the wind farm scale are based on the “instantaneous” upstream distance, updated every second with the upstream
wind direction. Similarly, the wake advection velocity is to be estimated at every second. In order to smooth the time dependence of the delay itself, the time delay is averaged for 10 minutes (or up to 10 minutes if the investigated period is shorter) during the recalibration on Thanet and validation on Horns Rev-I.

4.1.2 Moving average of the time series

In order to avoid overfitting and starting to model the noise, both up and downstream effective wind speeds have been filtered using a moving window average with Savitzky-Golay convolution coefficients. Since the objective is to model the flow behind the turbine dynamically to achieve the real-time effect, the window size was kept at 60 seconds to discard the measurement noise from the SCADA systems while avoiding oversmoothing the time series.

4.1.3 Modelling of the meandering inside the wind farm

The wake velocity field is assumed to be axis symmetric and self-similar in the Larsen model. However, the wake meandering mechanism is shown to be significant in reducing the wake losses especially for unstable and neutral atmospheric stabilities. Although the effects of meandering on a single wake profile are measured and investigated heavily in the recent years, the concept is still under discussion for multiple wake cases. The Dynamic Wake Meandering (DWM) model transports the wake via large scale lateral and vertical components of the Mann turbulence box and is validated on the smaller scale Egmond aan Zee wind farm. On the other hand, the PossPOW algorithm uses only the SCADA data of the turbines, also to approximate the axial turbulence, and the calculations are performed on the rotor scale, instead of point-wise tracking of the wake. For that reason, a more pragmatic estimation of the meandering effect is applied.

Since the algorithm reads the individual wind direction signals at the turbine locations, the change in the lateral flow is partially taken into account. However, especially for dynamic calculations in large wind farms, the difference in the lateral turbulence between the upstream and downstream turbines is also important. Based on SCADA data only, the variance in the local wind direction signals can be used to represent the lateral turbulent effects. Therefore, Ainslie’s correction to the centreline wake deficit, where the meandering is correlated to the variability in the wind direction (Equation 3) empirically, is implemented in this study for both Thanet and Horns Rev-I offshore wind farms.

\[
\tilde{u}_{\text{eff}} = u_{\text{eff}} \left[1 + 7.12 \left( \frac{\sigma_{\theta}}{2R_w} \right)^2 \right]^{\frac{1}{2}},
\]

where \(\tilde{u}_{\text{eff}}\) is the corrected deficit, \(\sigma_{\theta}\) is the standard deviation in local wind directions, and \(R_w\) is the radius of the wake. Note that the fluctuations in the wind direction, \(\sigma_{\theta}\), are assumed to be constant for each 10 minutes, while the “nonmeandering” wake deficit, \(u_{\text{eff}}\), and the wake radius, \(R_w\), are updated every second.

4.1.4 Parametrization and curve fitting

For quasi-dynamic modelling, the turbulent effects play an important role in power estimation. Similarly, for a model modified for down-regulated operations, proper representation of a highly varying \(c_T\) is also critical. The explicit formulation of the wake deficit and expansion in terms of both \(c_T\) and TI in the Larsen model is highly convenient for our application. As explained earlier, the main variables to adjust inside the wake model are \(c_1\) and \(x_0\), which are highly dependent on \(c_T\) and the turbulence intensity, TI. They are formulated as in Equation 4.

\[
\begin{align*}
  x_0 &= p_1 c_T^{p_2} + p_3 TI, \\
  c_1 &= p_4 c_T^{p_5} + p_6 TI.
\end{align*}
\]

For the fitting, the objective function combines Equation 2 and Equation 4. Together with those six parameters, it takes three inputs to predict the effective wind speed observed at the downstream turbine C02 in Thanet. The first input is the incoming effective wind speed, \(U_{\text{in}}\), along the perpendicular direction, preprocessed using a moving average. The second input is \(c_T\), which is tabulated in terms of wind speed as in Figure 2B and interpolated for changing \(U_{\text{in}}\) in the algorithm at every second. However, the definition of the third input, TI, is not as straightforward, especially at the downstream locations. Since the algorithm is based on turbine data only, the SCADA-based TI estimation methodology proposed in Göçmen and Giebel is implemented in both Thanet and Horns Rev-I case studies. The approach employs 1-second rotor effective wind speed described above to estimate the atmospheric and local TI. The resulting turbine specific TI is tabulated in terms of incoming wind speed and local wind direction to be used in 1-second recalibration and validation cases presented in this study. Note that the ambient TI using the effective wind speed is shown to be consistently lower than the point-wise met mast measurements due to geometrical averaging over the rotor. However, the corresponding correction is automatically embedded in the recalibration process.

The final parametrized non-linear functions are fitted to data using non-linear least squares approximation (NLSA). Note that this non-linearity results in parameters being highly sensitive to the initial guesses assigned. The concluding parameters together with the 95% confidence intervals are presented in Table 2. The corresponding residual plot to evaluate the goodness of fit further is presented in Figure 5. Both the scatter plot and the residuals show “missing data” around the rated region where the slope of the power curve is the highest. That is mainly due to the sensitivity of the effective wind speed method to that area, also observed in Figure 4 in Göçmen and Giebel when compared with the turbines’
TABLE 2  List of model parameters and goodness of fit for the recalibration of the Larsen model: $R^2$ is the coefficient of determination and RMSE is the root mean square error of the model predictions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coefficient</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>0.232</td>
<td>-57.3247</td>
<td>57.7163</td>
</tr>
<tr>
<td>$p_2$</td>
<td>74.985</td>
<td>-147.796</td>
<td>148.551</td>
</tr>
<tr>
<td>$p_3$</td>
<td>0.12</td>
<td>-72.968</td>
<td>78.098</td>
</tr>
<tr>
<td>$p_4$</td>
<td>0.763</td>
<td>-18.052</td>
<td>41.865</td>
</tr>
<tr>
<td>$p_5$</td>
<td>17.126</td>
<td>3.182</td>
<td>32.874</td>
</tr>
<tr>
<td>$p_6$</td>
<td>4.459</td>
<td>4.135</td>
<td>5.255</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.914</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.718 m/s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

FIGURE 5  Comparison of the effective wind speed data, $U_{eff}$, and the recalibrated model output at the downstream turbine, distance 5.3D using 1-second training data extracted from the Thanet offshore wind farm [Colour figure can be viewed at wileyonlinelibrary.com]

original $C_p(\theta, \lambda)$ surface. Outside of that region, the model output and the 1-second training data are symmetrically distributed, both in terms of residuals and linear comparison, with a clear tendency to cluster towards the midsection of the plots.

4.1.5  Evaluation of the fitted parameters

As stated earlier, the original Larsen model is calibrated using 10-minute averages of the flow characteristics. In the previous section, the final equations are reformulated, and the parameters are fitted using 1-Hz SCADA data to simulate the observed quasi-dynamic wake effects. As a result of the considered time scales, the expansion of the wake and the velocity deficit at the downstream locations are expected to differ. A comparison of the 10-minute average and quasi-instantaneous wake shape and velocity gradient of a single wake using high fidelity actuator line large eddy simulations (LES) is presented in Machefaux et al. It is seen that especially further downstream, the velocity deficit is smaller, the width of the wake is significantly larger, and the meandering effects are prominent.

The effect of the reparametrization to the wake expansion and wind speed deficits estimated by the Larsen model is presented in Figure 6. In line with the LES results, the recalibrated parameters give a broader wake behind the turbine. This is due to the widespread, high-frequency data used in the fitting that restricts the smoothing effects of conventional 10-minute averaging. Additionally, the wake deficit behind a turbine is significantly smaller as a result of meandering and consideration of the incoming wind direction at every second, instead of 10-minute averages. This tendency is observed also in the wake depth in Figure 7.

In addition to the quasi-dynamic effects to the wake shape, Figure 6 also shows a different trend with respect to higher wind speeds after recalibration. As opposed to the original Larsen model, the wake radius is decreasing with increasing wind speed, also at the above rated region, as observed in several single wake measurements (eg, Käsler et al and Aitken et al).

For validation, the recalibrated Larsen model is implemented in the Horns Rev-I single wake case for the easterly winds. The comparison of the original Larsen model and the recalibrated version for 1-Hz data set is presented in Figure 7. The considered period seems to have more south-easterly flow than from the north-east; therefore, the observed wake depth is not symmetrical. Note that for both versions of the model,
FIGURE 6  Wake expansion and the velocity deficit at 7D downstream before and after the reparametrization for real-time wake modelling, using Vestas V80-2MW power curve where $U_{in}$ is the representative incoming wind speed, ambient $T_l = 7\%$ [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 7  Normalized 1-second wind speed at the downstream turbine, $U_{down}$, distance 7D, in Horns Rev-I-original and recalibrated Larsen model together with the raw data and its moving average [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 8  One-second percentage error distribution of the recalibrated Larsen model wind speed at the downstream turbine, distance 7D, in Horns Rev-I-\%error$_U$ = $\frac{U_{Recalibrated} - U_{eff}}{U_{eff}} \cdot 100$. A, Distribution of 1-second percentage error: mean = 2.85% (solid line); 68% confidence intervals around the mean, $-2.85\%$ and 9.32%, respectively (dashed lines). B, Error sensitivity to the upstream effective wind speed input: mean error (solid line), 68% confidence intervals around the mean (dashed lines) [Colour figure can be viewed at wileyonlinelibrary.com]
the inputs, i.e., $U_{in}$, $c_T$, and $TI$ are the same, but the parameters $c_1$ and $x_0$ are expressed differently. Although the data is not symmetrically distributed over the wind direction span, it can easily be seen that the original Larsen model significantly underpredicts the downstream wind speed for the 1-second resolution data set. Better recovery achieved by the recalibration is observed especially for the $90^\circ \pm 5^\circ$ wind direction bin. The corresponding percentage error distribution is presented in Figure 8 where the mean 1-second error is lower than 3% with a 95% confidence bound of 15.6%. It can easily be noted that the distribution is heavily assembled around the mean error with an uncertainty of approximately 6%, where the uncertainty is defined as the half-width of the 68% confidence interval of the mean error.

The 1-second error distribution of the recalibrated wake model has a Gaussian shape with fairly broad tails, as presented in Figure 8A. The wider distribution is mainly due to the uncertainty in the wind direction that propagates during the meandering and partial wake corrections. Another source of uncertainty is the rotor effective wind speed estimation, which includes the approximation of the $C_P(\lambda, \theta)$ and the "noisy" or widespread behaviour of the 1-second SCADA data, as also seen in Figure 7 and 8B. Figure 8B also shows that positive end of the tail in the error distribution occurs around the rated region where the $C_P(\lambda, \theta)$ estimation is the most uncertain. However, it should be noted that the quantification and propagation of uncertainty in the PossPOW algorithm and the consideration of the uncertainty in the recalibration process is not included in this study in order to keep the description of the algorithm concise. Uncertainty assessment of a SCADA-based wind farm power estimation is a complex process and requires a comprehensive analysis. If interested, a further reading is encouraged (e.g., Murcia Leon et al.44).

5 | WIND FARM SCALE AVAILABLE POWER ESTIMATION

The recalibrated Larsen model is implemented to the wind farm scale where multiple and partial wakes are highly significant in evaluating the available power of the farm. The partial wake effects are considered via a weighted average over the rotor considering the rotor area influenced by the wake. For the multiple wake cases, due to the dependency of $c_T$ to the wind speed (see Figures 2B and 3B), two different simplified approaches are applied to superpose the wakes. For the incoming wind speed below rated, since the $c_T$ is high, only the maximum wake deficit is taken into account among contributions from all the upstream turbines at every second. Along the rated region, $c_T$ is much lower, so all the dual deficits are aggregated via linear summation, as also suggested in Larsen et al.45

The time delay and the TI inside the wind farm is estimated following the same procedure as the single wake case using the raw 1-Hz turbine data without the moving average. However, while implementing the model to the wind farm scale, the effect from wake meandering is to be taken into account as described in section 4.1.3.

5.1 | Percentage error in wind speed

The percentage error in wind speed, $\% error_U = \frac{U_{Recal} - U_{eff}}{U_{eff}} \cdot 100$, is estimated using the recalibrated version of the Larsen model, $U_{Recal}$, which includes the corrections for the time delay and meandering and the effective wind speed calculated using the turbine operational data, $U_{eff}$.

Using the normal operation data set from Thanet, the averaged percentage error over different time intervals is shown in Figure 9. The arrows represent the nacelle direction signals, averaged along the same period. Note that the calculations are performed at the turbine locations only.

**FIGURE 9** Percentage error in wind speed averaged over A, 60 seconds; B, 300 seconds; C, 600 seconds; D, 1800 seconds; E, 3600 seconds; and F, 7200 seconds across Thanet offshore wind farm. Error per turbine values correspond to the average of all the time intervals among the total period of 7 hours (i.e, all 60-second intervals in 7 hours, 420 data points in total, etc) [Colour figure can be viewed at wileyonlinelibrary.com]
and linearly interpolated between the turbines to obtain a continuous error profile inside the wind farm. As expected, the model prediction error is accumulated going further downstream especially for 10-minute or longer averaging time scales. The error distribution remains nearly the same for 10-minute and larger bins with a slight flattening. The maximum prediction error is less than 16% and for most of the turbines less than 8% inside the farm. To illustrate the model error at the individual turbine level, the mean error of every single period (i.e., 60, 300, 600, 1800, 3600, and 7200 seconds; colour maps in Figure 9) are averaged among the whole data set of 7 hours (indicated in upper right corners in Figure 9). The averaging period of interest for the error calculations is 5 minutes in this study, following the requirements set by Danish TSO Energinet.dk.

5.2 Real-time wind speed to power

While a good agreement is achieved for the single wake and the wind farm wind speed calculations using the recalibrated Larsen wake model and the meandering correction of Ainslie, the conversion of the wind speed to power production is not straightforward. The manufacturer power curve in Figures 2B and 3B are built using 10-minute averaged power46 (for higher resolution power curves, see Gottschall and Peinke47) and point-wise wind speed measurements. They are also standardized for fixed turbulence level (typically $T_l = 10\%$) and air density.46 Therefore, the approximated $C_p$ curve using the operational pitch and rotational speed signals together with the calculated $U_{ReLarsen}$ wind speed is implemented to estimate the power production, first at the turbine and then at the wind farm level. The original $C_p(\lambda, \theta)$ surfaces for the Vestas turbines investigated were not available for this study. When provided, their implementation is strongly advised for further application of the PossPOW algorithm.

Figures 10A and 11A illustrate the comparison of the 5-minute averaged model results and the aggregated active power turbine data together with its 5% error band, as required by the Danish TSO regulations. The nominal operational data set for the Thanet case covers a period of 12 hours where for the Horns Rev-I analysis 24-hour period is presented. Especially for Thanet, the sensitivity of the PossPOW results to the inflow characteristics (i.e., wind speed and direction) is clearly observed. Similar to any other wake models in the literature, the Larsen algorithm is highly affected by the wind direction uncertainty, as also reported by Gaumond et al.48 It is clearly observed from Figure 10D that the Turbine E02 has an erroneous wind direction signal and in terms of the wake modelling perspective, the error is propagated through the model especially when it is the upstream wind direction signal. Figure 2A illustrates the layout of Thanet wind farm where the location of turbine E02 is clearly indicated. In the beginning of the 12-hour data set from Thanet, i.e., for northerly winds, turbine E02 is an upstream turbine and its erroneous signal seems to induce up to a 20% modelling error during that period. Usually, the bias in the upstream wind direction signals can be corrected by adjusting the maximum wake deficit at the first downstream turbine to the perpendicular wind direction. However, for turbine E02, such a correction was unfeasible due to the lack of data to follow the centre of the wake depth at the downstream turbine. The "hit rate" refers to the ratio of points inside and outside of the $\pm 5\%$ error span required by the Danish grid code. Later in the investigated period, the wind becomes perpendicular to the long rows with closely spaced turbines (around $320^\circ$), which leads to stronger wakes. This can be perceived clearly by the spread in Figure 10C around time = 10 hours. Towards the end of the investigated period, the wind speed reaches the rated region where both the $C_p$ and the approximated $C_p$ curves are the most sensitive to the incoming wind speed.

![Figure 10](https://wileyonlinelibrary.com)

**FIGURE 10** A, Five-minute averaged active power (from supervisory control and data acquisition [SCADA]) and PossPOW algorithm (re-calibrated Larsen model with generic $C_p$ approximation) results in Thanet; B, the percentage error in 5-minute averaged power, in comparison with the Energinet.dk regulations; C, the estimated effective wind speeds at all the turbines in the wind farm; and D, the nacelle direction signals at all the turbines in Thanet, 12-hour data [Colour figure can be viewed at wileyonlinelibrary.com]
The turbines in the Horns Rev-I case are exposed to north-westerly winds during the investigated period in Figure 11, which corresponds to diagonal wakes with higher turbine to turbine distances. The wind speed is slightly lower than rated with a fairly steady wind direction during the most of the data set. Given the sensitivity of the PossPOW algorithm to the wind direction and close turbine spacing observed in Thanet case, a higher hit rate and a better performance is anticipated in Horns Rev-I for the investigated period. It is also seen in Figure 11C that even for the 5-minute averaged data set, the bandwidth of the wind speed inside the wind farm is as broad as 4 m/s. This automatically corresponds to significant production differences towards downstream, indicating the importance of fast, robust, and as accurate as possible wake modelling once again. Despite the highly variable wind speed inside the wind farm, the PossPOW algorithm is seen to be in a good agreement with the data set in terms of the 5-minute averaged produced and predicted power on the wind farm scale. The strict TSO requirements regarding the quality of the wind farm scale possible power signal is met 72% of the time within 24 hour for Horns Rev-I wind farm.

The 5-minute averaged percentage error distributions for both Thanet and Horns Rev-I wind farms are presented in box plots where the boxes go from the first quartile (−0.6745σ from the mean, where σ is the standard deviation of the distribution) to the third (0.6745σ from the mean), and the middle line is the median. Representation of the median instead of the mean is simply a better measure of the error, given that the distributions are not necessarily Gaussian. The whiskers in the box plots follow Tukey’s descriptive statistics49 where the boundaries are the lowest and the highest datum within the 1.5 interquartile range (IQR) corresponding to ±2.7σ from the mean. It is seen from Figure 12 that the 5-minute averaged error distribution of PossPOW for both Thanet and Horns Rev-I wind farms is assembled around zero. However, the standard deviation, which can be seen as the uncertainty of the PossPOW algorithm, is 10.5% for Thanet and 5.3% for Horns Rev-I 5-minute averaged evaluation.
CONCLUSIONS

Due to the change in wake characteristics during curtailment, an estimation of the possible power of a wind farm under down-regulation is a complex process, especially for high-resolution data. Here, we present a method for real-time estimation of the wind farm possible power that draws upon the pitch and the rotational speed data together with the wind direction at the turbine location(s), valid for all operational conditions. When implemented during nominal operation, the algorithm provides a real-time (1-second resolution) wind farm power curve, which can be used in operation monitoring and wind farm controller design. In this study, the algorithm is applied and evaluated in the Thanet and Horns Rev-I offshore wind farms under nominal operation. For a down-regulated wind farm, the assessment of the possible power is highly challenging since there it is not directly measurable. However, we can benefit from the similarity in power production between the neighbouring rows in a simple layout like the Horns Rev-I wind farm. Together with the comprehensive uncertainty assessment, the experimental study to quantify the wind farm scale possible power and implementation of the PossPOW algorithm for a down-regulated wind farm is left as future work.

The available computationally affordable and robust wake models that are fast enough to be able to estimate real-time power production are designed to acquire long-term, statistical information and are tuned for 10-minute averaged data. Therefore, in order to model the wind speed through the wind farm for higher time resolutions, the Larsen wake model is recalibrated. At every second, the rotor effective wind speed at the upstream and downstream turbine locations are estimated and used for both the recalibration and validation cases in Thanet and Horns Rev-I wind farms.

The recalibrated real-time wake model is implemented in the wind farm scale considering only the maximum dual wake deficit for the wind speeds lower than the rated whereas for the wind speeds above, all the wake contributions are linearly aggregated. In order to include the unsteady meandering effects especially for large offshore wind farms, the correlation of the wake deficit and the local wind direction variation introduced by Ainslie is considered. The wake loss calculations are iterated for all the turbines in the wind farm at each second and compared with the data, postprocessed for localized time delay. The percentage error in wind speed is calculated for different time averaging bins in Thanet and for shorter intervals, it is observed to be less than 8% for most of the turbines where the maximum is around 16%.

In regards to the Danish TSO requirements for compensation during periods of mandatory down-regulation, the 5-minute averaged percentage error in power was analysed when evaluating the model performance in wind farm scale power estimation. The PossPOW algorithm is shown to be in a good agreement with the active power signal, also considering the 5% error band at the power plant level as stated in the same regulation. The requirements are met for 57% of the time during 12-hour period investigated in Thanet and for 72% of the time along the 24-hour dataset in Horns Rev-I.

The PossPOW results are evaluated with respect to the wind farm and inflow characteristics as well. Overall, it is seen that the performance of the PossPOW algorithm for higher frequency possible power estimation is acceptable for below rated wind speeds on wind farms with higher turbine spacing (≥7D). However, there is room for improvement for more complex flow cases around the rated and cut-in region, where the uncertainty in the SCADA data increases. Similarly, for shorter distances between upstream and downstream turbines, the fundamental far wake assumptions of the engineering wake models (ie, axisymmetric flow and “fully-developed” wake) are no longer valid. For such scenarios, the wake modelling module in the PossPOW needs to be refined. Keeping computational feasibility in mind, one of the possible advancements is to improve the recalibration process of the engineering wake models. Further recalibration enables the adaptation of wake modelling to the specific conditions of the wind turbine and/or wind farm in question with an improved accuracy. Both the implementation (eg, higher fidelity, nonoptimum performance, etc) and representation of the flow characteristics (eg, local turbulence, stability, etc) can be enhanced via further training the models using historical data. Alternatively, purely data-driven wake modelling approaches can be applied to avoid the physical limitations of the engineering models due to the simplifying assumptions. With the recent developments of machine learning algorithms, the accuracy of the PossPOW estimations can be improved with a reduced uncertainty, due to better input data handling. Together with the update of wake modelling using historical data, the quantification of the input uncertainty and its propagation through the PossPOW algorithm is considered as future work. The PossPOW algorithm already provides good estimations of the possible power as presented. It will be improved even further with the purpose of providing a more reliable available power signal in wind farm level, in terms of both the ever-tightening grid requirements and wind farm control strategies.

ACKNOWLEDGEMENTS

The authors would like to thank Pierre Elouan Réthoré (DTU Wind Energy, Roskilde, DK) and the former colleague at DTU Juan Pablo Murcia Leon (Vestas Technology, Aarhus, DK) for their valuable contributions, together with Elliot Simon (DTU Wind Energy, Roskilde, DK) for his peer review. Also Mads Rajczyk Skjelmose (Vestas Technology Aarhus, DK), Jesper Runge Kristoffersen (Vattenfall Wind Power A/S Kolding, DK), and Michael Stettrup (Siemens Gamesa Renewable Energy, Brande, DK) for provision of the 1-Hz data in both Thanet and Horns Rev-I offshore wind farms and for consultancy especially during data processing and overall revision of this work. This study is a part of the PossPOW (project no. 2012-1-10763) & Concert (project no. 2016-1-12396) projects, funded by Energinet.dk under the Public Service Obligation (PSO).

ORCID

Tuğçe Göçmen http://orcid.org/0000-0002-2510-0388
REFERENCES

1. Energinet.dk. Technical regulation 3.2.5 for wind power plants with a power output above 11 kW; 2015.