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Abstract

The determination of gravity from an airborne platform, commonly known as airborne gravimetry, has been recognised as an operational procedure since the 1990s, using spring-type gravimeters mounted on a stabilised platform. Although it has been demonstrated that inertial-grade sensors directly attached to the chassis of the aircraft, i.e. in a strapdown configuration, can have similar accuracy, stabilised-platform systems have remained the predominant method in airborne gravimetry. This is because the long wavelength information in the gravity estimates are contaminated by uncompensated sensor errors, leaking into the gravity estimates. The use of a strapdown gravimeter does however present some appealing practical advantages, since an off-the-shelf Inertial Measurement Unit (IMU), designed for navigation purposes, can be simply installed and used for gravimetry.

In collaboration with the Technical University of Darmstadt, the Danish National Space Institute has been operating a strapdown gravimeter on a number of airborne campaigns since 2013. Based on this experience, the strapdown system has gained recognition as an exceptional complement to the stabilised platform system, increasing the operational flexibility and resilience against dynamic flight conditions. Additionally, the use of off-line temperature calibration methods has been shown to significantly constrain the erroneous long wavelength information, promoting the use of strapdown gravimetry as a stand-alone system. The operational flexibility and compact size of the strapdown system makes it a feasible candidate for a number of future applications, such as the use in Unmanned Aerial Vehicles (UAVs) and surveying marine-terminating glaciers in remote areas of the world.

This thesis is a contribution to the development of strapdown airborne gravimetry based on inertial technology. A newly purchased IMU has been flown on a number of airborne surveys, demonstrating the feasibility and flexibility of using a strapdown system. The different environment of each collected data set is an indication of the superior dynamic range of the IMU-based system, demonstrating the enormous potential for future applications.
Resume


I samarbejde med det Tekniske Universitet i Darmstadt, har Institut for Rumforskning og -teknologi ved Danmarks Tekniske Universitet medbragt et strapdown-gravimeter på flere luftbårne kampanger siden 2013. I løbet af disse kampanger har strapdown-teknologien vist sig bedre at kunne håndtere dynamiske forhold i form af manøvrer og turbulens, samt at tilbyde mere operationel fleksibilitet. I denne tid har det også vist sig at temperaturkalibrering af instrumentet er i stand til at forbedre målerejagtigheden i det langbølgede spektrum, hvilket giver en forhåbning om at instrumentet i fremtiden kan erstatte det platform-baserede system i nogle applikationer. På grund af dets betydeligt mindre størrelse og evne til bedre håndtere dynamiske forhold, er strapdown-systemet en oplagt kandidat applikationer som f.eks. droner og udforskning af gletsjere i ellers ufremkommelige egne.

Denne afhandling har til formål at bidrage til udviklingen af strapdown-metoden, baseret på inertiel teknologi. Med baggrund i en ny-indkjøbt IMU, vil metodens anvendelighed og øgede fleksibilitet blive demonstreret under en række test-flyvninger. I forbindelse med disse test-flyvninger, vil systemet blive udsat for forskellige forhold der demonstrerer den forbedrede dynamiske rækkevidde og det enorme potentiale teknologien besidder i forhold til fremtidige applikationer.
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1 Introduction

A gravimeter is essentially an accelerometer, meaning that it measures a combination of gravitational and kinematic acceleration. When mounted on a moving vehicle, the gravimeter in itself is therefore not sufficient to estimate the gravitational attraction. In order to retrieve the gravitational component, an additional sensor monitoring the movement of the vehicle is required. Additionally, since accelerometers measure along a single sensitive axis, it is necessary to keep track of the sensor orientation during manoeuvres. These two fundamental problems in airborne gravimetry are sketched in Figure 1.1.

Fundamental Problems in Airborne Gravimetry

- Controlling or determining the sensor orientation during aircraft dynamics
- Separation of the gravitational and kinematic acceleration

Accelerometer on a stabilised platform

Strapdown accelerometers with gyroscopes

Additional sensor not sensitive to gravitation

Accelerometers on common base (gradiometry)

Figure 1.1: Airborne gravimetry has two fundamental problems, which are outlined in [43] along with common solutions

The first problem is usually handled in one of two ways. Either the accelerometers are mounted on a stabilised platform that is to some extent isolated from the movements of the vehicle and thus maintains a known direction in space. This is usually accomplished using accelerometers and gyroscopes in a mechanical feedback system, that can also take advantage of the Global Navigation Satellite System (GNSS). Otherwise a triad of accelerometers and gyroscopes can be mounted in a strapdown configuration, i.e. physically attaching the instrument to the aircraft. This allows for numerical determination of the sensor orientation and is generally accomplished using an Inertial Measurement Unit (IMU).

In order to obtain the gravity vector, the measured accelerations must be corrected for any effects originating from movement. This kinematic acceleration is usually derived from GNSS observations. Therefore, an airborne gravimetry system consists of two measurement systems:

1. An accelerometer on a stabilised platform or an IMU in strapdown configuration
2. A GNSS system consisting of receiver and antenna on board the aircraft and possibly a reference station on ground

This dissertation focuses on a strapdown IMU system, also known as Strapdown Airborne Gravimetry (SAG). Although the IMU in itself only represents half the measurement system, the GNSS system will not receive much attention here. The GNSS observations will be processed using the Waypoint commercial software suite from NovAtel, in order to yield estimates of velocity and/or position, which are then fed into the processing algorithm.
Gravity estimates are therefore essentially obtained by differencing the output from two measurement systems, meaning that it is well suited for spectral analysis. This is important because the spectral band of interest is dependent on the intended application. In Table 1.1 the applications are divided into three main categories and associated with requirements in terms of both spatial resolution and accuracy.

<table>
<thead>
<tr>
<th>Area of Application</th>
<th>Half-Wavelength Resolution</th>
<th>RMS Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geodesy (including marine geodesy)</td>
<td>10 - 500 km</td>
<td>1-3 mGal</td>
</tr>
<tr>
<td></td>
<td>50 - 500 km</td>
<td>0.1 mGal</td>
</tr>
<tr>
<td>Geophysics (science)</td>
<td>5 - 100 km</td>
<td>1-2 mGal</td>
</tr>
<tr>
<td>Exploration</td>
<td>&lt;5 km</td>
<td>&lt;0.5 mGal</td>
</tr>
</tbody>
</table>

Table 1.1: Overview of main areas of application with associated requirements for spatial resolution and accuracy

The main application in **geodesy** is the determination of a reference surface corresponding to sea level. This surface is known as the Geoid and provides both a reference surface and direction for the vertical. In marine geodesy, the slope of the Geoid at sea is compared with the slope of the sea surface as measured by a radar or laser altimeter. This enables the determination of the gravity vector over the ocean [41]. Both these applications have very strict requirements regarding the accuracy of long wavelength information in the gravity estimates. At a half-wavelength resolution of 50-500 km, the accuracy should be better than 0.1 mGal [44]. The applications in **geophysics** are typically concerned with monitoring of the cryosphere or sub-surface geological structures. As gravity provides information regarding the sub-surface density distribution, it is often flown in conjunction with other measurement systems such as magnetometers and radar/laser altimeters. The combination of information is commonly used to interpret the current state and past evolution of the solid Earth or cryosphere and an often used method for this is mathematical inversion. In **exploration**, the aim is also detection of sub-surface geological structures. However, geophysics is concerned with local and regional structures such as sub-ice topography, tectonic evolution, fault lines and volcanoes, whereas exploration is concerned with geological structures of much smaller scale such as sediment basins, salt domes and mineral deposits. This poses much higher requirements for the accuracy and spatial resolution of the gravity estimates, but relaxes requirements on the accuracy of the long wavelength components of the signal.

Having already introduced requirements in the form of spatial resolution and Root-Mean-Square (RMS) accuracy, it is in order to mention that these concepts will be properly introduced in Section 4. The concept of spatial resolution is related to the decomposition of a signal into waveforms, such that spatial resolution can be described in terms of either the full- or half-wavelength of each waveform. The power spectrum of such a decomposition determines the influence of each waveform. The waveform with shortest wavelength and enough power to considerably influence the signal determines the resolution. Therefore, the terms spatial resolution and half-wavelength will be used synonymously throughout this dissertation. In order to ease discussion, it is useful to define the following regions of the wavelength spectrum [10]:
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- High spatial resolution: Half-wavelength below 5 km (short wavelength)
- Medium spatial resolution: Half-wavelength of 5-150 km (medium wavelength)
- Low spatial resolution: Half-wavelength above 150 km (long wavelength)

which are concerned with various measurement techniques as illustrated in Figure 1.2. Airborne gravimetry is therefore concerned with all three resolution domains, but cannot resolve the entire spectrum simultaneously at the required accuracy. The combination of airborne gravimetry with other measurement techniques is therefore an important subject.

Measurement methods in gravimetry involve terrestrial observations, which are point-wise and usually non-uniform in coverage and accuracy, and satellite observations which cover most of the Earth with a uniform accuracy, but is limited in resolution by the attenuation of gravity with altitude. Airborne measurements therefore cover an important intermediate area between terrestrial and satellite gravity methods in terms of both resolution and coverage. Moreover, airborne surveys are usually designed in order to obtain uniform accuracy over the surveyed area. For these reasons airborne gravity estimates are especially well suited to be combined with other sources of information.

Since the advent of the Global Positioning System (GPS) in the 1990s, airborne gravimetry has been an operational method using stabilised platform systems [16]. This dissertation focuses on the use of a strapdown IMU for airborne gravimetry. Although such a configuration poses more stringent requirements for the sensor performance, e.g. larger dynamic range, higher resolution and better scale factor stability, it does have several significant advantages over the platform system:
1. An off-the-shelf IMU, designed for navigation purposes, can be used
   1a The gravity system simultaneously provides a navigation solution
   1b As the market for navigation systems is much larger than for gravity systems, the
       price is usually lower

2. The mechanical platform can be omitted
   2a As processing methods evolve, a better orientation can be obtained
   2b No operation is required during flight
   2c Smaller size
   2d Less power consumption
   2e Lower fail rate
   2f Increased operational flexibility

The usefulness of the strapdown approach for medium-resolution gravity estimates has
been repeatedly demonstrated [49, 18, 31] and a comparison test has shown that the accuracy
is comparable to that of stabilised platform systems [19]. However, these results have
also demonstrated that erroneous long wavelength information is leaking into the strapdown
gravity estimates. For this reason, stable platform systems remain the preferred choice for
geodetic airborne observations.

Several of these publications propose that this erroneous long wavelength information
originates from uncompensated long-term drift in the accelerometers. It has been shown
that the long term stability of the accelerometers can be improved by applying either precise
temperature control [14] or using off-line calibration methods [4]. However, since precise tem-
perature control introduces additional system complexity and advanced calibration methods
require access to professional calibration facilities, both of these approaches challenge many
of the advantages offered by the strapdown system.

1.1 A Brief Historical Overview

Airborne gravimetry has intrigued scientists for generations. The first proposals for mea-
surement systems came in the late 1950s and early 1960s [46]. This led to the first airborne
gravimetry test in 1958 using a LaCoste shipboard gravimeter on board an Air Force KC-135
fixed-wing aircraft [47]. This test yielded an accuracy of about 10 mGal when averaged over
5 minute intervals. As the instruments of the time were not accurate enough, the first tests
were feasibility trials consisting of modified marine gravimeters along with photogrammetric
cameras and/or doppler radar systems for positioning and unique hypsometers for measuring
altitude variations [21]. In order to improve the results, the use of a helicopter platform was
suggested, since it would be able to fly closer to the ground and move at a slower speed. The
first successful helicopter test was performed in 1965, using an Air Force CH3E helicopter
equipped with a LaCoste&Romberg marine gravimeter on a gimballed platform. The position
was derived using radar tracking and the altitude was measured using a laser altimeter. This
kind of approach was similarly attempted in the 1980s using fixed-wing aircrafts and demon-
strated that a combination of stabilisation and improved vertical acceleration determination
resulted in system improvement [32, 23, 9].

The navigational accuracy did however remain a concern until the advent of GPS in the
1990s, which revolutionised the entire field of geodesy [45, 8, 30]. This new technology not
only led to improvement in navigation and determination of the kinematic acceleration, but also led to improvements in instrument stabilisation, when combined with existing inertial technology. This basically made airborne gravimetry an operational method for wide-area airborne gravity surveys, which was pioneered by the US Naval Weapons Laboratory. A milestone along in the production-oriented use of airborne gravimetry was the survey of Greenland in coorporation with the Danish National Survey and Cadastre [7]. The Danish National Survey and Cadastre (now DTU space) has continued this effort, resulting in large-scale airborne gravity surveys on all seven continents.

The use of IMU technology for airborne gravimetry was first demonstrated in the 1980s [42, 15]. Although some studies were performed in order to investigate the requirements for strapdown airborne gravimetry [44, 27], it was not until 1995 that an actual flight test was carried out [49]. Since then, a number of studies have demonstrated the feasibility of using strapdown technology in order to derive gravity estimates in the medium-resolution domain [18, 31, 10]. Although these studies were based on high-grade (navigation-grade) IMUs, the use of low-cost IMUs for obtaining gravity estimates of 5-10 mGal accuracy in a limited 10-100 km half-wavelength band has been demonstrated [2]. In corporation with the University of Darmstadt (TU Darmstadt), DTU Space has brought a strapdown IMU on a number of airborne campaigns since 2013 [3]. These results have demonstrated that the strapdown system can produce reliable gravity estimates that nicely complements the platform estimates, resulting in increased spatial resolution and resistance against aircraft dynamics.

1.2 Motivation for Strapdown Airborne Gravimetry

Airborne gravimetry has long been recognized as a reliable method for obtaining useful gravity estimates in the medium and long wavelength bands. Since airborne gravimetry is superior to point-wise terrestrial methods in terms of economy and efficiency, there have been considerable efforts to make this an operational procedure. Marine gravimetry offers many of the same properties and can obtain a better spatial resolution, since it is closer to the source of gravitation. However, marine gravimetry has the obvious disadvantage of being restricted to ocean areas. This restriction also applies to gravity estimates obtained from satellite altimetry. Since terrestrial methods are restricted to land areas, airborne gravimetry also has the unique advantage of being able to survey coastal areas. As most of the worlds population live along the coast lines, it is especially important to have a precise Geoid in these areas. Additionally, airborne gravimetry has brought along the capability of surveying remote areas, not accessible by land.

As demonstrated by the joined efforts of TU Darmstadt and DTU Space the recent years, strapdown gravimetry is capable of providing high quality gravity estimates that complements the stabilised-platform system in terms of increased spatial resolution and resistance against turbulent conditions. Moreover, it has been demonstrated that off-line temperature calibrations are capable of reducing the erroneous long wavelength information otherwise known to corrupt the strapdown estimates [5]. For these reasons, DTU Space has purchased an iMAR iNAT navigation-grade IMU to be used as a strapdown gravimeter on airborne surveys. This dissertation presents the first results from this system and describes the development of a processing methodology for Strapdown Airborne Gravimetry (SAG).
1.3 Overview of this Dissertation

This dissertation is divided into four parts that will sequentially introduce theory, develop and test the processing algorithm and finally present results from four different surveys. The first part is devoted to the introduction of theoretical concepts that are fundamental to geodesy and airborne gravimetry. The second part will develop the framework used for IMU technology and its intended application for inertial navigation. The third part is concerned with the integration of IMU and GNSS observations using a Kalman filter framework in order to improve the navigation solution. Finally, in the fourth part, the processing methodology for airborne gravimetry will be developed and tested on both simulated data and real observations collected using the iMAR iNAT IMU unit. The dissertation is concluded with a discussion of the results and an outlook for future work.
2 Reference Systems and Frames

Central to the theory of navigation and airborne geodetic observations, is the definition of a number of reference systems and their realisations. Historically, at least more than today, these systems have been intrinsically connected with Earth’s gravity field. The advent of the Global Positioning System (GPS) has revolutionised this subject, like many other subjects in the field of geodesy. As there are numerous local, regional and global reference systems, one important aspect is to relate these systems to one another as well as to some ”absolute” frame, defined with respect to the celestial sphere. The International Earth Rotation Service (IERS) is responsible for defining and realizing such an ”absolute” reference system, known as the International Celestial Reference System (ICRS).

Before venturing further into this subject, it is useful to understand the difference between a reference system and a reference frame. According to the IERS, the two concepts are defined as follows [28, Sect. 1.2]:

A reference system is a set of prescriptions and conventions together with the modelling required to define at any time a triad of coordinate axes, and

A reference frame realises the system by means of coordinates of definite points that are accessible either directly by occupation or by observation.

An example of a reference system is the International Terrestrial Reference System (ITRS) also defined by the IERS. The origin of this frame is geocentric, i.e. at the centre of mass of the Earth. The orientation of the three axes are aligned with Earth’s spin axis, a prime vertical (Greenwich) meridian, and a third direction orthogonal to these two. The scale of the axes is defined by the speed of light in vacuum according to the Système International d’unités (SI). The corresponding example of a reference frame is the International Terrestrial Reference Frame (ITRF), which is realized by providing coordinates for a set of physical points, distributed around the surface of the Earth. The movement of these physical points are monitored using a variety of geodetic techniques and linked to a realisation of the ICRS, called the International Celestial Reference Frame (ICRF). Since the observation techniques continuously improve and the available data increases, the IRTF is constantly being updated, resulting in a number of realizations. Therefore, a frame cannot exist without a system and a system is of no practical value without a frame. These two complementary concepts in geodesy are closely related to the concept of a geodetic datum, which will be introduced in section 2.2.3.

This section is divided into two subsections. First, a number of reference frames relevant to inertial navigation are introduced. These reference frames are either used for navigation directly or are useful for expressing geodetic observations. In the second subsection, a brief introduction to geodetic coordinates is given. These are used to express coordinates in the vicinity of Earth’s surface.
2.1 Coordinate Frames for Navigation

This subsection is devoted to the introduction of a number of relevant coordinate frames. Tables 2.1 and 2.2 provide an overview of the reference frames that are to be introduced.

<table>
<thead>
<tr>
<th>Reference Frame</th>
<th>Alternative Name</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inertial Frame</td>
<td>ECI (Earth-Centred Inertial) frame</td>
<td>i</td>
</tr>
<tr>
<td>Terrestrial Frame</td>
<td>ECEF (Earth-Centred-Earth-Fixed) frame</td>
<td>e</td>
</tr>
<tr>
<td>Navigation Frame</td>
<td>Local-level or NED (North-East-Down) frame</td>
<td>n</td>
</tr>
<tr>
<td>Wander-Azimuth Frame</td>
<td></td>
<td>w</td>
</tr>
<tr>
<td>Body frame</td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>Sensor frame</td>
<td></td>
<td>s</td>
</tr>
</tbody>
</table>

Table 2.1: Overview of the various reference frames and their notation.

<table>
<thead>
<tr>
<th>Frame</th>
<th>Origin</th>
<th>z-axis</th>
<th>x-axis</th>
<th>y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Earth centre of mass axis</td>
<td>Earth rotational</td>
<td>Equatorial plane, vernal equinox</td>
<td>Completes right-handed system</td>
</tr>
<tr>
<td>e</td>
<td>Earth centre of mass axis</td>
<td>Earth rotational</td>
<td>Equatorial plane, Greenwich meridian</td>
<td>Completes right-handed system</td>
</tr>
<tr>
<td>n</td>
<td>Instrument location ellipsoidal normal</td>
<td>Down along ellipsoidal normal</td>
<td>North</td>
<td>East</td>
</tr>
<tr>
<td>w</td>
<td>Instrument location ellipsoidal normal</td>
<td>Down along ellipsoidal normal</td>
<td>Initial north</td>
<td>Initial east</td>
</tr>
<tr>
<td>b</td>
<td>Instrument location (down)</td>
<td>Through-the-floor (down)</td>
<td>Forward</td>
<td>Starboard (right)</td>
</tr>
<tr>
<td>s</td>
<td>Instrument location</td>
<td>Sensor Z-axis</td>
<td>Sensor X-axis</td>
<td>Sensor Y-axis</td>
</tr>
</tbody>
</table>

Table 2.2: Axis definition of the various reference frames

It should be noted that different coordinate frames are merely different tools to represent the same physical quantity. Such a quantity is therefore not restricted to one reference frame, but can in principle be represented in any of the reference frames. The need for all these frames are merely a matter of convenience and they are all, in theory, equally valid representations. The inertial reference frame for example is the most intuitive one in which to express the laws of motion. The terrestrial frame is most convenient for expressing gravity measurements, because we expect the main variability of those measurements to be spatially correlated with the surface of the Earth. Some frames are merely the natural frames at which the measurements are performed and others again are convenient from a practical, implementation perspective.

All of the reference frames introduced are three-dimensional, right-handed and orthogonal. Superscripts will be used to denote the frame of reference in which they are expressed. The notation used here, i.e. $i$, $e$, $n$, $w$, $b$ and $s$, are in my experience the most common notation.
in the literature, at least in more recent texts. However, I have also encountered different notations. The inertial and terrestrial frames are usually used to express coordinates, whereas the navigation and wander-azimuth frames provide more intuitive representations of velocity and attitude. Finally, the vehicle, platform and sensor frames are naturally related to the data acquisition.

2.1.1 The Inertial Reference Frame (\(i\)-frame)

The inertial reference frame, also denoted the Earth-Centred Inertial (ECI) frame, is the most fundamental of the reference frames, since it is the one where Newton’s classical laws of motion apply. It is defined as:

- The origin is at the centre of mass of the Earth
- The \(z\)-axis coincides with the rotational axis of the Earth
- The \(x\)-axis is in the equatorial plane, pointing towards the vernal equinox (the direction of intersection of the equatorial plane of the Earth with the plane of the Earth’s orbit around the Sun)
- The \(y\)-axis is defined to complete a right-handed system and will be in the equatorial plane

Since the origin coincides with the Earth centre of mass it is in free fall and since the orientation is constant with respect to fixed stars it is (almost) not rotating. Strictly speaking, this reference frame is not truly inertial. As will be argued later, this frame does not obey Newton’s laws of motion, which must be modified. This frame is therefore sometimes referred to as a "quasi-inertial" frame, being "practically" inertial, meaning that its approximation will suffice for our purposes.

2.1.2 The Terrestrial Reference Frame (\(e\)-frame)

The terrestrial reference frame, or Earth-Centred Earth-Fixed (ECEF) frame, is fixed to the Earth and therefore rotating with respect to the \(i\)-frame. It is defined as:

- The origin is at the centre of mass of the Earth
- The \(z\)-axis coincides with the rotational axis of the Earth
- The \(x\)-axis is in the equatorial plane and coincides with the mean Greenwich meridian
- The \(y\)-axis is defined to complete a right-handed system and will be in the equatorial plane

The \(e\)-frame is coincident with the \(i\)-frame at some time \(t = t_0\). The \(z\)-axes of the two frames are coincident at all times, such that the two frames are rotating with respect to one another at an angular rate \(\omega_{ie}\). An example of such a frame is the IRTF introduced earlier.

A terrestrial reference frame can also be realised through a geodetic reference system, whose components are the geodetic latitude, \(\phi\), geodetic longitude, \(\lambda\) and height, \(h\), relative to a mathematically defined ellipsoid of revolution. These components are illustrated in Figure 2.3 and will be further explained in Section 2.2.
2.1.3 The Navigation Frame (n-frame)

The navigation frame is also called a local-level frame, since it is a local frame defined with respect to the local (normal) gravity vector. It is defined as:

- The origin is at the instrument location
- The $z$-axis points in the ”down” direction, along the ellipsoidal normal
- The $x$-axis points north
- The $y$-axis points east

The reader should be aware that this definition is not consistent in the literature. One can find a range of definitions, such as ”east, north, up”, ”north, west, up”, etc., so caution is needed when ”navigating” through the literature. The transformation between these reference frames are easily accomplished, as for example

$$x_{NED} = y_{ENU}, \quad y_{NED} = x_{ENU} \quad \text{and} \quad z_{NED} = -z_{ENU}. \quad (2.1)$$

One should notice that, the instrument location in this reference frame will always be $(x^n, y^n, z^n) = (0, 0, 0)$. This reference frame is therefore not used to specify position. For navigation purposes, the position is usually specified in terms of the $e$-frame, $(x^e, y^e, z^e)$, while the velocity, $(v_N, v_E, v_D)$, and acceleration, $(a_N, a_E, a_D)$, are resolved about the axes of the $n$-frame.

2.1.4 The Wander-Azimuth Frame (w-frame)

The wander-azimuth frame is maybe more of a modification of the $n$-frame than a frame of its own. It is of practical interest when navigating in polar regions, because the $n$-frame possesses singularities at the geographic poles. In the $n$-frame, the $x$- and $y$-axis are north- and east-slaved, respectively. As the instrument moves over the surface of the Earth, the $n$-frame must rotate at a rate, $\omega_{en}$, in order to keep its axes along the north, east and down directions. This rotational rate is known as the transport-rate and may be expressed as

$$\omega_{en} = \begin{bmatrix} \omega_{en,N}^n \\ \omega_{en,E}^n \\ \omega_{en,D}^n \end{bmatrix} = \begin{bmatrix} v_E / (R + h) \\ -v_N / (R + h) \\ -v_E \tan \phi / (R + h) \end{bmatrix}, \quad (2.2)$$

where $v_E$ and $v_N$ are velocities along the east and north directions, respectively, $R$ is the Earth radius, $h$ the instrument height above the reference ellipsoid and $\phi$ is the latitude. When the instrument is navigating in polar regions, the term $\tan \phi$ becomes very large and eventually infinite directly at the pole. This leads to very large values of the rotational rate, $\omega_{en,D}^n$, and therefore also potential numerical instability.

The $w$-frame is then a variant of the $n$-frame that allows navigation in polar regions by setting $\omega_{en,D}^n = 0$, thus avoiding polar singularities. This means that the reference frame does not rotate about its vertical axis (other than by Earth’s rotational rate) and therefore remains oriented in the same direction as it was initialised. The angle between the wander-azimuth axes and the north-east-axes of the $n$-frame is known as the wander angle and will be denoted $\psi_{nw}$. The wander angle will not be constant, but vary with the vehicle position.
2.1.5 Vehicle, Platform and Sensor Frames

In addition to the aforementioned general coordinate frames, it is also useful to define some reference frames that are associated with the host vehicle and the measurement system. These frames are:

- The body frame ($b$-frame) refers to the vehicle to be navigated, i.e. the body of the aircraft. The axes are conventionally defined along the forward, starboard and through-the-floor directions, also known as front, right, down. These axes are also denoted the roll-, pitch- and yaw axis respectively, since the rotation around these axes are denoted roll, pitch and yaw.

- The sensor frame ($s$-frame) is related to the instrument. It serves as an analytical reference frame for the instrument, where instrument errors can be identified, modelled and possibly filtered. For strapdown systems, this frame will coincide with the $b$-frame, while for local-level gimballed systems it corresponds to the $n$-frame.

- The instruments of an IMU are accelerometers and gyroscopes, which each have their own coordinate frame, namely an accelerometer frame ($acc$-frame) and gyro frame ($gyro$-frame). Both of these frames are assumed to be orthogonal, but might have some misalignment, which is handled through calibration procedures. The origin is the point of specific force computation for both of the frames.

- The platform frame ($p$-frame) refers to the platform on which the sensors are mounted. This frame provides a common origin for the cluster of instruments.

The geometrical relationship between some of these frames are illustrated in Figure 2.1. Ultimately, all measurements must be transformed into the $i$-, $e$- or $n$-frame, whichever one has chosen to navigate with respect to. The transformation from one reference frame to the other is accomplished by rotation operators, which will be covered in Section 5.1 and Appendix A.

![Diagram of reference frames](image_credit: [29]).
2.2 Coordinate Frames in Geodesy

In geodesy, coordinates have traditionally been adapted to Earth’s shape, being some kind of spherical or ellipsoidal coordinates, for regional and global applications, while Cartesian coordinates have been preferred for local applications, where a planar approximation is valid. The reason for this is nicely illustrated in [34, Sect. 3.1.1]:

Imagine giving your position coordinates in meters as \((x^e, y^e, z^e) = (1510885, -4463460, 4283905)\). One can tell that you are on the northern hemisphere \((z^e > 0)\). Those who remember their sine/cosine tables and can do some quick computations in their heads, can tell that you are at mid-latitudes. It is hard to tell if you are on the Earth, or above or below it, and by how much. And, of course, all three coordinates would change in general as you climb up a pole, or move to an upstairs room.

A more intuitive approach is therefore the separation of horizontal and vertical coordinates by the introduction of curvilinear coordinates. The horizontal position is expressed as angular coordinates, i.e. latitude and longitude, while the height is expressed with respect to the surface of the Earth. The definition of such a set of coordinates is however not straightforward, since the shape of the Earth is irregular and changeable. The solution has been to approximate the Earth using a model, which needs to be simple, smooth and easy-to-use, and then characterise the actual shape of the Earth with respect to this model. An early model was the sphere, which led to the introduction of latitude and longitude. A refinement of this model came with Newton, whose study of gravity led him to believe that Earth was flattened slightly at the poles and bulged somewhat at the equator. His measurements indicated that the distance from the centre of the Earth to the pole was about 20 km shorter than the distance to the equator. The Earth could then be approximated as an ellipsoid of revolution, formed by rotating an ellipse about its minor axis. This form is also referred to as an oblate ellipsoid. The next best approximation after the ellipsoid is known as the geoid, which will be properly introduced in Section 3. While the mean Earth sphere deviates by up to 14 km from a mean Earth ellipsoid at the poles, the difference between the ellipsoid and the geoid is no more than 110 m [28, Sect. 1.3]. The ellipsoid is therefore an extremely good approximation of the figure of the Earth, at least over the oceans, which represents more than 70% of Earth’s surface.

With the introduction of GPS, the Cartesian coordinates have also become important for global geospatial referencing. However, the curvilinear coordinates continue to have the largest appeal to terrestrial applications, i.e. surveying, near-surface navigation, positioning and mapping. In the following, geodetic coordinates will therefore be briefly introduced along with some related concepts, that are central to geodesy.

2.2.1 Spherical Coordinates

Realising that Earth is almost a sphere, it seems natural to use spherical coordinates to describe positions on the Earth. The geometry of these coordinates are shown in Figure 2.2 and they are related to the Cartesian coordinates as

\[

dx = r \cos \phi' \cos \lambda \\
\Rightarrow y = r \cos \phi' \sin \lambda \\
\quad \quad z = r \sin \phi' \\
\quad \quad r = \sqrt{x^2 + y^2 + z^2} \\
\phi' = \sin^{-1} \left( \frac{z}{r} \right) \\
\lambda = \tan^{-1} \left( \frac{y}{x} \right)
\]
where one must account for all quadrants of the inverse tangent function, i.e. use atan2 in MATLAB. The spherical latitude is here denoted \( \phi' \) and referred to as the geocentric latitude. This is because \( \phi \) is reserved for the geodetic latitude, which will be introduced in the following section. Often, the colatitude, \( \theta \), is used instead of the latitude, \( \phi' \). The colatitude is the angle from the pole instead of the angle from equator and the two are related as

\[
\phi' = 90 - \theta \quad \Rightarrow \quad \sin \phi' = \cos \theta .
\] (2.4)

For navigation purposes, it is fundamental to be able to transform curvilinear distances into linear distances. Incremental distances are related as

\[
dN = R \, d\phi \\
dE = R \cos \phi' \, d\lambda ,
\] (2.5)

where \( R \) is the radius of the sphere and where \( N \) and \( E \) denote the north and east directions, respectively.

### 2.2.2 Ellipsoidal Coordinates

As with spherical coordinates, the oblate ellipsoid has both its origin (centre of mass) and orientation (Earth spin axis) in common with the ECEF Cartesian coordinate system. The geometry of the ellipsoid is defined as

\[
\frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{b^2} = 1 ,
\] (2.6)
with $a$ and $b$ being the semi-major and semi-minor axes respectively. Alternatively, the shape of the ellipsoid can be characterised by the geometrical flattening, $f$, the linear eccentricity, $E$, or the first eccentricity, $e$, defined as

$$f = \frac{a - b}{a}, \quad E = \sqrt{a^2 - b^2}, \quad e = \sqrt{a^2 - b^2}$$

relating the flattening to the first eccentricity. It is customary to define the ellipsoid by $a$ and $f$ rather than $a$ and $b$. Having defined a mathematical shape of the Earth, in the form of an ellipsoid, one can define the geodetic coordinates (also called geographic or ellipsoidal coordinates) of a point $P$ as follows:

- **geodetic latitude** $\phi$: the angle measured in the meridian plane through the point $P$ between the equatorial plane of the ellipsoid and the line perpendicular to the surface of the ellipsoid at $P$,
- **geodetic longitude** $\lambda$: the angle measured in the equatorial plane between the reference meridian and the meridian plane passing through $P$,
- **geodetic height** $h$: measured along the normal to the ellipsoid through $P$.

These coordinates are sketched together with the Cartesian and spherical coordinates in Figure 2.3. Any point, $Q$, on the surface of the ellipsoid can be specified using the geodetic latitude, $\phi$, and longitude, $\lambda$. For a point, $P$, outside the ellipsoid, the local vertical is defined by the surface normal, $n$, at the point $Q$. The ellipsoidal height is the distance between $P$ and $Q$ along this normal.

![Figure 2.3: Sketch of the geometry relating geodetic coordinates, ($\phi, \lambda, h$), to Cartesian coordinates, ($x^e, y^e, z^e$) and spherical coordinates, ($r, \phi', \lambda$). The parameters $a$ and $b$ are the semi-major and semi-minor axes respectively, $Q$ is a point on the ellipsoid and $P$ is a point outside the ellipsoid. The distance $QP$ is the height $h$. The vertical line connecting $Q$ and $P$ is defined by the ellipsoidal surface normal $n$. The angle of intersection between this line and the equatorial plane is the geodetic latitude $\phi$.](image-url)
For an ellipsoid it is not as straightforward to transform curvilinear distances into linear distances, since the radius is not constant. Actually, the radius is different in the two directions and they are known as radii of curvature, since they are related to the curvature, $\kappa$, of a curve on the ellipsoid [38, Sect. 2]. The inverse of the curvature

$$\varrho = \frac{1}{\kappa},$$

(2.8)

is known as the radius of curvature and denotes the distance along the principal normal to the curve. In the special case that the curvature is constant, i.e. for a circle, the radius is also constant. We may therefore think of the radius of curvature as being the radius of a circle tangent to the curve at this specific point and having the same curvature as the circle. In Figure 2.4, this tangent circle is sketched for a point, $Q$, on the ellipsoid. Since the curvature is different along the north and east directions, the radius of curvature will be different. The radius of curvature along the east direction, $R_E$, also known as the radius of curvature of the prime vertical is given by [48, Eq. 4.15]:

$$R_E = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi}}.$$  

(2.9)

and is most often denoted by $N$, since its direction is normal to the ellipsoidal surface. The radius of curvature along the north direction, $R_N$, also known as the radius of curvature of the meridian is given by [48, Eq. 4.13]:

$$R_N = \frac{a (1 - e^2)}{(1 - e^2 \sin^2 \phi)^{3/2}} = R_E \frac{1 - e^2}{1 - e^2 \sin^2 \phi},$$

(2.10)

and is most often denoted by $M$ for meridian. In this dissertation I will deviate from the traditional $M$ and $N$ notation, in order to confine with the notation used in [20] and because I find it more intuitive. For a proper derivation of the above expressions in terms of differential geometry, see [28, Sect. 2.1.3]. Using the two radii of curvature, one can transform curvilinear distance to linear distance similar to (2.5) as

$$dN = R_N \, d\phi,$$

$$dE = R_E \cos \phi \, d\lambda.$$ 

(2.11)

The interrelation of the Cartesian coordinates, $(x, y, z)$, and the geodetic coordinates, $(\phi, \lambda, h)$, can be expressed as [48, Eq. 4.27-4.28]

\[
\begin{align*}
x &= (R_E + h) \cos \phi \cos \lambda \\
y &= (R_E + h) \cos \phi \sin \lambda \\
z &= (R_E (1 - e^2) + h) \sin \phi
\end{align*}
\]

\[
\begin{align*}
\phi &= \tan^{-1} \left[ -\frac{z}{\sqrt{x^2 + y^2}} \right] \\
\lambda &= \tan^{-1} \left[ \frac{y}{x} \right] \\
h &= \sqrt{\frac{x^2 + y^2}{\cos \phi}} - R_E
\end{align*}
\]

(2.12)

where the latter must be solved iteratively, due to their interdependence. Close to the Earth’s surface ($h \ll R_E$) this process will converge quickly.

An alternative pair of ellipsoidal coordinates, $(u, \beta, \lambda)$, also exists. These coordinates are related to ellipsoidal harmonic functions and are therefore also known as ellipsoidal-harmonic coordinates. Although Earth closely resembles an ellipsoid of revolution, ellipsoidal harmonics are only used in certain special cases. Due to their relative simplicity,
Figure 2.4: Sketch illustrating the geometry of the two important radii of curvature for the ellipsoid. The radius of curvature of the prime vertical, $R_E$, is illustrated in gray color in order to recognise it from the radius of curvature of the meridian, $R_N$. The length of $R_E$ is from the point $Q$ to the point on the minor axis, along the ellipsoidal normal. This radius is commonly used in conjunction with $\cos \phi$ in order to derive linear distances along the east-west direction. The length of $R_N$ is from $Q$ to the centre of a circle that is tangent to $Q$ and has the same curvature as the ellipse along the meridian direction, at the point $Q$. This radius is commonly used to derive linear distance along the north-south direction.

Spherical harmonic functions are most often used instead. Spherical harmonic functions will be introduced in Section 3, whereas ellipsoidal harmonic functions will not be introduced in this dissertation. The reader is instead referred to [25, Sect. 1.15-1.16].

Problems involving the computation of normal gravity, which will be introduced in Section 3.3, are such special cases where ellipsoidal harmonics are used. For this reason, ellipsoidal-harmonic coordinates will be briefly introduced. Consider an ellipsoid of revolution that passes through the point $P(x^e, y^e, z^e)$, whose centre is the origin of the Earth, whose rotation axis coincides with the $z$-axis and has a linear eccentricity $E$. This is sketched in Figure 2.5 along with a sphere having a radius, $v$, equal to the semi-major axis of the new ellipsoid.
The coordinate, $u$, is the semi-minor axis of this ellipsoid. The reduced latitude, $\beta$, is related to the additional sphere of radius $v$ and the intersection of a vertical line passing through $P$ as illustrated in the figure. It is related to the geodetic latitude as \[ \beta = \tan^{-1}\left[ \sqrt{1 - e^2} \tan \phi \right] = \tan^{-1}\left[ (1 - f) \tan \phi \right]. \] \[ (2.13) \]

The ellipsoidal-harmonic coordinates are related to the Cartesian coordinates as \[ x = v \cos \beta \cos \lambda \Rightarrow u = \left[ \frac{1}{2} (x^2 + y^2 + z^2 - E^2) \left( 1 + \sqrt{1 + \frac{4E^2z^2}{u^2y^2 + u^2z^2}} \right) \right]^{\frac{1}{2}} \]
\[ y = v \cos \beta \sin \lambda \]
\[ z = u \sin \beta \]
\[ \beta = \tan^{-1}\left[ \frac{\sqrt{u^2 + E^2}}{u \sqrt{x^2 + y^2}} \right] \]
\[ \lambda = \tan^{-1}\left[ \frac{y}{x} \right] \]
\[ (2.14) \]

noting that $v = \sqrt{u^2 + E^2}$.

### 2.2.3 Geodetic Datums, Geodetic Reference Systems and Map Projections

In the literature, the **geodetic datum** is often defined with respect to a certain application, meaning that no consistent definition exists [28, Sect. 3]. The concept is also further complicated by the fact that a geodetic datum have traditionally been separated into a horizontal datum, making it possible to map points onto the ellipsoid, and a vertical datum, which is a one-dimensional height linked to the gravitational field. A more clear and basic definition is presented in [28, Sect. 3]:

A **geodetic datum** is a set of parameters and constants that defines a coordinate system, including its origin and (where appropriate) its orientation and scale, in such a way as to make these accessible for geodetic applications.
More practically, a geodetic datum usually defines the reference system and utilizes the reference frame in terms of a number of parameters, making it possible to compute the coordinates of a point in space. A global datum is normally realised in terms of a reference ellipsoid, which is specified as two ellipsoidal parameters, three origin point coordinates and three orientation parameters. However, if the reference ellipsoid is geocentric, the three origin parameters will be zero, and if the orientation is along the spin axis and Greenwich meridian, the orientation parameters will also be zero. Examples of such geocentric reference ellipsoids are the Geodetic Reference System 1980 (GRS80) and World Geodetic System 1984 (WGS84). The ITRF solutions are specified using Cartesian coordinates and do therefore not directly use an ellipsoid.

A geodetic reference system requires the definition of two additional physical parameters. By defining Earth’s rotational rate, $\omega_{ie}$, and Earth’s gravitational constant, $GM$, together with a rotational ellipsoid, a reference field for gravity is also uniquely defined. This subject will be discussed further in Section 3. An overview of the geometric and physical parameters of WGS84 is presented in Table 2.3.

<table>
<thead>
<tr>
<th>DEFINING PARAMETERS</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-major axis</td>
<td>$a$</td>
<td>6378137.0 m</td>
</tr>
<tr>
<td>Flattening</td>
<td>$1/f$</td>
<td>298.257223563</td>
</tr>
<tr>
<td>Angular velocity of Earth</td>
<td>$\omega_{ie}$</td>
<td>7292115.0 $\cdot 10^{-11}$ rad/s</td>
</tr>
<tr>
<td>Earth’s gravitational constant</td>
<td>$GM$</td>
<td>3986004.418 $\cdot 10^8$ m$^3$/s$^2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DERIVED GEOMETRIC CONSTANTS</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Second-degree zonal harmonic</td>
<td>$J_2$</td>
<td>$-0.484166774985 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Semi-minor axis</td>
<td>$b$</td>
<td>6356752.3142 m</td>
</tr>
<tr>
<td>First eccentricity</td>
<td>$e$</td>
<td>8.1819190842622 $\cdot 10^{-2}$</td>
</tr>
<tr>
<td>Second eccentricity</td>
<td>$e'$</td>
<td>8.2094437949696 $\cdot 10^{-2}$</td>
</tr>
<tr>
<td>Linear eccentricity</td>
<td>$E$</td>
<td>5.2185400842339 $\cdot 10^5$</td>
</tr>
<tr>
<td>Axis ratio</td>
<td>$b/a$</td>
<td>0.996647189335</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DERIVED PHYSICAL CONSTANTS</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal gravity potential of the ellipsoid</td>
<td>$U_0$</td>
<td>62636851.7146 m$^2$/s$^2$</td>
</tr>
<tr>
<td>Normal gravity at the equator</td>
<td>$\gamma_e$</td>
<td>9.7803253359 m/s$^2$</td>
</tr>
<tr>
<td>Normal gravity at the pole</td>
<td>$\gamma_p$</td>
<td>9.8321849378 m/s$^2$</td>
</tr>
<tr>
<td>Mean value of normal gravity</td>
<td>$\overline{\gamma}$</td>
<td>9.7976432222 m/s$^2$</td>
</tr>
</tbody>
</table>

Table 2.3: The defining parameters of WGS84 along with some derived geometric and physical constants [35]. WGS84 is based on the Earth Gravitational Model 96 (EGM96), meaning that it is obtained as a best fit to this geoid.

When mapping smaller regions, it is convenient to define an ellipsoid that best fits the region of interest. It is therefore not a requirement that the ellipsoid be geocentric or oriented along the axis of rotation (see Figure 2.6). Having defined an ellipsoid, one can project each point on the surface of the Earth onto the ellipsoid and associate it with latitude and longitude coordinates. The next step is then to represent these geographical coordinates as rectangular coordinates on a map.
The mapping of curvilinear coordinates onto a flat surface in terms of rectangular coordinates is achieved in terms of a **map projection**. Hundreds of such map projections have been proposed over the years, but they will always contain some distortion. A nice analogy is to imagine the Earth as an orange. Then peel the orange and attempt to press the peel onto a table. In order to accomplish this, the peel must be distorted in some way. It is not the intention to venture further into the subject of map projections here. The aim is simply to provide an overview of some important concepts in geodesy and also make it clear that coordinates are defined with respect to a reference frame (or map projection). It is therefore important to always be clear about which reference frame is used.
3 Gravitation, Gravity and the Geodetic Earth Model

The figure of the Earth is closely related to the gravity field of the Earth. For this reason, the gravity field is of fundamental importance in geodesy and many geodetic observations are related to the gravity field. This section is divided into three subsections. In the first subsection, the idea of gravitation will be introduced, based on the theory of classical mechanics by Sir Isaac Newton. This is followed by an introduction to the useful mathematical concept of a potential field. In the second subsection, gravity will be introduced and some connections with the geometry of the Earth will be presented. Finally, all of these concepts are combined to form what will here be denoted a "Geodetic Earth Model", constituting a reference system for both geometric and gravimetric observations in the vicinity of Earth’s surface.

3.1 Gravitation and the Gravitational Potential

The law of universal gravitation is one foundation of classical mechanics that we owe to Sir Isaac Newton. In the third volume of his Principia, Newton recognised that the force that makes an apple fall to the ground from a tree, is the same fundamental force that holds the Moon in orbit and governs the orbital motion of all the planets. Newton found that this force is proportional with the "quantities of solid matter that the object contains" (i.e. mass) and with the inverse of the squared distance. Mathematically, the gravitational force, \( F_g \), between two point masses, \( m \) and \( m' \), separated by the vector \( \zeta \) of length \( |\zeta| \), is

\[
F_g (\zeta) = G \frac{mm'}{|\zeta|^2} \hat{\zeta}, \tag{3.1}
\]

where \( G \) is the gravitational constant and \( \hat{\zeta} \) is a vector of unit length. The geometry of the situation is illustrated in Figure 3.1. The force exerted by a number of point masses, \( m'_1, m'_2, ..., m'_N \), on the mass \( m \), can be expressed using the principle of superposition

\[
F_g (\mathbf{r}) = F_1 (\zeta_1) + F_2 (\zeta_2) + ... + F_N (\zeta_N) = G \left( \frac{mm'_1}{|\zeta_1|^2} \hat{\zeta}_1 + \frac{mm'_2}{|\zeta_2|^2} \hat{\zeta}_2 + ... + \frac{mm'_N}{|\zeta_N|^2} \hat{\zeta}_N \right) m = m \mathbf{g} (\mathbf{r}), \tag{3.2}
\]

where

\[
\mathbf{g} (\mathbf{r}) \equiv G \sum_{i=1}^{N} \frac{m'_i}{|\zeta_i|^2} \hat{\zeta}_i = G \int \int \int \frac{\rho (\mathbf{r'})}{|\zeta|^2} \hat{\zeta} \, dV' \tag{3.3}
\]

is the gravitational field. The Earth can be seen as a continuous collection of such mass objects, that make up a volume, \( V' \). In this case the summation becomes an integral over the density, \( \rho (\mathbf{r'}) \), as is indicated in the expression above. Notice that the gravitational field is not a force, but an acceleration.

3.1.1 Gravitational Potential

The gravitational field, \( \mathbf{g} (\mathbf{r}) \), is a \textbf{conservative vector field}, meaning that it has certain properties associated with it. These properties allow us to express the vector field in terms
of the gradient of a \textbf{scalar potential field}, $V$, as

$$\bar{g}(r) \equiv -\nabla V(r). \quad (3.4)$$

In order to see why this is possible, we can consider the integral of the gravitational field, resulting from a single point mass located at the origin. The integral is performed from a point $a$ to a point $b$ in space

$$\int_a^b \bar{g}(r) \cdot dl = G \int_a^b \frac{m}{r^2} \hat{r} \cdot dl = G \int_a^b \frac{m}{r^2} \hat{r} \cdot \left( dr \hat{r} + r d\theta \hat{\theta} + r \sin \theta d\phi \hat{\phi} \right)$$

$$= G \int_a^b \frac{m}{r^2} dr = G \left( \frac{m}{r_a} - \frac{m}{r_b} \right), \quad (3.5)$$

where $dl$ is the unit vector along the path of integration. Since the result only depends on the end points, $r_a$ and $r_b$, the integral is independent on the path of integration chosen from point $a$ to a point $b$. This property is characteristic of conservative fields. It can be exploited by choosing a reference point, $\mathcal{O}$, and defining the gravitational potential as

$$V(r) \equiv -\int_{\mathcal{O}}^r \bar{g}(r') \cdot dl', \quad (3.6)$$

which will be the same no matter which path of integration we choose from $\mathcal{O}$ to $r$. The potential, $V(r)$, is therefore a well-defined scalar quantity that contains the same amount of information as the gravitational field, $\bar{g}(r)$, which is a vector quantity. This information can be retrieved by using (3.4), i.e. the gradient of the potential. We can then compute the gravitational potential as

$$V(r) = -\int_{\mathcal{O}}^r \left( G \sum_{i=1}^N \frac{m_i}{\zeta_i^2} \zeta_i \right) \cdot dl' = -G \int_{\mathcal{O}}^r \sum_{i=1}^N \frac{m_i}{\zeta_i^2} d\zeta'$$

$$= -G \sum_{i=1}^N \int_{\mathcal{O}}^\zeta_i \frac{m_i}{\zeta_i^2} d\zeta' = G \sum_{i=1}^N \left( \frac{m_i}{\zeta_i} - \frac{m_i}{\mathcal{O}} \right). \quad (3.7)$$
For reasons of convenience, we choose the reference point, \( O \), to be located at infinity, because then \( m_i/O = 0 \) and the above becomes

\[
V(\mathbf{r}) = G \sum_{i=1}^{N} \frac{m_i}{\xi_i} \text{Earth} = G \int \int \int \frac{\rho(\mathbf{r}')}{\xi} \, dV'.
\] (3.8)

Having defined the gravitational potential, we can introduce the equipotential surface, which is a surface of constant potential. Since every point on this surface has the same potential value, no work is done in moving from one point to another on this surface. This also means that the force and acceleration vectors of the gravitational field are perpendicular to this surface.

### 3.1.2 Properties of the Gravitational Potential

Determining the gravitational field, \( \mathbf{g}(\mathbf{r}) \), of the Earth using (3.3) is an impossible task, since we do not know the density distribution of the Earth. Determining the potential field, \( V(\mathbf{r}) \), from (3.8) has the same issue. The only thing we can actually measure is the total gravitational field or potential outside the attracting mass of the Earth. When concerned with the gravitational field of the Earth, it is therefore useful to express the problem in differential form using Poisson’s equation as

\[
\nabla^2 V(\mathbf{r}) = -4\pi G \rho(\mathbf{r}) ,
\] (3.9)

where

\[
\nabla^2 V(\mathbf{r}) = \nabla \cdot [\nabla V(\mathbf{r})] = \frac{\partial^2 V}{\partial x^2} + \frac{\partial^2 V}{\partial y^2} + \frac{\partial^2 V}{\partial z^2}
\] (3.10)

is the Laplace operator. Poisson’s equation, combined with appropriate boundary conditions, is equivalent to (3.8). Outside the attracting mass of the Earth, we have that

\[
\nabla^2 V(\mathbf{r}) = 0 ,
\] (3.11)

because \( \rho(\mathbf{r}) = 0 \). This is known as Laplace’s equation. From (3.3), (3.8) and (3.11) it is clear that the gravitational potential, along with its first and second derivatives, are continuous functions and that it satisfies Laplace’s equation. It is therefore a harmonic function by definition [25, Sect. 1].

Inside the attracting mass of the Earth, the function and its first derivative will be discontinuous where the point of computation coincides with the point of integration, i.e. \( \zeta = 0 \). The second derivative will be discontinuous at points where the density distribution is discontinuous. The potential inside the attracting mass of the Earth is therefore not harmonic. It does not satisfy Laplace’s equation, but only Poisson’s equation.

### 3.1.3 The Potential in Terms of Spherical Harmonics

In geodesy it is customary to write the gravitational potential as a series expansion in terms of spherical harmonic functions as

\[
V(\mathbf{r}) = \frac{GM}{r} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n \sum_{m=0}^{n} \tilde{P}_{n,m} (\sin \phi') \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right] ,
\] (3.12)
where

\[ r = (r, \phi', \lambda) \]

is a point in space exterior to Earth \((r \text{ is the radius,} \phi' \text{ is the geocentric latitude and} \lambda \text{ the longitude})\)

\[ G \]

is the gravitational constant

\[ M \]

is the mass of the Earth

\[ a \]

is the radius of the Earth

\[ C_{n,m} \text{ and } S_{n,m} \]

are the (dimensionless) Stokes spherical harmonic coefficients

\[ \tilde{P}_{n,m}(\sin \phi') \]

are the fully normalised associated Legendre polynomials

\[ n \]

is the degree and

\[ m \]

is the order.

In this expression, the first term, \((a/r)^n\), describes the attenuation of the gravitational signal as one moves away from the source, i.e. the Earth. The second term, \(\tilde{P}_{n,m}(\sin \phi')\), is an oscillating function along the latitudinal direction and the third term, \(C_{n,m} \cos (m\phi) + S_{n,m} \sin (n\phi)\), is an oscillating function along the longitudinal direction. The product of the second and third terms therefore constitute a series of two-dimensional waveforms, which are superimposed on one another in order to arrive at the resulting function. In this way, the spherical harmonics are a natural extension of the Fourier series into two dimensions on the sphere.

One should be aware that the fully normalised associated Legendre polynomials are normalised according to the customs of geodesy. Other fields, such as seismology, quantum mechanics and magnetics also use spherical harmonic functions, but have their own conventions on the normalisation. Another point that one should be aware of is that many authors use colatitude, \(\theta\), instead of latitude, \(\phi'\). In this case, we have that \(\tilde{P}_{n,m}(\sin \phi') = \tilde{P}_{n,m}(\cos \theta)\).

Finally, one should remark that these are spherical harmonic functions and that spherical coordinates \((r, \phi', \lambda)\) are used in the formulation. In Appendix E.2, a method for evaluating the above formula and its derivatives is outlined.

### 3.2 The Gravity Field of the Earth

The total force acting on a body at rest on the Earth’s surface is the resultant of gravitational force, \(m \bar{g}\), and centrifugal force, \(mf_c\), due to the Earth’s rotation. This resultant force is denoted gravity and can be expressed as

\[ m \mathbf{g} = m \bar{\mathbf{g}} + m \mathbf{f}_c \, , \quad (3.13) \]

indicating that, in geodesy, we distinguish between the terms gravity, \(\mathbf{g}\), and gravitation, \(\bar{\mathbf{g}}\). Since the mass occurs on all terms above, it can be divided out from the equation in order to obtain the expression

\[ \mathbf{g} = \bar{\mathbf{g}} + \mathbf{f}_c \, , \quad (3.14) \]

for the gravity vector. Since this is an acceleration, it has the SI unit of \(\text{m/s}^{-2}\). The value of \(\mathbf{g}\) will depend both on local geology (mass), height (distance from mass) and latitude (centripetal force).
3.2 The Gravity Field of the Earth

3.2.1 The Gravity Potential

The gravity field consists of components originating from the gravitational attraction and centrifugal force, as indicated by (3.14). Similarly, the gravity potential, \( W(\mathbf{r}) \), can be written as the sum of two components

\[
W(\mathbf{r}) = V(\mathbf{r}) + \Phi(\mathbf{r}) ,
\]

(3.15)

where the gravitational potential, \( V(\mathbf{r}) \), have already been introduced and \( \Phi(\mathbf{r}) \) is an extra term that accounts for the centrifugal component. Assuming that the Earth is a solid body rotating with constant speed, \( \omega_{ie} \), about the \( z \)-axis, we can write the angular velocity, \( \omega_{ie} \), as

\[
\omega_{ie} = \begin{bmatrix} \omega_x \\ \omega_y \\ \omega_z \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ \omega_{ie} \end{bmatrix} ,
\]

(3.16)

where \( \omega_{ie} \) is in units of angle per time. The centrifugal acceleration is therefore

\[
f_c = \omega_{ie} \times (\omega_{ie} \times \mathbf{r}) = \begin{bmatrix} \omega_{ie}^2 x \\ \omega_{ie}^2 y \\ 0 \end{bmatrix} .
\]

(3.17)

Since the acceleration, \( f_c \), is related to the potential, \( \Phi(\mathbf{r}) \), as

\[
f_c = \nabla \Phi = \begin{bmatrix} \frac{\partial \Phi}{\partial x} \\ \frac{\partial \Phi}{\partial y} \\ \frac{\partial \Phi}{\partial z} \end{bmatrix}^\top ,
\]

(3.18)

the potential can be expressed as

\[
\Phi(\mathbf{r}) = \frac{1}{2} \omega_{ie}^2 \left( x^2 + y^2 \right) = \frac{1}{2} \omega_{ie}^2 r^2 \cos^2 \phi' .
\]

(3.19)

We therefore have the following expressions for the gravity potential:

\[
W(\mathbf{r}) = V(\mathbf{r}) + \Phi(\mathbf{r}) = G \iiint \frac{\rho(\mathbf{r}')}{\zeta} \; dV' + \frac{1}{2} \omega_{ie}^2 r^2 \cos^2 \phi' ,
\]

(3.20)

and the generalised Poisson equation

\[
\nabla^2 W(\mathbf{r}) = -4\pi G \rho(\mathbf{r}) + 2 \omega_{ie}^2 .
\]

(3.21)

These equations show that \( W \) and its first derivatives are everywhere single-valued, finite and continuous. The second derivate of \( W \) inherits the same discontinuities as \( \nabla^2 V(\mathbf{r}) \) at discontinuities of density, \( \rho(\mathbf{r}) \). For geodesy, the most important discontinuity is the physical surface of the Earth. When concerned with equipotential surfaces, \( W(\mathbf{r}) = \text{constant} \), one should be aware that such a surface might not always be outside the physical surface of the Earth.
3.2.2 Level Surfaces, Plumb Lines and the Geoid

The equipotential surfaces where \( W(r) = \) constant are also denoted level surfaces and receive large attention in geodesy because they are closely related to the intuitive concepts of horizontal and vertical. The surface normal, and therefore also the direction of the gravity vector, defines the vertical direction. The tangential plane, which is perpendicular to the gravity vector, defines the horizontal.

![Illustration of level surfaces and plumb lines from [25].](image)

The (idealised) surface of the oceans follow such an equipotential surface. This level surface was proposed by C.F. Gauss as the mathematical figure of the Earth and is still considered so in many aspects. It is defined as

\[
W(r) = W_0(r) = \text{constant}
\]

and is of fundamental importance in geodesy. It is commonly known as the geoid.

The lines that intersect all equipotential surfaces orthogonally are not exactly straight, but curved as illustrated in Figure 3.2. They are denoted as plumb lines and their directions are similar to the direction of the gravity vector and the vertical. The orthometric height, \( H \), above sea level, is measured along the plumb line, starting from the geoid. The incremental distance, \( dH \), along the plumb line, in the direction of increasing height, is

\[
dH = \left\| \begin{bmatrix} \frac{dx}{d} \\ \frac{dy}{d} \\ \frac{dz}{d} \end{bmatrix} \right\| = \| dx \|, \tag{3.23}
\]

from which we can obtain the expression

\[
g \cdot dx = -g \, dH = dW, \tag{3.24}
\]

relating the height, \( H \), to the potential, \( W \). This expression is an example of how the geometry of the Earth is closely related to its gravity field. Traditionally, many geodetic mea-
measurements such as theodolite measurements, levelling, satellite techniques, etc., are referred to the system of level surfaces and plumb lines. The geometric-gravimetric interdependence is therefore central to geodesy and the determination of the geoid (to be introduced shortly) remain an essential part of geodesy.

### 3.3 The Geodetic Earth Model

The term "Geodetic Earth Model" is here meant to encompass the various reference models for position and gravity that are used within the field of geodesy. These models have already been introduced and are closely related to the concepts of geodetic datums and reference systems introduced in Section 2. To be more specific, the components of a geodetic Earth model encompass the following reference models:

- The geoid
- The reference ellipsoid
- The normal gravity field

In geodesy, the shape of the geoid is considered to represent the figure of the Earth. Although this figure is not an exact ellipsoid, the ellipsoidal shape and the resulting gravity response, is much easier to handle mathematically, than the geoidal figure. Moreover, the deviations from the actual field are so small that they can be considered linear. For this reason, the level ellipsoid is used as an approximation to the geoid.

The reference ellipsoid is defined by two geometrical parameters, $a$ and $f$, as introduced in Section 2.2.2. The definition of such a reference ellipsoid also allows the introduction of geodetic coordinates ($\phi$, $\lambda$, $h$). In addition to these geometrical parameters, we can associate the ellipsoid with a total mass, $M$, and a rotational angular velocity, $\omega_{ie}$, in order to uniquely define a gravity field, composed of gravitation and centrifugal acceleration. This gravity field is known as the normal gravity field. Instead of defining a total mass $M$, it is customary to define a standard gravitational parameter $GM$, where $G$ is the gravitational constant. Together, these four parameters define a geodetic reference system, encompassing the geometry of the Earth along with the external gravity field.

<table>
<thead>
<tr>
<th>Defining Parameters of a Geodetic Reference System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semi-major axis</td>
</tr>
<tr>
<td>Flattening</td>
</tr>
<tr>
<td>Angular velocity of Earth</td>
</tr>
<tr>
<td>Earth’s gravitational constant</td>
</tr>
</tbody>
</table>

Table 3.1: Table listing the four defining parameters of a geodetic reference system. The first two parameters, $a$ and $f$, are geometrical parameters defining the shape of the ellipsoid (theoretical Earth) and the remaining two, $\omega_{ie}$ and $GM$, are physical parameters defining the gravity field external to the ellipsoid.

The geoid on the other hand is more difficult to utilize. As a first approximation, it is a sphere. As a second approximation, one may consider the small degree of flattening due to the rotation of the Earth, and consider it as an ellipsoid of revolution. However, the actual
figure will be bumpy and irregular, reflecting the variable gravitational pull from density variations inside the Earth and variations in topography. The geoid is therefore only realised through extensive gravitational measurements and calculations.

### 3.3.1 The Geoid

Historically, the height of a point relative to another has been measured as the separation between their horizontal planes, defined using levelling instruments. When it came to absolute height, the natural choice of reference was the idealised mean sea level, i.e. the geoid. By definition, the level surface is perpendicular to the plumb line, meaning that the height was closely connected with the gravity field. The height with respect to the geoid is denoted orthometric height, $H$, and is related to the ellipsoidal height, $h$, as

$$h = H + N,$$

where $N$ is known as the geoidal height (also called geoid undulation). It is the height of the geoid, with respect to the ellipsoid, measured along the line orthogonal to the ellipsoid, as illustrated in Figure 3.3. The above relation is an approximation. This is because the direction of the plumb line (called the **vertical**), which is orthogonal to the geoid, is generally not the same as the direction perpendicular to the ellipsoid (called the **normal**).

![Figure 3.3: Illustration of the relationship between geodetic height $h$, orthometric height $H$ and geoidal height $N$. Image credit: [34].](image)

### 3.3.2 The Normal Gravity Field

By defining the physical parameters $GM$ and $\omega_i$, in addition to the geometrical parameters of the reference ellipsoid, we can uniquely define a normal gravity field, exterior to the ellipsoid. This is according to the theorem of Stokes-Poincaré [48, p. 103]. The external gravity field will be composed of gravitational acceleration (attraction from mass) and centrifugal acceleration (due to Earth rotation).

The expression for the normal gravity potential, $U$, can be expressed in closed form and the derivation is carried out in detail in [25, sect. 2.7]:

...
\[ U(u, \beta) = \frac{GM}{E} \tan^{-1} \left( \frac{E}{u} \right) + \frac{1}{2} \omega^2_i a^2 \frac{q}{q_0} \left( \sin^2 \beta - \frac{1}{3} \right) + \frac{1}{2} \omega^2_i \left( u^2 + E^2 \right) \cos^2 \beta , \] 

(3.26)

where \( E \) is the linear eccentricity, \((\beta, \lambda, u)\) are the ellipsoidal-harmonic coordinates introduced in Section 2.2.2 and

\[ q = \frac{1}{2} \left[ \left( 1 + 3 \frac{u^2}{E^2} \right) \tan^{-1} \left( \frac{E}{u} \right) - 3 \frac{u}{E} \right] , \]

(3.27)

\[ q_0 = q \bigg|_{u=b} = \frac{1}{2} \left[ \left( 1 + 3 \frac{b^2}{E^2} \right) \tan^{-1} \left( \frac{E}{b} \right) - 3 \frac{b}{E} \right]. \]

Similar to the "true" gravity potential, \( W \), in Section 3.2.1, we can write the normal gravity potential in terms of a gravitational potential and a centrifugal force component. If we express the gravitational potential in terms of a spherical harmonic expansion, we can exploit the symmetry of the normal gravity field in order to simplify the expression in (3.12). Symmetry about the rotational axis means that all tesseral terms are zero, i.e. everything that depends on the order, \( m \), vanishes, and symmetry about the equatorial plane means that all odd zonal terms are zero, i.e. odd degree terms vanish. We can therefore express the normal gravity potential as the series expansion [48, Eq. 4.45]:

\[ U(r) = \frac{GM}{r} \left( 1 - \sum_{n=1}^{\infty} \left( \frac{a}{r} \right)^{2n} J_{2n} \tilde{P}_{2n} (\sin \phi') \right) + \frac{1}{2} \omega_i r^2 \cos^2 \phi' , \]

(3.28)

where \( J_{2n} \) are geometric parameters related to the ellipsoidal shape, see Table 2.3. Notice that this is not an expression in closed form, since the summation is done to infinity.

Having defined the normal gravity potential, the normal gravity vector, \( \gamma \), can be derived as the gradient of the potential field as

\[ \gamma = \nabla U(r) , \]

(3.29)

which, when applied to (3.26), leads to a representation along the \( u \)-, \( \beta \)- and \( \lambda \)-axes [35, Eqs. 4-5,4-6]:

\[ \gamma_u = -\frac{1}{w} \left[ \frac{GM}{v^2} + \frac{\omega^2_i a^2 E}{v^2} \frac{q'}{q_0} \left( \frac{1}{2} \sin^2 \beta - \frac{1}{6} \right) \right] + \frac{1}{w} \omega^2_i u \cos^2 \beta \]

\[ \gamma_\beta = \frac{1}{w} \frac{\omega^2_i a^2 q}{v} \frac{\sin \beta \cos \beta - \frac{1}{w} \omega^2_i v \sin \beta \cos \beta} \]

(3.30)

\[ \gamma_\lambda = 0 \]

where

\[ v^2 = u^2 + E^2 , \quad w = \sqrt{\frac{u^2 + E^2 \sin^2 \beta}{v^2}} \quad \text{and} \]

\[ q' = 3 \left[ 1 + \frac{u^2}{E^2} \right] \left[ 1 - \frac{u}{E} \tan^{-1} \left( \frac{E}{u} \right) \right] - 1 . \]

(3.31)
This vector can be transformed into components of the rectangular system using [35, Eq. 4-18]:

\[
\begin{bmatrix}
\gamma_x \\
\gamma_y \\
\gamma_z
\end{bmatrix} =
\begin{bmatrix}
\frac{u}{w} \cos \beta \cos \lambda & -\frac{1}{w} \sin \beta \cos \lambda & -\sin \lambda \\
\frac{u}{w} \cos \beta \sin \lambda & -\frac{1}{w} \sin \beta \sin \lambda & \cos \lambda \\
\frac{1}{w} \sin \beta & \frac{u}{w} \cos \beta & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_u \\
\gamma_v \\
\gamma_w
\end{bmatrix},
\]

(3.32)

and further into the spherical system using [35, Eq. 4-19]:

\[
\begin{bmatrix}
\gamma_r \\
\gamma_\phi' \\
\gamma_\lambda
\end{bmatrix} =
\begin{bmatrix}
\cos \phi' \cos \lambda & \cos \phi' \sin \lambda & \sin \phi' \\
-\sin \phi' \cos \lambda & -\sin \phi' \sin \lambda & \cos \phi' \\
-\sin \lambda & \cos \lambda & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_x \\
\gamma_y \\
\gamma_z
\end{bmatrix}.
\]

(3.33)

Finally, the vector can be transformed into components of the geodetic coordinate system using the angular difference \(\alpha = \phi - \phi'\) between the geodetic and geocentric latitudes

\[
\begin{bmatrix}
\gamma_\phi \\
\gamma_\lambda \\
\gamma_\alpha
\end{bmatrix} =
\begin{bmatrix}
-\sin \alpha & \cos \alpha & 0 \\
0 & 0 & 1 \\
-\cos \alpha & -\sin \alpha & 0
\end{bmatrix}
\begin{bmatrix}
\gamma_r \\
\gamma_\phi' \\
\gamma_\lambda
\end{bmatrix}.
\]

(3.34)

In Appendix E.1 an implementation of the above formulas is described. The results from this implementation are compared with a much simpler Taylor expansion approach in order to evaluate the differences.

### 3.3.3 Gravity Disturbance and Gravity Anomaly

The normal gravity field constitutes a reference for gravity in the sense that the actual gravity vector, \(\mathbf{g}_P\), can be split into a component of normal gravity vector, \(\gamma_P\), resulting from a theoretical ellipsoid, and component of disturbing gravity vector, \(\delta \mathbf{g}_P\), accounting for all that remains:

\[
\mathbf{g}_P = \gamma_P + \delta \mathbf{g}_P \quad \Leftrightarrow \quad \delta \mathbf{g}_P = \mathbf{g}_P - \gamma_P,
\]

(3.35)

where the subscript \(P\) refers to the measurement point, meaning that all components are evaluated at \(P\). The gravity disturbance, \(\delta g\), as a scalar quantity is not the magnitude of the gravity disturbance vector. Instead, the gravity disturbance is defined as the difference in magnitudes [1, Eq. 27]:

\[
\delta g = \| \mathbf{g}_P \| - \| \gamma_P \| = g_P - \gamma_P.
\]

(3.36)

The reason for this definition is the practical process. Since a gravimeter only measures the magnitude of gravity, \(g_P\), and not the direction of the plumb line, this definition is more convenient.

The gravity anomaly vector, \(\Delta \mathbf{g}\), related to the measurement point \(P\), is specifically defined as

\[
\Delta \mathbf{g} = \mathbf{g}_{W_0} - \gamma_Q,
\]

(3.37)

where \(\mathbf{g}_{W_0}\) is the gravity vector at the geoid and \(\gamma_Q\) is the normal gravity vector on the reference ellipsoid, having the same geocentric latitude as the measurement point, \(P\). Again, the scalar quantity of gravity anomaly is defined as the difference in magnitude:
\[ \Delta g = \| \mathbf{g}_{W_0} \| - \| \gamma_Q \| = g_{W_0} - \gamma_Q. \] (3.38)

As gravity measurements are usually performed on the topography, ocean or in the air, they have to be reduced onto the surface of the geoid. This process is strictly an upward or downward continuation process, which requires knowledge of the local vertical gradient of gravity. In practice, this vertical gradient is very difficult to estimate accurately, especially since it is sometimes required below the surface of the Earth. Instead, the vertical gradient of normal gravity, commonly known as the free-air correction, is used. This approximation is however often a poor one [22].

The ellipsoidal height, \( h_P \), is therefore required to compute the gravity disturbance, whereas the orthometric height, \( H_P \), is required to compute the gravity anomaly. Before the advent of GPS, the ellipsoidal height was not available to the surveyor. Instead the orthometric height, \( H_P \), was available at benchmarks established on the local vertical datum. For this reason, gravity anomalies have been the most widely adopted quantity in geodesy. Since the gravity anomaly is associated with some ambiguity related to the reduction process and the geodetic height is readily available by GPS, the gravity disturbance is used here. For a discussion on this subject, see [22, sect. 2.3].

3.3.4 Deflection of the Vertical

The difference in direction between the gravity vector, \( \mathbf{g} \), and normal gravity vector, \( \gamma \), is known as the deflection of the vertical. It is usually decomposed into a north-south component, \( \xi \), and an east-west component, \( \eta \). As with the gravity anomaly, the deflection of the vertical is related to a reference point and direction. Common definitions are the Helmert, Pizetti and Molodensky definitions, none of which are naturally related to the gravity disturbance [26]. In practice, it is usually assumed that \( |g_N| \ll |g_D| \) and \( |g_E| \ll |g_D| \), validating the following approximation

\[ \xi \approx -\frac{\delta g_N}{g} \quad \text{and} \quad \eta \approx -\frac{\delta g_E}{g}, \] (3.39)

where the components of the gravity disturbance vector, \( \delta \mathbf{g}^n = (\delta g_N, \delta g_E, \delta g_D) \), refer to the north, east and down directions of the navigation frame and \( g \) is the magnitude of the gravity vector, \( \| \mathbf{g} \| \). Inversely, the gravity vector may be recovered from the magnitude and deflection angles as

\[ \mathbf{g} \approx [ -\xi \; g \; -\eta \; g ]^\top. \] (3.40)
4 Fundamental Concepts in Airborne Gravimetry

The fundamental concept of airborne gravimetry is based on Newton’s laws of motion, presented in his famous work *Philosophiæ Naturalis Principa Mathematica*. They are commonly expressed in terms of three statements:

- **The first law:** Unless acted upon by an unbalanced force, an object will maintain a constant velocity.

- **The second law:** The change of motion [momentum] is proportional to the motive force impressed, and is made in the direction of the straight line in which that force is impressed.

- **The third law:** All forces occur in pairs, and these two forces are equal in magnitude and opposite in direction.

Since the position of an object can only be described in reference to something, one must introduce the concept of reference frames in order to describe motion. Many such reference frames can be defined, but it turns out that Newton’s laws of motion are only valid in an inertial reference frame, i.e. the $i$-frame. Such a frame of reference is said to describe time and space homogeneously, isotropically and in a time-independent manner. All inertial frames are in a state of constant, rectilinear motion with respect to another, such that an accelerometer moving with one of these will detect no acceleration. In practice it is difficult to define an inertial frame of reference. This is partly because any frame in the vicinity of the Earth is influenced by gravitational forces from other stars and planets, but also because the orientation is at best defined relative to fixed stars, which we know are not truly fixed. We will however not abandon everything at this point, but instead define a reference system which is "operationally inertial" as described in [6, Sect. 3.1] and introduces very little discrepancy. This frame was introduced, along with other coordinate frames, in Section 2.

The second law of motion, stating that the change in momentum, $m\dot{\mathbf{r}}$, is proportional to the applied force, $\mathbf{F}$, can be expressed mathematically as

\[
\mathbf{F} = \frac{d}{dt} (m\dot{\mathbf{r}}) \approx m\ddot{\mathbf{r}},
\]

where the dot denotes the time derivative and the approximation follows from a constant mass assumption. Realising that our solar system does not represent an inertial frame of reference, since it is permeated by a gravitational field, we can modify the above equation by adding a term accounting for the gravitational field:

\[
m_i \ddot{\mathbf{r}} = \mathbf{F} + \mathbf{F}_g = m \mathbf{f} + m_g \mathbf{g},
\]

where $m_i \ddot{\mathbf{r}}$ represents the kinematic component, i.e. due to movement, and $\mathbf{F}_g = m_g \mathbf{g}$ represents the gravitational component. Since the mass occurs on all terms above, it can be divided out from the equation. The reader should notice that the concept of mass is quite abstract and two different concepts of mass have already been introduced. One is the passive gravitational mass in Newton’s law of gravitation (3.1), which measures the gravitational force experienced by an object in a gravitational field. The other is the inertial mass from Newton’s law of motion, which measures an object’s resistance to being accelerated. Although inertial and gravitational masses are conceptually distinct and the theory of classical mechanics offers no compelling reason that they should be the same, no experiment has ever
unambiguously demonstrated any distinction [24, Sect. 2.1]. In the theory of general relativity, the two concepts are treated distinctly, but according to the weak equivalence principle, no experiment will ever detect a difference between them. In any case, since we are not dealing with very high speeds for which we have to consider Einstein’s theory of relativity, we will assume that inertial mass and gravitational mass are the same, in which case we can divide out the masses to obtain

\[ \ddot{r}^i = f^i + \bar{g}^i, \]  

(4.3)

where the superscript, \( i \), means that this expression is valid in an inertial reference frame and \( f \) is known as the specific force. This expression is the most basic equation, not only in airborne gravimetry, but in gravimetry in general.

4.1 Mechanisations and Measurement Systems

The fundamental expression (4.3) indicates that gravity is derived by differencing specific force observations, \( f^i \), measured using an accelerometer, and kinematic accelerations, \( \ddot{r}^i \), typically derived from GNSS observations. As already mentioned in the introduction, the separation of these two components are one of two fundamental problems in airborne gravimetry [43]. This separation is usually not an issue for terrestrial gravimetry, since the accelerometer is stationary and the kinematic component can easily be inferred from knowledge of Earth rotation. Since accelerometers measure along one sensitive axis, another fundamental problem in airborne gravimetry is the determination of sensor orientation. Again, this does not pose a huge difficulty for terrestrial gravimetry, since the accelerometer is easily aligned with the plumb line using a levelling device. However, the dynamic environment of a moving platform makes it difficult not only to keep the accelerometer levelled, but the movement-induced accelerations also makes it difficult to determine the direction of the plumb line. These two issues will be discussed in the following along with some common approaches to overcome these difficulties.

4.1.1 System Mechanisations

The issue of sensor orientation is usually approached either mechanically in an attempt to control the sensor orientation or computationally in order to determine the sensor orientation. The mechanical approach consists of placing the accelerometer on a stabilising platform, that to some extend isolates the movement of the aircraft from the movement of the accelerometer using one or two gimbals. The most common platform is the damped two-axes system often used in combination with the LaCoste&Romberg gravimeter. A conceptual overview of this system is shown in Figure 4.1. The set of two horizontal gyroscopes will measure any changes in the tilt of the aircraft, which are mechanically compensated using a feedback loop to the torque motors. An additional set of horizontal accelerometers help to define the direction of the plumb line by averaging horizontal accelerations over time. The time frame over which the horizontal accelerations should even out is determined by a damping period, which is manually tuned in order to balance aircraft dynamics, feedback loop accuracy and gravity sensor resolution. The damped two-axis platform is therefore sensitive to horizontal accelerations and typically requires operation during flight as aircraft manoeuvring would otherwise infer a false plumb line direction.
Another mechanical system is the three-axes inertially stabilised platform system used by Sander Geophysics Ltd. This platform uses three gyroscopes in a mechanical feedback loop to account for rotations about all three axes. As the platform does not attempt to compensate for horizontal accelerations and align the accelerometer with the plumb line, a triad of accelerometers are needed in order to derive gravity. This system has been shown to be less sensitive to aircraft dynamics and to operate during draped flying conditions, i.e. following the terrain [13].

As an alternative to the mechanical platform system, a triad of accelerometers can be physically attached to the vehicle. This is known as a strapdown configuration and requires an additional triad of gyroscopes in order to monitor rotational motion. By storing angular rates measured by the gyroscopes, the orientation can be determined computationally during post-mission processing.

In practice, the mechanical and computational approaches may be combined. This can for example be done for the damped two-axes platform by using the horizontal accelerations and modelling the platform tilt error [36].

### 4.1.2 Deriving Gravity from Observations

In order to realise the challenge of deriving gravity from the difference between two observations systems, it can be insightful to have a look at the actual observations. Figure 4.3 illustrates the observed specific force and derived kinematic acceleration along an approximately 40 km flight line in eastern Greenland. The specific force is compensated for normal gravity and corrected for the Eötvös effect, which will be explained in Section 10.1. These
accelerations are collected using a strata IMU with a 300 Hz sampling rate. The kinematic accelerations in the bottom figure are derived by fitting a spline function to 1 Hz GNSS position estimates and double-differencing the function. As can be seen from the bottom figure, kinematic accelerations are in the range of \( \pm 1 \text{ m/s}^2 \).

![Figure 4.3: Accelerations observed by the gravimeter and GNSS measurement system for a single flight line. (Top:) Specific force observed by the accelerometers of an IMU compensated for normal gravity and the Eötvös effect; (Bottom:) Accelerations derived by fitting a spline function to the position estimates of a GNSS system](image)

In geophysics, gravity is often expressed in units of Gal, with 1 Gal = cm/s\(^2\). The small changes in gravity due to geological structures are usually measured in milligal (mGal), meaning that the gravity signal is five orders of magnitude smaller than the observed signal. In Figure 4.4 the IMU and GNSS-derived accelerations are shown after being subject to a two-pass Butterworth filter of 120 s width.

<table>
<thead>
<tr>
<th></th>
<th>m/s(^2)</th>
<th>g</th>
<th>Gal</th>
<th>mGal</th>
<th>µGal</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 m/s(^2)</td>
<td>1</td>
<td>1.01972 \cdot 10^{-1}</td>
<td>10(^2)</td>
<td>10(^5)</td>
<td>10(^8)</td>
</tr>
<tr>
<td>1 g</td>
<td>9.80665</td>
<td>980.665</td>
<td>9.80665 \cdot 10(^5)</td>
<td>9.80665 \cdot 10(^8)</td>
<td></td>
</tr>
<tr>
<td>1 Gal</td>
<td>10(^{-2})</td>
<td>1.01972 \cdot 10(^{-3})</td>
<td>1</td>
<td>10(^{3})</td>
<td>10(^{6})</td>
</tr>
<tr>
<td>1 mGal</td>
<td>10(^{-5})</td>
<td>1.01972 \cdot 10(^{-6})</td>
<td>10(^{-3})</td>
<td>1</td>
<td>10(^{3})</td>
</tr>
<tr>
<td>1 µGal</td>
<td>10(^{-8})</td>
<td>1.01972 \cdot 10(^{-9})</td>
<td>10(^{-6})</td>
<td>10(^{-3})</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.1: Conversion between common units of acceleration. The unit \( g \) refers to a standard gravity value of \( g_0 = 9.80655 \text{ m/s}^2 \), which is also commonly denoted by \( g_n \).

As indicated by Figure 4.4 the observed accelerations have a very similar profile and are on the order of several thousand milligal, indicating that the majority of the observed signal...
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Figure 4.4: Filtered acceleration along with derived gravity signal. (Top): IMU accelerations subject to a two-pass Butterworth filter of 120 s width; (Middle): GNSS-derived accelerations subject to a two-pass Butterworth filter of 120 s width; (Bottom:) Difference between the upper two accelerations origins from vehicle movement. The gravity variation extracted by differencing the two signals are two orders of magnitude smaller than the filtered signal. For this reason, spectral analysis and the topic of filtering are very important to airborne gravimetry and have been extensively studied. This also means that operational procedures can be developed in order to resolve some frequency range of interest.

4.1.3 Methods of Airborne Gravimetry

The gravity acceleration is by nature a vector quantity. However, estimation of the gravity vector requires information on both direction and magnitude. Currently, only systems based on inertial technology are capable of estimating all three components of the gravity vector. This includes inertially-stabilised platform systems and strapdown IMU systems. Since the vertical component of gravity is typically six orders of magnitude larger than the horizontal components, even small attitude errors can cause large errors to leak into the horizontal
estimates. For this reason, the horizontal components are usually estimated with poorer accuracy than the vertical component. Estimation of all three vector components is usually denoted as vector gravimetry. In general, airborne gravimetry can be divided into one of three overall groups, depending on the nature of the estimated quantity:

- Scalar gravimetry
- Vector gravimetry
- Gravity gradiometry

In scalar gravimetry, only the magnitude of the gravity vector is estimated. This approach is typically relevant for stabilised platform systems, where only a single accelerometer is responsible for measuring gravity. One approach to scalar gravimetry that uses a triad of accelerometers in order to eliminate the orientation requirement is known as Rotation Invariant Scalar Gravimetry (RISG). In this method, gravity is derived by differencing the magnitude between specific force and kinematic accelerations [49]. In gravity gradiometry, the along-track gravity gradients are derived by differencing observations from two carefully aligned triads of accelerometers on a common platform [12]. Of these three kinds of airborne gravimetry, the technology used in gravity gradiometry is capable of providing superior results in terms of both accuracy and resolution [11].

4.2 Resolution of Gravity Observations

Gravity estimates obtained from airborne observations are most commonly represented by a set of discrete spatial samples along the flight profile. Usually, the sampling rate is defined in the time domain, meaning that the spatial resolution is dependent on the along-track speed. Imagine for example that 1 Hz samples are obtained at a flight speed of 100 m/s, implying a spatial separation of 100 m between successive samples. According to the Nyquist sampling theorem, the highest obtainable resolution of the estimated gravity signal in terms of the wavelength is 200 m. This leads us directly to a waveform decomposition of the gravity signal in terms of spherical harmonic functions (3.12), repeated here:

\[ V(r) = \frac{GM}{R} \sum_{n=0}^{N} \left( \frac{R}{r} \right)^{n+1} \sum_{m=0}^{n} \bar{P}_{n,m} \left( \sin \phi' \right) \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right], \quad (4.4) \]

where \( n \) is the degree and \( m \) the order of the series expansion. These spherical harmonic functions are waveforms on the surface of a sphere with frequency increasing with degree and order. The relation between spherical harmonic functions and spatial resolution will be discussed in the following section. Before continuing, it should be pointed out that there is a difference between full-wavelength and half-wavelength resolution. Returning to the Nyquist sampling theorem, samples that are spatially separated by 100 m will have a maximum possible full-wavelength resolution of 200 m and half-wavelength resolution of 100 m.

4.2.1 Resolution and Wavelength

The gravity field is commonly presented in terms of a series of spherical harmonic functions (4.4), with the upper limit, \( n_{\text{max}} \), defining the resolution of the representation. Since the harmonic functions represent oscillating functions on the sphere, these can be related to a spatial resolution in terms of the half- or full-wavelength of the highest-degree harmonic
function. A harmonic function of degree, \( n \), will have \( n \) zero-points along the interval from 0 to \( 2\pi \). A simple measure of the half-wavelength resolution is therefore the distance between two successive zero-points on the equator

\[
\psi_{\text{min}}(n) \approx \frac{\pi R}{n} \quad (4.5)
\]

where \( R \) is the Earth radius. However, as the resolution of spherical harmonics on the sphere is uniform, a better measure of the half-wavelength resolution is formed by dividing the surface of the sphere, \( 4\pi R^2 \), into as many equal area components, \( A \), as there are harmonic functions in the series representation

\[
A(n) = \frac{4\pi R^2}{(n + 1)^2} \quad (4.6)
\]

A measure of the half-wavelength resolution is the diameter of a spherical cap of this size \([1, \text{Eq. 114}]\):

\[
\psi_{\text{min}}(n) = 4 \arcsin \left( \frac{1}{n + 1} \right), \quad (4.7)
\]

which represents the size of the smallest bump on the sphere, produced by the \( (n + 1)^2 \) parameters. Global gravity models such as GGM05G and GOCC05S are derived solely from satellite gravity observations and have maximum degrees of 240 and 280, respectively \([40, 33]\). As seen in Table 4.2, this corresponds to a half-wavelength spatial resolution of around 100 km. Combined models, such as EGM08 and EIGEN-6C4, use additional information from satellite altimetry along with airborne, shipborne and terrestrial gravity observations in order to reach a maximum degree of 2190 \([37, 17]\). This corresponds to a half-wavelength spatial resolution of around 12 km.

In Figure 4.5, the gravity disturbance is computed from the EGM08 global gravity model at different truncation degrees. The computation is done using the algorithm described in Appendix E.2 with ellipsoidal height, \( h = 0 \). The figure illustrates that the degree of truncation works similar to a low pass filter, with a low truncation degree corresponding to a smoother gravity signal.

4.2.2 Attenuation of the Gravity Signal

According to Newton’s law of gravitation (3.1), the magnitude of the gravitational attraction decays as a function of distance from the attracting mass. This attenuation is inversely proportional to the squared distance and is represented in the spherical harmonic expansion (4.4) as

\[
\text{attenuation} = \left( \frac{R}{\tau} \right)^{n+1} \approx \left( \frac{R}{R + h} \right)^{n+1}, \quad (4.8)
\]

indicating that the attenuation is dependent on the degree, \( n \), of the harmonic function. This means that high-resolution signatures of the gravity signal are more damped than low-resolution signatures at a similar distance from the source, i.e. the amplitude of high-resolution components decrease faster with increasing distance.

In Figure 4.6, the EGM08 global gravity model is evaluated at different altitudes in order to illustrate the attenuation. From the figure it can be seen how the "high"-resolution
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<table>
<thead>
<tr>
<th>Maximum degree</th>
<th>Half-wavelength spatial resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8653.876 km</td>
</tr>
<tr>
<td>5</td>
<td>4264.030 km</td>
</tr>
<tr>
<td>10</td>
<td>2318.182 km</td>
</tr>
<tr>
<td>50</td>
<td>499.342 km</td>
</tr>
<tr>
<td>180</td>
<td>140.690 km</td>
</tr>
<tr>
<td>240</td>
<td>105.743 km</td>
</tr>
<tr>
<td>280</td>
<td>90.691 km</td>
</tr>
<tr>
<td>360</td>
<td>70.540 km</td>
</tr>
<tr>
<td>500</td>
<td>50.828 km</td>
</tr>
<tr>
<td>1000</td>
<td>25.439 km</td>
</tr>
<tr>
<td>2190</td>
<td>11.631 km</td>
</tr>
<tr>
<td>5000</td>
<td>5.092 km</td>
</tr>
<tr>
<td>10000</td>
<td>2.546 km</td>
</tr>
<tr>
<td>20000</td>
<td>1.274 km</td>
</tr>
<tr>
<td>50000</td>
<td>0.510 km</td>
</tr>
</tbody>
</table>

Table 4.2: Some examples of spatial resolution (in terms of diameter of smallest bump) derived from maximum spherical harmonic degree. The low, medium and high resolution domains as defined in this dissertation are also shown.

Figure 4.5: Gravity disturbance from EGM08 with various truncation degrees. The computation is done at zero ellipsoidal height along the Denmark flight profile presented in Section 11.1.
signatures attenuates with altitude, while the magnitude of the "low"-resolution features are less affected.

Figure 4.6: Gravity disturbance from EGM08 at various ellipsoidal heights. The computation is done at full resolution, i.e. $n_{\text{max}} = 2190$, along the Denmark flight profile presented in Section 11.1

This attenuation effect has direct implications on the airborne observations, since they are obtained at some flight altitude. The closer the aircraft can fly to the ground, the higher is the resolution of the observed gravity signal. However, neglecting factors such as air traffic regulations, topography, weather conditions, etc. that make it impossible to fly closer to the ground, the estimated gravity signal may not benefit from this due to increased aircraft dynamics and limited measurement precision. Moreover, with reference to the applications mentioned in the introduction, higher resolution may not be desired. A survey is often designed with respect to the intended application, since covering larger areas, saving time, budget limitations, etc. may be more important than obtaining high resolution estimates.

### 4.2.3 Along-Track Sampling

As already mentioned, the gravity estimates are usually represented by a set of discrete samples along the flight trajectory. Typical aircraft speed is in the range of 50 m/s to 200 m/s. With 1 Hz samples, this implies a half-wavelength spatial resolution of 50 to 200 m. However, the gravity estimates are corrupted by noise, which is handled by low-pass filtering the estimated gravity profile. Typical filter lengths are between 60 and 200 s, implying a maximum half-wavelength spatial resolution of 1.5 to 5 km at 50 m/s and 6 to 20 km at 200 m/s. It is therefore important to realise that the along-track sampling frequency does not represent the true resolution of the along-track gravity estimates.

As seen in Figure 4.7, airborne gravity surveys are usually designed in terms of parallel line segments. The across-track resolution is therefore limited by the line spacing. In order to interpolate airborne gravity estimates onto a grid of uniform spacing, this over-sampling effect need to be taken into account by first down-sampling the along track estimates.
4.3 Methods of Evaluation

This section presents some common methods for evaluating the quality of the gravity estimates in airborne gravimetry. The discussion is limited to internal evaluation methods and does not consider the evaluation with respect to external estimates. For both the cross-over differences and repeat track methods presented here, the quality is evaluated in terms of the difference between gravity disturbance estimates at the same point in terms of horizontal coordinates. The difference between two flight trajectories, $A$ and $B$, can be expressed as

$$\epsilon_{A,B} = \delta \hat{g}_A - \delta \hat{g}_B, \quad (4.9)$$

which can be used as a measure of agreement between the two line estimates. This expression is readily modified for the case of scalar gravimetry and the use of gravity anomalies. The horizontal components are often evaluated in terms of deflection angles using (3.39) and expressed in arc seconds rather than milligal.

Although the two estimates represent similar horizontal coordinates, they are in general expected to have some vertical offset with respect to one another. As the gravitational attraction is distance dependent, the gravity vector is not expected to be the same at two different altitudes. The vertical gravity gradient is commonly approximated using the free-air gravity gradient [48, Sec. 6.1.2]:

$$\frac{\delta \gamma}{\delta h} \approx -0.3086 \text{ mGal/m} \quad (4.10)$$

which is derived from the normal gravity field. By comparing gravity disturbances, this free-air gradient is therefore already accounted for. In general, the true gravity gradient will however not be the same as the normal gravity gradient, meaning that any residual gravity gradient may induce a height-dependent difference in the residuals. As the gravity gradient is generally not known and the residual gradient is assumed to be small, the height-dependent effect is typically neglected. One should however be careful when comparing line segments with a considerable separation in altitude.

4.3.1 Cross-Over Differences

Airborne gravity surveys are often designed in terms of parallel line segments in order to cover large areas without spending an excess of time and fuel. The spacing between these parallel line segments are designed in order to obtain some desired resolution, in combination with ground speed and altitude, as discussed in the previous section. In order to evaluate the accuracy of the derived gravity estimates, a few across-track lines are usually flown as seen in Figure 4.7.

If a considerable number of cross-over points can be identified, it is possible to derive some statistics of the differences in order to evaluate the results. Typical statistical measures are the mean, $\mu$, and standard deviation, $\sigma$:

$$\mu = \frac{1}{N} \sum_{i=1}^{N} \epsilon_i \quad \text{and} \quad \sigma = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (\epsilon_i - \mu)^2}, \quad (4.11)$$

along with the minimum and maximum differences:

$$\epsilon_{\text{min}} = \min \{\epsilon_i\} \quad \text{and} \quad \epsilon_{\text{max}} = \max \{\epsilon_i\}. \quad (4.12)$$
Figure 4.7: Overview of flight lines and cross-over differences for the Malaysia 2016 campaign, to be presented in Section 11

and the Root-Mean-Square deviation:

$$\text{RMS} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} e_i^2}. \quad (4.13)$$

In order to interpret these results, it is assumed that the estimates represent the outcome of a stochastic process. At the crossing point, we can imagine having two samples of a random variable. If the standard deviation of each sample is $\sigma$, the standard deviation about the sample mean is $\sigma/\sqrt{2}$. This factor of $1/\sqrt{2}$ is therefore often applied to the RMS-measure as

$$\text{RMSE} = \text{RMS}/\sqrt{2} \quad (4.14)$$

in order to obtain an estimate of the uncertainty on each individual estimate. This measure
is known as the Root-Mean-Square-Error (RMSE) and assumes that the uncertainty is distributed equally between the two estimates. The RMSE measure is the most commonly used measure of evaluation in airborne gravimetry.

4.3.2 Repeated Line Segments

Repeated line segments can be evaluated using the same tools as for the cross-over differences. In this case, the along-track differences are formed rather than a single cross-over difference. One should be aware of any horizontal separation between the two lines and altitude differences can be observed in terms of signal attenuation, which is similar to a low-pass filtering.

Repeated line segments can also be compared in terms of the along-track correlation in order to identify erroneous long wavelength information in the gravity estimates. As will be seen in Section 11, repeated line segments do therefore not only offer evaluation measures, but also some insight into the error characteristics of the gravity estimates.

4.3.3 Cross-Over Adjustment

If a significant number of cross-over residuals are available, the presence of erroneous long wavelength information can be dealt with using a cross-over adjustment. The cross-over adjustment consists of correcting the long wavelength information on a line-to-line typically in terms of a bias and linear trend. Each line segment is corrected for a bias and linear trend, in order to minimise the cross-over differences.

The cross-over adjustment basically makes the relative information more consistent on the cost of introducing erroneous long wavelength information since the relative observations are with respect to some arbitrary plane in space. This plane can be related to the absolute gravity field using known values for at least three locations in the area. Such cross-over adjustment is generally not used for geodetic applications, since a tilt in the resulting plane may induce a corresponding tilt in the estimated geoid. Cross-over adjustment will also not be used in this dissertation.
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Part II: Inertial Navigation and Sensors

The IMU consists of inertial sensors and is intended for inertial navigation. In order to achieve a better understanding of the sensor, it is therefore important to understand these concepts. Although the intended application here is not navigation, most (if not all) of the framework developed here is directly applicable in airborne gravimetry. This part is therefore devoted to the introduction of inertial navigation and inertial sensors. It is divided into three sections. The first section will introduce the concepts of attitude and inertial navigation. Some effort is made to properly introduce attitude in terms of rotation operators, whereas the navigation equations are only briefly introduced. The derivation of the navigation equations and a discussion of their implementation is provided in Appendix C. The second section introduces sensor and navigation errors along with a set of error dynamics equations. Additionally, after briefly introducing the IMU used in this dissertation, the temperature calibration applied to the results in Section 11 will be described. The final section is devoted to data simulation and describes the development of a simulation algorithm used in this dissertation. The simulated observations are used to assess the performance of different implementations of the navigation equations described in Appendix C.

5 Attitude Representations and Inertial Navigation

Before diving into the subject of inertial navigation, it is important to understand the concept of attitude. The attitude of an aeroplane is commonly associated with three angles, namely the roll, pitch and heading angles, describing the orientation of the vehicle with respect to the local level and north directions, i.e. the $b$-frame relative to the $n$-frame. The attitude is however a more general term describing the relative orientation of two coordinate frames. This could be the orientation of the $b$-frame with respect to the $n$-frame, but in principle any set of rectangular coordinate frames are valid. By orientation is meant how to transform from one coordinate frame to another. Therefore, the terms attitude and coordinate transformation are equivalent. The most common attitude representations are:

- Direction Cosines Matrix (DCM),
- Triple of Euler angles and
- Quaternions.

These three representations are all common in inertial navigation and will be introduced in this section. The roll, pitch and heading angles should not be thought of as orientation in the sense of angles between the axes of the $b$- and $n$-frames. Instead, these angles refer to a sequence of rotations that must be applied sequentially in order to transform from one frame to another. As we will see, many sequences of rotations will lead to the same transformation, meaning that the Euler angles are not unique, but depend on the chosen sequence. Moreover, one must also specify the direction of the transformation ($b \rightarrow n$ or $n \rightarrow b$), in order to obtain a consistent definition of the sign on the angles. Therefore, merely specifying roll, pitch and heading angles does not fully describe the orientation of the vehicle. First we must agree upon some conventions, such that everyone knows what these angles refer to. Such conventions may be different, depending on the field of application.
5.1 Rotation Operators

In general, we have some physical quantity, \( v^t \), represented in a reference frame, \( t \). For now, we assume this to be a vector quantity. We then want to rotate this vector into another reference frame, \( a \). This can be done using a rotation operator, which we assume to be a matrix operator for now, as

\[
v^a = C_{at} v^t, \tag{5.1}
\]

where it is assumed that both \( t \) and \( a \) are right-handed, rectangular reference frames. The rotation operator may be interpreted from two points of view. Assuming that we are rotating by some angle, \( \theta \), about an axis, \( u \), these two points of view are [11, Sec. 5.11]:

- **First Perspective**: The observer is fixed to the coordinate frame. To her it appears that the operator rotates the vector about the \( u \)-axis through an angle, \( \theta \). That is, in the _counter-clockwise_ direction. From this perspective, we may think of the coordinate frame as being fixed, while the vector is rotated.

- **Second Perspective**: The observer is fixed to the vector. To him it appears that the operator rotates the coordinate frame about the \( u \)-axis through an angle, \( -\theta \). That is, in the _clockwise_ direction. From this perspective, the vector is fixed, while the reference frame is being rotated.

Both these perspectives are equally valid. They represent rotations that are equal in magnitude, but opposite in direction, which is important to keep in mind in the following development. In our case, \( v \) will typically represent some physical quantity (e.g. force, velocity or acceleration) which we do not intend to change. Our point of perspective will therefore be the second, namely the transformation between reference frames, fundamentally meaning that we want to represent such a vector quantity along some other set of basis vectors.

As mentioned previously, the rotation operator can take other forms than a matrix. Using Euler angles, the operator takes the form of three successive rotations, whereas the quaternion approach takes the form of a hyper-complex number of rank four and a "Hamilton" product, which is the quaternion equivalent to the vector-dot-product. All three approaches therefore encompass different mathematical operations, but can be related to one another through closed formulas. In general, the matrix product notation in (5.1) will be used, since this is most well-known. In the more general sense, \( C_{at} \) should be thought of as an operator, which is not necessarily a matrix quantity, but whose nature is determined by the method used for coordinate transformations.

The expression in (5.1) is only relevant for vector quantities. If we instead want to transform the set of coordinates, \( r^t \), of a point in space, we need to also consider a translation between the origin of the two coordinate systems. Letting \( r_{a,0} \) and \( r_{t,0} \) denote the origin of the two coordinate frames, respectively, the transformation of a point in space is accomplished as

\[
\begin{align*}
    r^a &= C^a_t \left( r^t - r_{a,0}^t \right) = C^a_t r^t + r_{t,0}^a, \\
    r^t &= C^t_a \left( r^a - r_{a,0}^a \right) = C^t_a r^a + r_{a,0}^t,
\end{align*}
\tag{5.2}
\]

where the geometrical relations...
were exploited. Also matrix quantities, $A_t^a$, are defined with respect to some reference frame. The orthogonal transformation of such a $3 \times 3$ matrix, from the $t$-frame to the $a$-frame, can be derived as

$$y^t = A_t^a x^t \Rightarrow C_t^a y^a = A_t^a C_t^a x^a \Rightarrow y^a = C_a^t A_t^a C_t^a x^a,$$

such that

$$A^a = C_t^a A_t^a C_t^a,$$  \hspace{1cm} (5.5)

This of course means that even the transformation operator, $C_t^a$, is defined with respect to some reference frame. The notation used here is that subscripts refer to the "from"-frame and superscripts to the "to"-frame. For example, $C_t^a$ transforms from the $t$-frame to the $a$-frame. Moreover, the superscript also refers to the reference frame about which the components are resolved. Therefore, the components of $C_t^a$ are resolved about the axes of the $a$-frame.

All of these factors mean that dealing with rotation operators can be a complicated matter. In the following, each of the three rotation operators mentioned earlier will be introduced. In doing so, we need to keep in mind that our perspective is that of rotating the frame, not the quantity itself. Moreover, it is customary to define a reference frame (e.g. the $n$-frame) and an object frame (e.g. the $b$-frame). The attitude is defined as the rotation from the reference frame to the object frame, meaning that the rotation is positive in this direction. In inertial navigation we usually transform quantities from the object frame to the reference frame, i.e. in the opposite direction of what defines the attitude.

### 5.1.1 Direction Cosines Matrix

We let a vector, $v$, be represented in two arbitrary frames $a$ and $t$ as

$$v^a = \begin{bmatrix} v_x^a \\ v_y^a \\ v_z^a \end{bmatrix} \quad \text{and} \quad v^t = \begin{bmatrix} v_x^t \\ v_y^t \\ v_z^t \end{bmatrix},$$

where the superscripts refer to the coordinate frame. The scalar quantities $(v_x, v_y, v_z)$ represent factors that are to be multiplied with the respective unit vectors $e_x, e_y$ and $e_z$ and can be interpreted as orthogonal projections of the vector, $v$, onto the three basis vectors. These projections are accomplished through vector dot products as

$$v_x^a = v^a \cdot e_x^a, \quad v_y^a = v^a \cdot e_y^a \quad \text{and} \quad v_z^a = v^a \cdot e_z^a.$$

In the same manner, the unit vectors of one coordinate frame can be orthogonally projected onto the unit vectors of the other coordinate frame as

$$e_j^a \cdot e_k^t = \left| e_j^a \right| \left| e_k^t \right| \cos \theta_{j,k} = \cos \theta_{j,k},$$

where $j = x, y, z$, $k = x, y, z$ and $\theta_{j,k}$ is the angle between the two vectors. We can therefore write one basis vector in terms of the other as
\[
\begin{bmatrix}
\mathbf{e}_x^a \\
\mathbf{e}_y^a \\
\mathbf{e}_z^a
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{e}_x^t \\
\mathbf{e}_y^t \\
\mathbf{e}_z^t
\end{bmatrix},
\begin{bmatrix}
\mathbf{e}_x^a \\
\mathbf{e}_y^a \\
\mathbf{e}_z^a
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{e}_x^t \\
\mathbf{e}_y^t \\
\mathbf{e}_z^t
\end{bmatrix} = \mathbf{C}_a^t \begin{bmatrix}
\mathbf{e}_x^t \\
\mathbf{e}_y^t \\
\mathbf{e}_z^t
\end{bmatrix},
\]

(5.9)

where

\[
\mathbf{C}_a^t = 
\begin{bmatrix}
\mathbf{c}_{x,x} & \mathbf{c}_{x,y} & \mathbf{c}_{x,z} \\
\mathbf{c}_{y,x} & \mathbf{c}_{y,y} & \mathbf{c}_{y,z} \\
\mathbf{c}_{z,x} & \mathbf{c}_{z,y} & \mathbf{c}_{z,z}
\end{bmatrix}
= 
\begin{bmatrix}
\cos \theta_{x,x} & \cos \theta_{x,y} & \cos \theta_{x,z} \\
\cos \theta_{y,x} & \cos \theta_{y,y} & \cos \theta_{y,z} \\
\cos \theta_{z,x} & \cos \theta_{z,y} & \cos \theta_{z,z}
\end{bmatrix}
\]

(5.10)

is known as the **Direction Cosine Matrix (DCM)**. The \(k\)th column of this matrix represents the unit vector \(\mathbf{e}_k^a\) in the \(a\)-frame, while the \(j\)th row represents the unit vector \(\mathbf{e}_j^t\) in the \(t\)-frame. This means that the columns and rows are orthogonal and that

\[
\mathbf{C}_a^t \mathbf{C}_t^a \mathbf{C} = \mathbf{I} \Rightarrow \mathbf{C}_a^t = \mathbf{C}_t^{-1} \mathbf{C}_a \Rightarrow \mathbf{C}_a^t \mathbf{C}_t^a = \mathbf{I}.
\]

(5.11)

The main result here is really that the transformation of a vector, \(\mathbf{v}^t\), represented in the frame \(t\), into a representation in another frame \(a\), can be accomplished as

\[
\mathbf{v}^a = \mathbf{C}_a^t \mathbf{v}^t,
\]

(5.12)

where the transformation matrix is formed using (5.10). One should notice that the order of the subscripts on \(\theta_{j,k}\) is important, meaning that \(\theta_{x,y}\) is not the same angle as \(\theta_{y,x}\). This also means that the DCM is not symmetric. In fact, as stated above, the inverse rotation is accomplished by the matrix transpose.

### 5.1.2 Euler Angles

Euler angles refer to a sequence of three successive rotations about an axis orthogonal to that of its predecessor and/or successor. The rotation of a vector, through the angle \(\theta\), about the \(x\)-, \(y\)- or \(z\)-axis is accomplished by applying one of the following rotation matrices:

\[
\mathbf{R}_x(\theta) = 
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta & \sin \theta \\
0 & -\sin \theta & \cos \theta
\end{bmatrix},
\mathbf{R}_y(\theta) = 
\begin{bmatrix}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{bmatrix},
\mathbf{R}_z(\theta) = 
\begin{bmatrix}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

(5.13)

where \(\mathbf{R}_x\) rotates about the \(x\)-axis, \(\mathbf{R}_y\) about the \(y\)-axis and \(\mathbf{R}_z\) about the \(z\)-axis. These matrices can be derived as DCMs and therefore share the properties

\[
\mathbf{R}_a^{-1}(\theta) = \mathbf{R}_a^\top \mathbf{R}_a \mathbf{R}_a^{-1}(\theta) = \mathbf{R}_a \mathbf{R}_a^{-1}(\theta) = \mathbf{R}_a. \quad (5.14)
\]

It is important to notice that these matrices rotate the quantity itself by an angle, \(\theta\), about the corresponding axis. Therefore, from our perspective, the reference frame is rotated by the angle, \(-\theta\), about the relevant axis. Defining a reference frame, \(a\), and an object frame, \(t\), we may express the rotation of the reference frame as
\[ \mathbf{v}^a = R_i(\theta) \mathbf{v}^t, \]  
\text{(5.15)}

where \( i = x, y, z \) and \( \theta \) is positive in the direction from the reference frame to the object frame, i.e. \( a \rightarrow t \). Expressing the rotation operator, \( R_i \), as \( R_i^a \), this notation corresponds to the one introduced previously for the attitude, i.e. the rotation is positive from the reference to the object frame and the superscript refers to the frame about which the components are resolved.

In general, the rotation from the object frame, \( a \), to the reference frame, \( t \), can always be accomplished by a sequence of three rotations as

\[ \mathbf{v}^a = R_i(\alpha_{at}) R_j(\beta_{at}) R_k(\gamma_{at}) \mathbf{v}^t, \]  
\text{(5.16)}

where \( \alpha_{at}, \beta_{at} \) and \( \gamma_{at} \) are denoted the \textbf{Euler angles}, noticing again that these angles are positive in the direction \( a \rightarrow t \), and \( i, j \) and \( k \) may refer to either \( x, y \) or \( z \). This indicates that the transformation from one frame to another can be accomplished by a variety of sequences. There are in fact 12 possible sequences that are valid [4, Eq. 48]:

\[ (i, j, k) \in \{ (x, y, x), (x, y, z), (x, z, x), (x, z, y), (y, x, y), (y, x, z), (y, z, x), (y, z, y), (z, x, y), (z, x, z), (z, y, x), (z, y, z) \}, \]  
\text{(5.17)}

noticing that the rotations are applied from right to left. The chosen sequence naturally affects the Euler angles, which are therefore not unique, but related to the chosen sequence. It is thus important to specify both the sequence \( (i, j, k) \) and the Euler angles \( \alpha, \beta, \gamma \).

In aeronautics, the sequence \( (x, y, z) \) is preferred and the corresponding Euler angles, \( \alpha, \beta \) and \( \gamma \), are denoted \textbf{roll}, \textbf{pitch} and \textbf{yaw}, respectively. Therefore, suppose we are given a vector, \( \mathbf{v}^t \), represented in the object frame \( (t\text{-frame}) \) and want to transform it into a representation along the axes of the reference frame \( (a\text{-frame}) \). To accomplish this, we start by performing a rotation through the yaw angle \( \gamma_{at} \) about the \( z \)-axis as

\[ \mathbf{v}^\gamma = R_z(\gamma_{at}) \mathbf{v}^t = \begin{bmatrix} \cos (\gamma_{at}) & \sin (\gamma_{at}) & 0 \\ -\sin (\gamma_{at}) & \cos (\gamma_{at}) & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} v_x^t \\ v_y^t \\ v_z^t \end{bmatrix}, \]  
\text{(5.18)}

\[ \Rightarrow \begin{bmatrix} v_x^\gamma \\ v_y^\gamma \\ v_z^\gamma \end{bmatrix} = \begin{bmatrix} v_x^t \cos (\gamma_{at}) + v_y^t \sin (\gamma_{at}) \\ -v_x^t \sin (\gamma_{at}) + v_y^t \cos (\gamma_{at}) \\ v_z^t \end{bmatrix}, \]

in order to arrive at the first intermediate frame, denoted \( \gamma \). This rotation changes the \( x \) and \( y \) components of the vector, but leaves the \( z \) component unchanged. Next, the pitch step changes the "new" \( x \) and \( z \) components, but leaves the \( y \) component unchanged, by rotating about the \( y \)-axis by the pitch angle \( \beta_{at} \).
the fact that each individual rotation is orthogonal, such that the sign of the Euler angles. This follows from both geometrical considerations, but also from the frame. In order to reverse the transformation, one needs to reverse the sequence and change the axes of the $a$-frame, which was the overall goal:

$$v^a = R_x (\alpha_{at}) v^y = \begin{bmatrix} 0 & 0 & 1 \\ 0 & \cos \alpha_{at} & \sin \alpha_{at} \\ 0 & -\sin \alpha_{at} & \cos \alpha_{at} \end{bmatrix} \begin{bmatrix} v^y_x \\ v^y_y \\ v^y_z \end{bmatrix}$$ (5.20)

$$\Rightarrow \begin{bmatrix} v^a_x \\ v^a_y \\ v^a_z \end{bmatrix} = \begin{bmatrix} v^y_x \cos \alpha_{at} - v^y_z \sin \alpha_{at} \\ v^y_y \\ v^y_x \sin \alpha_{at} + v^y_z \cos \alpha_{at} \end{bmatrix}.$$ (5.19)

This results in a representation in the second intermediate frame, which we denote $\beta$. Finally, the roll step will transform the $y$ and $z$ components, by performing a rotation about the "even newer" $x$-axis through the roll angle $\alpha_{at}$. This produces a vector resolved about the axes of the $a$-frame, which was the overall goal:

$$v^a = R_x (\alpha_{at}) v^y = \begin{bmatrix} 0 & 0 & 1 \\ 0 & \cos \alpha_{at} & \sin \alpha_{at} \\ 0 & -\sin \alpha_{at} & \cos \alpha_{at} \end{bmatrix} \begin{bmatrix} v^y_x \\ v^y_y \\ v^y_z \end{bmatrix}$$ (5.20)

$$\Rightarrow \begin{bmatrix} v^a_x \\ v^a_y \\ v^a_z \end{bmatrix} = \begin{bmatrix} v^y_x \cos \alpha_{at} + v^y_z \sin \alpha_{at} \\ v^y_y -v^y_x \sin \alpha_{at} + v^y_z \cos \alpha_{at} \end{bmatrix}.$$ (5.19)

In summary, we have performed the sequence of rotations

$$v^a = R_x (\alpha_{at}) R_y (\beta_{at}) R_z (\gamma_{at}) v^t,$$ (5.21)

transforming a vector $v^t$, from a representation in the $t$-frame, to a representation in the $a$-frame. In order to reverse the transformation, one needs to reverse the sequence and change the sign of the Euler angles. This follows from both geometrical considerations, but also from the fact that each individual rotation is orthogonal, such that

$$(R_x (\alpha_{at}) R_y (\beta_{at}) R_z (\gamma_{at}))^{-1} = (R_x (\alpha_{at}) R_y (\beta_{at}) R_z (\gamma_{at}))^T$$

$$= R_z (\gamma_{at})^T R_y (\beta_{at})^T R_x (\alpha_{at})^T$$

$$= R_z (-\gamma_{at}) R_y (-\beta_{at}) R_x (-\alpha_{at})$$

$$= R_z (\gamma_{ta}) R_y (\beta_{ta}) R_x (\alpha_{ta}).$$ (5.22)

On top of the specific sequence $(x, y, z)$ and the direction in which the angles are positive, there is one final convention that we need to agree upon. Since the Euler rotation $(\alpha_{at} + \pi, \pi - \beta_{at}, \gamma_{at} + \pi)$ results in the same transformation as the Euler rotation $(\alpha_{at}, \beta_{at}, \gamma_{at})$, the pitch rotation is limited to the range $-\pi/2 \leq \beta \leq \pi/2 (-90^\circ \leq \beta \leq 90^\circ)$ in order to avoid duplicate sets of Euler angles representing the same attitude [5, Sec. 2.2.1].

This convention leads to a very intuitive interpretation of the attitude, describing the transformation from the $n$-frame to the $b$-frame of the vehicle. First, the yaw angle, $\gamma_{nb}$, represents a rotation about the local vertical. In the aeronautics field, this angle is also referred to as the heading or azimuth of the vehicle. The second rotation is about the right-pointing axis of the first intermediate frame. This axis will always lie in the horizontal plane, meaning that the pitch angle, $\beta_{nb}$, represents the deviation from the horizontal plane and is denoted elevation. After the first two rotations, the original north-pointing axis
is now aligned with the nose-direction of the vehicle. The final rotation by the roll angle, \( \alpha_{nb} \), will therefore be about this forward-pointing axis and is denoted the bank angle in aeronautics. The bank and elevation are also collectively known as tilts [5, Sec. 2.2.1].

To summarize on the notation. When the specific sequence \((x, y, z)\) is used, the Euler angles are referred to as roll, pitch and yaw, respectively. If we are concerned with the attitude describing the relative orientation of the \(b\)- and \(n\)-frame, with the transformation from the \(n\)-frame to the \(b\)-frame denoting the positive direction, the roll, pitch and yaw angles may be referred to as bank, elevation and heading of the vehicle. In my experience this convention seems to be well adopted in the field of aeronautics. Even in the commercial software that I have used, i.e. NovAtel’s Inertial Explorer, the attitude is presented in this format although a different definition is used for the internal algorithm [9].

### 5.1.3 Quaternions Introduced

Before discussing how quaternions can be used to rotate vectors in three dimensions, this section is devoted to introducing the concept and some of the properties of quaternions. Quaternions are, in a sense, a number system that extends the complex numbers. It therefore makes sense to briefly recapitulate on complex numbers before introducing quaternions. A complex number, \(z\), is the sum of real and imaginary parts

\[
z = x + iy,
\]

where \(x\) and \(y\) are real numbers and \(i^2 = -1\) represents the imaginary unit. Such a complex number has two components and can therefore be written in vector-form as

\[
z = \begin{bmatrix} x \\ y \end{bmatrix},
\]

where the first entry represents the real component and the second entry the imaginary component of the complex number. This representation naturally leads to the association with a two-dimensional coordinate system, where \(x\) represents the projection onto an axis of real numbers and \(y\) represents the projection onto an axis of imaginary numbers. An equivalent form of the complex number is

\[
z = \rho e^{i\theta},
\]

where \(\rho\) may be interpreted as the magnitude of the vector and \(\theta\) as the angle that the vector makes with the real axis. The decomposition into its real and imaginary components is easily accomplished using Euler’s equation

\[
z = \rho e^{i\theta} = \rho (\cos \theta + i \sin \theta) = \rho \cos \theta + i\rho \sin \theta \quad \Rightarrow \quad z = \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} \rho \cos \theta \\ \rho \sin \theta \end{bmatrix}.
\]

The rotation of such a “complex vector” about the origin can be accomplished through the multiplication with a complex number, \(e^{i\phi}\), as

\[
w = e^{i\phi}z = e^{i\phi} \rho e^{i\theta} = \rho e^{i(\theta + \phi)} \quad \Rightarrow \quad w = \begin{bmatrix} \rho \cos (\theta + \phi) \\ \rho \sin (\theta + \phi) \end{bmatrix},
\]
so that the angle with the real axis is now $\theta + \phi$.

Quaternions are complex numbers with two additional "imaginary units", $j$ and $k$. The quaternion, $q$, is given by the sum

$$q = a + ib + jc + kd,$$

(5.28)

where $a$, $b$, $c$ and $d$ are real numbers. For quaternions, the imaginary units are subject to the constraints [11, Sec. 5.4]:

$$i^2 = -1 \quad ij = k \quad ik = -j \quad ji = -k \quad j^2 = -1 \quad jk = i \quad ki = j \quad kj = -i \quad k^2 = -1$$

(5.29)

indicating that unlike units are non-commutative. The quaternion has four components and can be written on vector-form as

$$q = \begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix},$$

(5.30)

where the entries represent the components along the real, $i$, $j$ and $k$ axes, respectively. As with complex numbers, we define a conjugate of $q$ by reversing the sign of all the imaginary units

$$q^* = a - ib - jc - kd,$$

(5.31)

such that the squared magnitude of $q$ becomes

$$qq^* = q^*q = a^2 + b^2 + c^2 + d^2,$$

(5.32)

analogous to complex numbers. In general, the sum and product of two quaternions are again quaternions. However, since the imaginary units are non-commutative, the product of two quaternions are also non-commutative, i.e.

$$q_1q_2 \neq q_2q_1.$$

(5.33)

The product of two quaternions is known as the **Hamilton product** and can be derived from their properties (5.29). On vector-form, the product may be expressed as

$$q_1 \circ q_2 = \begin{bmatrix} a_1 \\ b_1 \\ c_1 \\ d_1 \end{bmatrix} \circ \begin{bmatrix} a_2 \\ b_2 \\ c_2 \\ d_2 \end{bmatrix} = \begin{bmatrix} a_1a_2 - b_1b_2 - c_1c_2 - d_1d_2 \\ a_1b_2 + b_1a_2 + c_1d_2 - d_1c_2 \\ a_1c_2 - b_1d_2 + c_1a_2 + d_1b_2 \\ a_1d_2 + b_1c_2 - c_1b_2 + d_1a_2 \end{bmatrix}$$

(5.34)

which is clearly not similar to the ordinary vector dot-product.
5.1.4 Quaternion Rotations

In three-dimensional space, according to Euler’s rotation theorem, any sequence of rotations of a rigid body (or reference frame) about a fixed point is equivalent to a single rotation by a given angle, \( \theta \), about a fixed axis, called the Euler axis, that runs through the fixed point. This Euler axis is typically represented by a unit vector, \( \mathbf{u} \). Therefore, any coordinate transformation in three dimensions can be represented as a combination of a vector, \( \mathbf{u} \), and a scalar, \( \theta \). This axis-angle representation is what quaternions are particularly good at encoding in terms of four numbers. The corresponding rotation of a vector, \( \mathbf{v} \), can be carried out by forming the Hamilton product of the associated quaternions.

Suppose we have an arbitrary vector, \( \mathbf{v}^t \), represented in the \( t \)-frame, by the set of basis vectors \( (e^t_x, e^t_y, e^t_z) \). We can then represent this vector as a quaternion with no component along the real axis as

\[
\mathbf{v}^t = \begin{bmatrix} v^t_x \\ v^t_y \\ v^t_z \end{bmatrix} \mapsto \mathbf{q}^t = \begin{bmatrix} 0 \\ v^t_x \\ v^t_y \\ v^t_z \end{bmatrix},
\]

(5.35)

where the quaternion "vector" is denoted by \( \mathbf{q} \). The basis vectors are then associated with the imaginary parts of the quaternion as

\[
i \mapsto e^t_x, \quad j \mapsto e^t_y \quad \text{and} \quad k \mapsto e^t_z.
\]

(5.36)

Suppose we want to rotate the quaternion, \( \mathbf{q}^t \), about the Euler axis, \( \mathbf{u}^t = (u^t_x, u^t_y, u^t_z) \), by an amount, \( \theta \), in the counter-clockwise direction. We start by defining a rotation quaternion as

\[
\mathbf{q}_\theta = e^{\theta/2} (u_x^t i + u_y^t j + u_z^t k) = \cos \left( \frac{\theta}{2} \right) + \left( u_x^t i + u_y^t j + u_z^t k \right) \sin \left( \frac{\theta}{2} \right)
\]

\[
\Rightarrow \quad \mathbf{q}_\theta = \begin{bmatrix} \cos \left( \frac{\theta}{2} \right) \\ \sin \left( \frac{\theta}{2} \right) u_x^t \\ \sin \left( \frac{\theta}{2} \right) u_y^t \\ \sin \left( \frac{\theta}{2} \right) u_z^t \end{bmatrix},
\]

(5.37)

which will rotate the quaternion \( \mathbf{q}^t \), through the angle \( \theta \), about the Euler axis as [11, Eq. 5.5]:

\[
\mathbf{q}^t_{\text{rotated}} = \mathbf{q}^t \circ \mathbf{q}_\theta ,
\]

(5.38)

where \( \mathbf{q}^t_{\text{rotated}} \) denotes the rotated vector, the circle, \( \circ \), denotes the Hamilton product and the asterisk, \( \ast \), denotes the complex conjugate, formed as

\[
\mathbf{q}^t_\theta = \begin{bmatrix} \cos \left( -\frac{\theta}{2} \right) \\ \sin \left( -\frac{\theta}{2} \right) u_x^t \\ \sin \left( -\frac{\theta}{2} \right) u_y^t \\ \sin \left( -\frac{\theta}{2} \right) u_z^t \end{bmatrix} = \begin{bmatrix} \cos \left( \frac{\theta}{2} \right) \\ -\sin \left( \frac{\theta}{2} \right) u_x^t \\ -\sin \left( \frac{\theta}{2} \right) u_y^t \\ -\sin \left( \frac{\theta}{2} \right) u_z^t \end{bmatrix}.
\]

(5.39)

Again, our purpose is not to rotate the vector, but to decompose the quantity, \( \mathbf{q}^t \), along the axes of another reference frame, \( a \). In order to accomplish this, we need to rotate the
reference frame, rather than \( \mathbf{q}^t \) itself. This is essentially accomplished using the reverse rotation [11, Sec. 5.15]:

\[
\mathbf{q}^a = \mathbf{q}_\psi \circ \mathbf{q}^t \circ \mathbf{q}_\theta^* .
\] (5.40)

In order to agree with the conventions mentioned earlier regarding attitude, the rotation angle needs to be positive from the reference frame, \( a \), to the object frame, \( t \). We therefore define the quaternion attitude as

\[
\mathbf{q}^a = \begin{bmatrix}
\cos (\alpha_{at} / 2) \\
\sin (\alpha_{at} / 2) u_x^a \\
\sin (\alpha_{at} / 2) u_y^a \\
\sin (\alpha_{at} / 2) u_z^a
\end{bmatrix},
\] (5.41)

where, \( \alpha_{at} \), is the rotation angle, positive from the reference frame, \( a \), to the object frame, \( t \). The reference frame transformation is then accomplished as

\[
\mathbf{q}^a = \mathbf{q}^b \circ \mathbf{q}^t \circ \mathbf{q}_t^a ,
\] (5.42)

indicating that successive rotations can be combined into a single rotation as

\[
\mathbf{q}^a = \mathbf{q}_h^a \circ \mathbf{q}_t^h ,
\] (5.43)

noting that the order is critical, since rotations themselves do not commute.

### 5.1.5 Relations Between Attitude Representations

We have now introduced three attitude representations, which describe the relative orientation of two right-handed orthogonal reference frames. These attitudes are of course only tools capable of describing the same thing in different ways. Eventually, it is up to oneself to determine which representation is most suitable for the application at hand. In this section, the formulas for transforming between the attitude representations will be listed.

#### Direction Cosines and Euler Angles

The direction cosines matrix, \( \mathbf{C}_{at}^b \), is obtained from the roll, pitch and yaw angles, \( (\alpha_{at}, \beta_{at}, \gamma_{at}) \), by forming the triple matrix product in (5.21) as
C^t_a = R_x (α_{at}) R_y (β_{at}) R_z (γ_{at})

\[
= \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos α_{at} & \sin α_{at} \\
0 & -\sin α_{at} & \cos α_{at}
\end{bmatrix}
\begin{bmatrix}
\cos β_{at} & 0 & -\sin β_{at} \\
0 & 1 & 0 \\
\sin β_{at} & 0 & \cos β_{at}
\end{bmatrix}
\begin{bmatrix}
\cos γ_{at} & \sin γ_{at} & 0 \\
-\sin γ_{at} & \cos γ_{at} & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

(5.45)

noticing that roll, pitch and yaw is defined as positive from the reference frame, a, to the
object frame, t. The reverse conversion is obtained from [5, Eq. 2.23]:

\[
α_{at} = \arctan_2 (C^t_{α2,3}, C^t_{α3,3})
\]

\[
β_{at} = -\arcsin (C^t_{α1,3})
\]

\[
γ_{at} = \arctan_2 (C^t_{α1,2}, C^t_{α1,1})
\]

(5.46)

noticeing that four-quadrant arctangent functions must be used for the roll and yaw angles.
Most often, however, we are performing transformations from the object frame, t, to the
reference frame, a. This transformation is easily obtained from the matrix transpose as

\[
C^a_t = (C^t_a)^T = \begin{bmatrix}
\cos β_{at} \cos γ_{at} & -\cos α_{at} \sin γ_{at} & \sin α_{at} \sin γ_{at} \\
\cos β_{at} \sin γ_{at} & \cos α_{at} \cos γ_{at} & -\sin α_{at} \cos γ_{at} \\
-\sin β_{at} & \sin α_{at} \cos β_{at} & \cos α_{at} \cos β_{at}
\end{bmatrix}
\]

(5.47)

However, since the roll, pitch and yaw angles are still positive in the direction from the
reference frame to the object frame, we have that

\[
α_{at} = \arctan_2 (C^a_{t3,2}, C^a_{t3,3})
\]

\[
β_{at} = -\arcsin (C^a_{t1,1})
\]

\[
γ_{at} = \arctan_2 (C^a_{t2,1}, C^a_{t1,1})
\]

(5.48)

In situations where the pitch angle, β, approaches 90°, or similarly π/2 radians, the
equations for α and γ become indeterminate, because the numerator and denominator approaches
zero simultaneously. This phenomenon is commonly known as gimbal lock and occurs be-
cause the x- and z-axis become parallel and a degree of freedom is lost. In this case, the roll
and yaw angles can be derived based on alternative elements of the transformation matrix
C^t_a as

\[
γ_{at} - α_{at} = \arctan_2 \left( C^n_{t2,3} - C^n_{t1,2}, C^n_{t3,3} + C^n_{t2,2} \right) \quad \text{for} \quad β_{at} \approx \frac{π}{2}
\]

\[
γ_{at} + α_{at} = \arctan_2 \left( C^n_{t2,3} + C^n_{t1,2}, C^n_{t1,3} - C^n_{t2,2} \right) \quad \text{for} \quad β_{at} \approx -\frac{π}{2}
\]

(5.49)

Separate solutions for α and γ cannot be obtained under these circumstances, since they
represent rotations about the same axis. One practical approach would be to 'freeze' one of
the two angles at its current value, when $\beta$ approaches the $\pi/2$ region. During iterations the angle that is frozen can be alternated in order to avoid 'jumps' in the values of $\alpha$ and $\gamma$ [13, Sec. 3.6.5.3].

Direction Cosines and Quaternions

If we carry out the computations in (5.42), we have that

$$q^a = q_{t}^a \circ q^t \circ q^t_{a} = \begin{bmatrix} \alpha \\ \beta \\ \gamma \\ \delta \end{bmatrix} \circ \begin{bmatrix} 0 \\ \theta_x \\ \theta_y \\ \theta_z \end{bmatrix} \circ \begin{bmatrix} a \\ b \\ c \\ d \end{bmatrix}$$

$$= \begin{bmatrix} \begin{pmatrix} \begin{bmatrix} a^2 + b^2 - c^2 - d^2 \end{bmatrix} v_x^t + 2 (b c - a d) v_y^t + 2 (b d + a c) v_z^t \\ 2 (b c + a d) v_y^t + \begin{bmatrix} a^2 - b^2 + c^2 - d^2 \end{bmatrix} v_x^t + 2 (c d - a b) v_z^t \\ 2 (b d - a c) v_z^t + 2 (c d + a b) v_y^t + \begin{bmatrix} a^2 - b^2 - c^2 + d^2 \end{bmatrix} v_x^t \end{pmatrix} \\ 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 0 \\ v_x^t \\ v_y^t \\ v_z^t \end{bmatrix}$$

indicating that the direction cosine matrix, $C_{a}$, is obtained from the quaternion components, $(a, b, c, d)$ as

$$C_{a}^t = \begin{bmatrix} \begin{bmatrix} a^2 + b^2 - c^2 - d^2 \end{bmatrix} & 2 (b c - a d) & 2 (b d + a c) \\ 2 (b c + a d) & \begin{bmatrix} a^2 - b^2 + c^2 - d^2 \end{bmatrix} & 2 (c d - a b) \\ 2 (b d - a c) & 2 (c d + a b) & \begin{bmatrix} a^2 - b^2 - c^2 + d^2 \end{bmatrix} \end{bmatrix},$$

where $a$ is again the reference frame and $t$ the object frame. The components of the quaternion is obtained using the following relation from [5, Eq. 2.35]:

$$a = \frac{1}{2} \sqrt{1 + C_{a_{1,1}} + C_{a_{2,2}} + C_{a_{3,3}}} = \frac{1}{2} \sqrt{1 + C_{t_{1,1}} + C_{t_{2,2}} + C_{t_{3,3}}}$$

$$b = \frac{C_{a_{2,3}} - C_{a_{3,2}}}{4a} = \frac{C_{t_{2,3}} - C_{t_{3,2}}}{4a}$$

$$c = \frac{C_{a_{3,1}} - C_{a_{1,3}}}{4a} = \frac{C_{t_{3,1}} - C_{t_{1,3}}}{4a}$$

$$d = \frac{C_{a_{1,2}} - C_{a_{2,1}}}{4a} = \frac{C_{t_{2,1}} - C_{t_{1,2}}}{4a},$$

noticing that $t$ is the object frame, while $a$ is the reference frame. Alternatively, where the first quaternion component $a \approx 0$, the components can be computed as
\[
\begin{align*}
    a &= \frac{1}{2} \sqrt{1 + C_{a1,1}^t - C_{a2,2}^t - C_{a3,3}^t} = \frac{1}{2} \sqrt{1 + C_{t1,1}^a - C_{t2,2}^a - C_{t3,3}^a} \\
    b &= \frac{C_{a2,3}^t - C_{a3,2}^t}{4b} = \frac{C_{t3,2}^a - C_{t2,3}^a}{4b} \\
    c &= \frac{C_{a2,1}^t - C_{a1,2}^t}{4b} = \frac{C_{t3,1}^a - C_{t2,1}^a}{4b} \\
    d &= \frac{C_{a3,1}^t - C_{a1,3}^t}{4b} = \frac{C_{t1,3}^a - C_{t1,3}^a}{4b}.
\end{align*}
\]

Euler Angles and Quaternions

The transformation between quaternions and Euler angles is [5, Eq. 2.37]:

\[
\begin{align*}
    \alpha_{at} &= \arctan_2 \left\{ 2 \left( ab + cd \right), \left( 1 - 2b^2 - 2c^2 \right) \right\} \\
    \beta_{at} &= \arcsin \left\{ 2 \left( ac - bd \right) \right\} \\
    \gamma_{at} &= \arctan_2 \left\{ 2 \left( ad + bc \right), \left( 1 - 2c^2 - 2d^2 \right) \right\},
\end{align*}
\]

where four-quadrant \(\arctan_2\) functions must be used and [5, Eq. 2.38]:

\[
\begin{align*}
    a &= \cos \left( \frac{\alpha_{at}}{2} \right) \cos \left( \frac{\beta_{at}}{2} \right) \cos \left( \frac{\gamma_{at}}{2} \right) + \sin \left( \frac{\alpha_{at}}{2} \right) \sin \left( \frac{\beta_{at}}{2} \right) \sin \left( \frac{\gamma_{at}}{2} \right) \\
    b &= \sin \left( \frac{\alpha_{at}}{2} \right) \cos \left( \frac{\beta_{at}}{2} \right) \cos \left( \frac{\gamma_{at}}{2} \right) - \cos \left( \frac{\alpha_{at}}{2} \right) \sin \left( \frac{\beta_{at}}{2} \right) \sin \left( \frac{\gamma_{at}}{2} \right) \\
    c &= \cos \left( \frac{\alpha_{at}}{2} \right) \sin \left( \frac{\beta_{at}}{2} \right) \cos \left( \frac{\gamma_{at}}{2} \right) + \sin \left( \frac{\alpha_{at}}{2} \right) \cos \left( \frac{\beta_{at}}{2} \right) \sin \left( \frac{\gamma_{at}}{2} \right) \\
    d &= \cos \left( \frac{\alpha_{at}}{2} \right) \cos \left( \frac{\beta_{at}}{2} \right) \sin \left( \frac{\gamma_{at}}{2} \right) - \sin \left( \frac{\alpha_{at}}{2} \right) \sin \left( \frac{\beta_{at}}{2} \right) \cos \left( \frac{\gamma_{at}}{2} \right) \right).
\end{align*}
\]

5.2 Inertial Navigation

An inertial navigation system (INS) contains a triad of orthogonal accelerometers measuring the specific force, \(f_s^s\), of the sensor (\(s\)-frame) with respect to inertial space (\(i\)-frame). In relation to (4.3), these observations are corrected for gravity and double-integrated in order to yield position. The INS also contains an orthogonal triad of three gyroscopes, measuring angular rates, \(\omega_{is}^s\), which are integrated once in order to yield the orientation of the sensed specific force vector. The INS therefore measures the following two quantities:

- **Accelerometers:** \(f^s \equiv f_{is}^s\) (specific force)
- **Gyroscopes:** \(\omega_{is}^s\) (angular rates)

both decomposed in terms of the internal sensor frame (\(s\)-frame). It should be stressed out that the observations are made with respect to inertial space, which is also why the sensors are called inertial sensors and the cluster forms an Inertial Measurement Unit (IMU).

The basic concept behind the INS is that:

- Gyroscopes sense the rotational motion, making it possible to determine the orientation of the vehicle, and
• Accelerometers sense the translational motion, making it possible to determine the velocity and position of the vehicle.

Inertial navigation is therefore an example of a dead reckoning system, meaning that initial values of attitude, velocity and position are required to initialise the system and that incremental values are added as observations become available. In practice, the observations form some components in a system of coupled differential equations. For each available observation this set of equations is formed and solved for attitude, velocity and position. These equations are derived in Appendix C.1 and will be briefly presented here.

5.2.1 The Inertial Reference Frame

In Appendix C.1, it is shown how the second order differential equation (4.3) can be split into two first order differential equations and a third equation is added governing the attitude. This leads to the set of first order differential equations that are needed in order to perform inertial navigation in the inertial reference frame (C.10):

\[
\begin{align*}
\dot{r}^i &= v^i \\
\dot{v}^i &= C^i_s f^s + g^i \\
\dot{C}^i_s &= C^i_s \Omega^s_{is},
\end{align*}
\] (5.56)

where \(f^s\) are the specific force observations and \(\Omega^s_{is}\) is a skew-symmetric matrix (A.8):

\[
\Omega^s_{is} = [\omega^s_{is} \times] = \begin{bmatrix} 0 & -\omega_z & \omega_y \\ \omega_z & 0 & -\omega_x \\ -\omega_y & \omega_x & 0 \end{bmatrix}, \tag{5.57}
\]

formed using the observed angular rates, \(\omega^s_{is} = (\omega_x, \omega_y, \omega_z)\). It should be noted that \(r^i\) and \(v^i\) are vectors, while \(C^i_s\) is a matrix, meaning that the above system actually represents 15 first order differential equations. It should also be clear that the equations are coupled and therefore not independent of one another.

5.2.2 The Terrestrial Reference Frame

The equivalent set of coupled first order differential equations in the terrestrial reference frame is (C.11):

\[
\begin{align*}
\dot{r}^e &= v^e \\
\dot{v}^e &= C^e_s f^e - 2\Omega^e_{ie} v^e + g^e \\
\dot{C}^e_s &= C^e_s \Omega^e_{es},
\end{align*}
\] (5.58)

where \(g^e\) is now the gravity vector (in contrast to gravitation). These equations take into account that our reference frame, i.e. the \(e\)-frame, is rotating with respect to the \(i\)-frame. If we imagine standing at a fixed position on the surface of the Earth, our position in the \(e\)-frame, \(r^e\), will remain constant. However, since the sensors measure with respect to inertial space, they will measure the effect of the Earth rotating. Basically, in order to make the observations "become zero", we need to compensate for this effect by adding fictitious forces...
to the equations. The angular rates, $\omega_{is}^s$, are therefore corrected for the component of Earth rotation as

$$\omega_{es}^s = \omega_{is}^s - C_e^s \omega_{ie}^c,$$  \hspace{1cm} (5.59)

and the specific force, $f^c$, is corrected for a centrifugal force, $\Omega_{ie}^e \Omega_{ie}^e r^e$, (which has been consumed by the gravity term) and a Coriolis force, $2\Omega_{ie}^e v^e$, which is velocity dependent.

### 5.2.3 The Navigation Frame

In the navigation frame, the origin of the reference frame is fixed to the moving vehicle, meaning that the position remains constant. Instead, the Earth-referenced position, $r^e$, is used and the velocity, $v^e$, is simply resolved about the axes of the $n$-frame as

$$v^n \equiv C^n_e v^e.$$  \hspace{1cm} (5.60)

This leads to the coupled set of first order differential equations from (C.18):

$$\begin{align*}
\dot{r}^e &= C^n_e v^n \\
\dot{v}^n &= C^n_s f^s - (2\Omega_{ie}^n + \Omega_{en}^n) v^n + g^n \\
\dot{C}^n_s &= C^n_s \Omega_{ns}^s,
\end{align*}$$  \hspace{1cm} (5.61)

where an additional fictitious term, $\Omega_{en}^n v^n$, known as the transport-rate term, has appeared. This term originates from the rotational motion that is required to keep the axes of the vehicle aligned with the north, east and down axes of the $n$-frame as one moves across the surface of the Earth. This rotation also needs to be compensated for in the angular rates as

$$\omega_{ns}^s = \omega_{ne}^s + \omega_{ei}^s + \omega_{is}^s = \omega_{is}^s - C^n_s (\omega_{en}^n + C^n_e \omega_{ie}^c).$$  \hspace{1cm} (5.62)

Alternatively, one might want to express the position in terms of geodetic coordinates

$$\mathbf{p} = \begin{bmatrix} \phi \\ \lambda \\ h \end{bmatrix}^T,$$  \hspace{1cm} (5.63)

which is accomplished by replacing, $\dot{r}^e = C^n_e v^n$, in (5.61) by (C.26):

$$\dot{\mathbf{p}} = \begin{bmatrix} \dot{\phi} \\ \dot{\lambda} \\ \dot{h} \end{bmatrix} = \begin{bmatrix} v_N / (R_N + h) \\ v_E / (R_E + h) \cos \phi \\ -v_D \end{bmatrix}.$$  \hspace{1cm} (5.64)

### 5.2.4 Navigation Frame and Strapdown Configuration

The mechanisation will naturally affect how the navigation equations should be implemented. This dissertation will only consider a strapdown mechanism, meaning that inertial observations are obtained directly in the body frame of the vehicle or are simply transformed to this frame. The navigation equations have been implemented in the navigation frame. Therefore, setting $s = b$ in (5.61), we obtain the system
\[ \dot{\phi} = \frac{v_N}{(R_N + h)} \]  
\[ \dot{\lambda} = \frac{v_E}{(R_E + h) \cos \phi} \]  
\[ \dot{h} = -v_D \]  
\[ \ddot{v}^n = C^b_n \ddot{r}^b - (2\Omega^e_{in} + \Omega^e_{cn}) v^n + g^n \]  
\[ \dot{C}^n_b = C^b_n \Omega^b_{nb}, \]  

where the geodetic coordinates are utilized and

\[ \omega^b_{nb} = \omega^b_{ne} + \omega^b_{ei} + \omega^b_{ib} = \omega^b_{ib} - C^b_n (\omega^e_{cn} + C^e_c \omega^e_{ie}) = \begin{bmatrix} \omega_x \\ \omega_y \\ \omega_z \end{bmatrix}. \]  

The practical implementation of these equations can be done more or less accurately depending on the desired complexity, precision and computational power. Different solution strategies and some examples are given in Appendix C.2.

### 5.2.5 Choosing an Attitude Representation

The above navigation equations use a DCM attitude representation, but as discussed in Section 5.1, quaternion attitude or Euler angles can also be used. The differential equation governing the DCM is (5.65e). The corresponding differential equation governing the quaternion attitude is (C.44):

\[ \dot{q}^n_b = \frac{1}{2} A^b q^n_b \quad \text{with} \quad A^b = \begin{bmatrix} 0 & -\omega^b_{nb,x} & -\omega^b_{nb,y} & -\omega^b_{nb,z} \\ \omega^b_{nb,x} & 0 & \omega^b_{nb,y} & -\omega^b_{nb,z} \\ -\omega^b_{nb,y} & -\omega^b_{nb,x} & 0 & \omega^b_{nb,z} \\ \omega^b_{nb,z} & \omega^b_{nb,y} & -\omega^b_{nb,x} & 0 \end{bmatrix}, \]  

and for the triplet of Euler angles (A.33):

\[ \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix} = \begin{bmatrix} 1 & \sin \alpha \tan \beta & \cos \alpha \tan \beta \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha \sec \beta & \cos \alpha \sec \beta \end{bmatrix} \omega^b_{nb}, \]  

where \( \alpha, \beta \) and \( \gamma \) represent the bank, elevation and heading angles, respectively. One issue with the Euler approach is that a singularity occurs as the elevation angle approaches \( \pm 90^\circ \). The singularity is represented by the components

\[ \tan \beta = \frac{\sin \beta}{\cos \beta} \quad \text{and} \quad \sec \beta = \frac{1}{\cos \beta}, \]  

that are undefined when the denominator becomes zero. This phenomenon is known as **gimbal lock** and more intuitively reflects that, when the vehicle is pointing straight up (or down), the heading and bank correspond to the same motion and a degree of freedom is lost. More importantly, however, the Euler angles cannot be used directly as a transformation operator. First, a transformation operator must be formed, which introduces additional computational load. For these reasons, the Euler attitude is usually not used in the implementation.
As outlined in Appendix C.2, the attitude is involved in two processes. One is that the attitude must be updated at each iteration, which can be expressed as

\[
\begin{align*}
\mathbf{C}(+) &= \mathbf{C}(-) \mathbf{C}(+, -) \\
\mathbf{q}(+) &= \mathbf{q}(-) \circ \mathbf{q}(+, -)
\end{align*}
\]

for direction cosines, and

\[
\begin{align*}
\mathbf{q}(+) &= \mathbf{q}(-) \circ \mathbf{q}(+, -)
\end{align*}
\]

for quaternions,

where \( \mathbf{C}(+, -) \) and \( \mathbf{q}(+, -) \) are "transition operators". The other process is the transformation of the specific force into the \( n \)-frame. This is accomplished as

\[
\begin{align*}
\mathbf{f}^n &= \mathbf{C}^n_b \mathbf{f}^b \\
\mathbf{q}^n &= \mathbf{q}^n_b \circ \mathbf{q}^b \circ \mathbf{q}^b_n
\end{align*}
\]

for direction cosines, and

\[
\begin{align*}
\mathbf{q}^n &= \mathbf{q}^n_b \circ \mathbf{q}^b \circ \mathbf{q}^b_n
\end{align*}
\]

for quaternions,

where one is a simple matrix-vector product, while the other is a double Hamilton product. In Table 5.1 these two operations are broken down into numbers of multiplications and additions/subtractions, in order to compare the performance of the two methods.

<table>
<thead>
<tr>
<th>STORAGE</th>
<th>DCM vs Quaternion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of parameters</td>
<td>9 vs 4</td>
</tr>
<tr>
<td>ATTITUDE UPDATE</td>
<td></td>
</tr>
<tr>
<td>Scalar multiplications</td>
<td>27 vs 16</td>
</tr>
<tr>
<td>Additions/subtractions</td>
<td>24 vs 12</td>
</tr>
<tr>
<td>Total number of operations</td>
<td>51 vs 28</td>
</tr>
<tr>
<td>FRAME TRANSFORMATION</td>
<td></td>
</tr>
<tr>
<td>Scalar multiplications</td>
<td>9 vs 24*</td>
</tr>
<tr>
<td>Additions/subtractions</td>
<td>6 vs 17*</td>
</tr>
<tr>
<td>Total number of operations</td>
<td>15 vs 41</td>
</tr>
</tbody>
</table>

Table 5.1: Performance comparison of rotation vector and pure quaternion methods. *In general (5.42) encompasses 32 multiplications and 24 additions/subtractions. This reduces to 24 multiplications and 17 additions/subtractions, if we take into account that some elements are destined to be zero.

Although [5] recommends the use of direction cosine matrices, there seems to be a general tendency that quaternions is the preferred tool. Basically, both methods can be applied in order to arrive at the same level of accuracy. The transformation matrix is more intuitive to use, while the quaternion representation is more compact, since it contains only four components, compared to the nine components of the matrix representation. From the table, it is not straightforward to determine which method is computationally most efficient. The quaternion approach seems to be most effective in terms of storage and attitude update, while the direction cosines approach is most effective in the reference frame transformation.
6 The Inertial Measurement Unit and Related Errors

The output from inertial sensors will be subject to errors. Fundamentally, sensor errors consist of both systematic and random components. The random component will have no correlation with previous observations and can therefore not be accounted for by calibration. The systematic component can be accounted for, at least theoretically, through laboratory calibration and/or integration with other sensors. Since errors will eventually propagate onto the navigation solution and gravity estimates, it is important to understand the error sources and their effects, in order to improve the results.

This section is divided into three subsections. The first subsection is concerned with sensor errors and will introduce the various components along with their effect on the sensor output. The second subsection will introduce the IMU unit used for this dissertation and describe the calibration that has been applied. The third subsection will define the navigation and gravity errors and present a set of error dynamics equations. This set of equations can be used to study the propagation of errors in order to achieve an understanding of their effects and evolution. The error dynamics equations will moreover be of fundamental importance in developing an integrated INS/GNSS navigation system in Section 9.

6.1 Sensor Error Characteristics

The output from accelerometers and gyroscopes are typically corrupted by errors in the form of bias, scale factor, cross-coupling errors and some random noise. Letting $f^s$ and $\omega^s$ denote the "true" specific force or angular rate, which is input to the sensor, the error is

$$\delta f^s = \tilde{f}^s - f^s \quad \text{and} \quad \delta \omega^s = \tilde{\omega}^s - \omega^s,$$

where $\tilde{f}^s$ and $\tilde{\omega}^s$ denote the output. The quality of an inertial sensor can be categorised based on bias errors as shown in Table 6.1. It should be noted that no universally-agreed-upon definition exists.

<table>
<thead>
<tr>
<th>IMU GRADE</th>
<th>ACCELEROMETER BIAS</th>
<th>GYRO BIAS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$mg$</td>
<td>m/s$^2$</td>
</tr>
<tr>
<td>Consumer</td>
<td>&gt;3</td>
<td>&gt;0.03</td>
</tr>
<tr>
<td>Tactical</td>
<td>1-10</td>
<td>0.01-0.1</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.1-1</td>
<td>10$^{-3}$ - 10$^{-2}$</td>
</tr>
<tr>
<td>Navigation (Aviation)</td>
<td>0.03-0.1</td>
<td>3 $\cdot$ 10$^{-4}$ - 10$^{-3}$</td>
</tr>
<tr>
<td>Marine</td>
<td>0.01</td>
<td>10$^{-4}$</td>
</tr>
</tbody>
</table>

Table 6.1: Typical accelerometer and gyro bias for different grades of IMU from [5, Table 4.1]

It is important to distinguish between systematic and random errors. The systematic error sources can be divided into four categories [5, Sec. 4.4]:

- A **fixed contribution**, which is always present when the unit is turned on. This contribution is always the same and is usually accounted for by laboratory calibrations.
• **A temperature dependent variation**, which is seen as a variation with temperature. This is typically also handled through laboratory calibrations and will have the strongest effect while the sensors are warming up. However, the temperature of each individual sensor does not necessarily correspond to the temperature measured by the IMU temperature sensor. Moreover, temperature variations might inflect distortions to the physical configuration itself, making it complicated to fully account for this effect.

• **A run-to-run variation**, which is different each time the sensor is turned on, but remains constant until powered off. This contribution cannot be accounted for by laboratory calibrations, but must be handled through alignment and/or integration with other sensors.

• **An in-run variation**, which varies with time when the unit is turned on. This contribution can not be accounted for by laboratory calibrations and also not by alignment. In theory, it can be accounted for by integration with other sensors, but this may be difficult in practice.

Systematic errors can therefore, at least theoretically, be accounted for either through laboratory calibrations or through integration with other sensors. Random errors on the other hand are not correlated with previous observations and must instead be accounted for using stochastic tools. In the following, each of the four kinds of errors will be briefly introduced and its input-output relation will be defined mathematically.

**Bias**

The bias is independent of the true specific force or angular rate input to the sensor. The accelerometer and gyro biases can be denoted as vectors

\[
\mathbf{b}_a = \begin{bmatrix} b_{a,x} & b_{a,y} & b_{a,z} \end{bmatrix}^\top \quad \text{and} \quad \mathbf{b}_g = \begin{bmatrix} b_{g,x} & b_{g,y} & b_{g,z} \end{bmatrix}^\top,
\]

such that the sensor output, \( \tilde{f}_s \) or \( \tilde{\omega}_s \), is related to the sensor input, \( f_s \) or \( \omega_s \), as

\[
\tilde{f}_s = \mathbf{b}_a + f_s \quad \text{and} \quad \tilde{\omega}_s = \mathbf{b}_g + \omega_s.
\]

The bias is often divided into static and dynamic components. The static components represent the run-to-run variation along with any residual fixed contributions and is constant during the operating time. The dynamic component represents the in-run variation along with any residual temperature dependent variation. Typically, sensor biases represent the dominant term in the overall error budget.

**Scale Factor**

The scale factor is proportional to the sensor input, such that

\[
\tilde{f}_s = \mathbf{b}_a + \mathbf{M}_a f_s^\top \quad \text{and} \quad \tilde{\omega}_s = \mathbf{b}_g + \mathbf{M}_g \omega_s^\top,
\]

where

\[
\mathbf{M}_a = \begin{bmatrix} s_{a,x} & 0 & 0 \\ 0 & s_{a,y} & 0 \\ 0 & 0 & s_{a,z} \end{bmatrix} \quad \text{and} \quad \mathbf{M}_g = \begin{bmatrix} s_{g,x} & 0 & 0 \\ 0 & s_{g,y} & 0 \\ 0 & 0 & s_{g,z} \end{bmatrix},
\]

are vectors representing the scale factor for each inertial sensor.
Cross-Coupling

The main reason for cross-coupling errors are misalignment of the sensitive axes of the sensors with respect to being orthogonal. For this reason, cross-coupling errors are sometimes referred to as misalignment errors. It is practically impossible to achieve perfect orthogonality of the sensors. Although such misalignment may be handled through laboratory calibrations, physical forces or temperature variations may cause distortion of the physical configuration. Typically, cross-coupling errors are expressed together with scale factor errors as

\[
M_a = \begin{bmatrix}
    s_{a,x} & m_{a,xy} & m_{a,xz} \\
    m_{a,yx} & s_{a,y} & m_{a,yz} \\
    m_{a,zx} & m_{a,zy} & s_{a,z}
\end{bmatrix}
\quad \text{and} \quad
M_g = \begin{bmatrix}
    s_{g,x} & m_{g,xy} & m_{g,xz} \\
    m_{g,yx} & s_{g,y} & m_{g,yz} \\
    m_{g,zx} & m_{g,zy} & s_{g,z}
\end{bmatrix},
\]

where for example \( m_{a,xy} \) denotes the cross-coupling of the \( y \)-axis sensed by the \( x \)-axis accelerometer. This means that these matrices are not symmetric. Both scale factor and cross-coupling errors are unitless and typically expressed in parts per million (ppm).

Random Noise

Random noise originates from a number of sources such as electronics and quantisation of measurements. Due to its random nature, there is no correlation between past and future values, making it impossible to compensate for these errors through calibrations. The random noise on each sensor sample can be denoted by a vector

\[
w_a = \begin{bmatrix}
    w_{a,x} \\
    w_{a,y} \\
    w_{a,z}
\end{bmatrix}^\top \quad \text{and} \quad
w_g = \begin{bmatrix}
    w_{g,x} \\
    w_{g,y} \\
    w_{g,z}
\end{bmatrix}^\top,
\]

such that the sensor output is related to the input as

\[
\tilde{f}_s = b_a + M_a f_s + w_a \quad \text{and} \quad
\tilde{\omega}_s = b_g + M_g \omega_s + w_g.
\]

The spectrum of accelerometer and gyro noise for frequencies below 1 Hz is approximately white and the sensor noise is typically quoted in terms of root power spectral density \([5, \text{Sec. 4.4.3}]\). Accelerometer random noise is therefore in units of \(\mu g/\sqrt{\text{Hz}}\) and gyro random noise is in units of \(^\circ/\sqrt{\text{hr}}\). For a more comprehensive description of random processes, see Appendix D.

6.1.1 The Inertial Measurement Unit

DTU Space owns an iMAR iNAT-RQH-0001 IMU (iNAT), see Figure 6.1, containing Honeywell QA-2000 accelerometers [8] and GG1320AN ring laser gyroscopes [7]. An excerpt of the manufacturer specifications is presented in Table 6.2. A comparison of bias drift with Table 6.1 indicates that the iNAT is a navigation-grade unit.
SPECIFICATIONS

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data output rate</td>
<td>≤ 300 Hz (1800 Hz internal)</td>
</tr>
<tr>
<td>Data latency</td>
<td>&lt; 3 ms</td>
</tr>
<tr>
<td>Operating temperatures</td>
<td>-40°C to 71°C</td>
</tr>
<tr>
<td>Weight</td>
<td>≈ 8 kg</td>
</tr>
<tr>
<td>Size</td>
<td>≈ 187 x 128 x 296 mm (310 mm with cables)</td>
</tr>
<tr>
<td>Position accuracy</td>
<td>&lt; 0.2 nmi/hr (0.4 km/hr)</td>
</tr>
</tbody>
</table>

PERFORMANCE CHARACTERISTICS

<table>
<thead>
<tr>
<th>Component</th>
<th>Gyrosopes</th>
<th>Accelerometers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>± 800 °/s</td>
<td>± 20 g</td>
</tr>
<tr>
<td>Drift (unaided) / offset</td>
<td>&lt; 0.003 °/hr</td>
<td>&lt; 25 µg</td>
</tr>
<tr>
<td>Bias instability (const. temp.)</td>
<td>&lt; 0.002 °/hr</td>
<td>&lt; 10 µg</td>
</tr>
<tr>
<td>Random walk</td>
<td>&lt; 0.0011 °/√Hz</td>
<td>&lt; 8 µg/√Hz</td>
</tr>
<tr>
<td>Resolution</td>
<td>&lt; 0.001 °/s</td>
<td>&lt; 5 µg</td>
</tr>
<tr>
<td>Scale error</td>
<td>&lt; 5 ppm</td>
<td>&lt; 100 ppm</td>
</tr>
<tr>
<td>Linearity error</td>
<td>&lt; 5 ppm</td>
<td>&lt; 20 µg/g²</td>
</tr>
</tbody>
</table>

Table 6.2: Excerpt of iMAR iNAT-RQH-0001 manufacturer specifications

The basic components of the iNAT unit is an Inertial Sensor Assembly (ISA) manufactured by Honeywell International, a NovAtel GNSS receiver and a PC board. The ISA contains the core elements of the IMU, i.e. the three accelerometers and gyroscopes. The GNSS receiver provides a NMEA data stream and a Pulse-Per-Second (PPS) signal, making it possible to time stamp the observations. The PC board combines the information from the ISA and GNSS receiver, providing time-stamped inertial observations along with temperature. The PC board also includes an internal navigation algorithm making it possible to obtain real-time navigation solutions and an internal memory making it possible to store the
observations and/or navigation solution. Additional sensor calibrations added by iMAR is also applied by the PC board. For a more detailed description of the iNAT unit, the reader is referred to [1, Sec. 6], which is a description of the similar iMAR-RQH-1003 unit (RQH), owned by TU Darmstadt.

6.1.2 Thermal Dependence of Sensor Output

Figure 6.3 shows the time increments between 300 successive IMU observations. From the figure, it is clear that the time stamps have some degree of truncation with a mean value corresponding roughly to the 300 Hz sampling rate of the IMU.

In Figure 6.4, the sampling rate, i.e. inverse of time increments, is shown for an approximately six hour period where the device was sitting statically on a concrete floor. Also shown is the IMU temperature log for the same period, indicating that the internal clock is sensitive to temperature variations. It should be noted that the variation in sampling rate is within the quantisation bounds indicated in Figure 6.3. The time increments were therefore averaged over eight second intervals, before converted to sampling rates.

Figure 6.3: Time increments between 300 successive observations

Figure 6.4: IMU sampling rate (averaged over eight seconds) and temperature log
The Honeywell ISA contained within the iNAT unit outputs velocity increments, \( f^s \delta t \), and angle increments, \( \omega^s \delta t \). These increments are converted to specific force and angular rate by the internal PC board. This conversion is done using a constant value corresponding to 300 Hz and therefore indirectly introduces a temperature dependent scale factor. The clock-induced scale factor can be reversed by dividing accelerations and angular rates by 300 Hz, essentially converting back to velocity and angle increments, and then multiplying by the (smoothed) sampling rate inferred from Figure 6.4.

The accelerometer and gyro observations for the six hour interval are shown in Figure 6.5, both with and without the thermal clock correction. From the figure it is evident that these corrections are small (not visible) for all but the vertical accelerometer. There also seems to be a temperature dependence on all three accelerometers, but the gyroscopes do not show any sign of drift during the logging session.

In an attempt to compensate for the observed accelerometer drift, a simple thermal calibration will be outlined in the following section. As no drift was observed for the gyroscopes, further calibration was not attempted. It should be noted that some temperature calibration is already applied internally by the manufacturer. The majority of the thermal effects are therefore already accounted for. What is seen in Figure 6.5 are the remaining uncompensated thermal effects.

### 6.1.3 Thermal Calibration of the Accelerometers

The results presented later in this dissertation, will be subject to the warm-up temperature calibration method presented in [2]. This calibration only affects the accelerometers. The

![Figure 6.5: IMU observations (averaged over four minutes) and temperature log. Observations are shown both with and without thermal clock correction (only visible for Z-axis accelerations)](image-url)
method assumes that the majority of the observed drift is temperature dependent and purely originates from bias variation. Figure 6.5 indicates that the first assumption may have some validity, whereas the second assumption is less likely. However, this kind of calibration can be performed without access to advanced calibration facilities and is shown to significantly reduce the drift of the gravity estimates. The practical calibration process is outlined here:

1. Place the IMU on a firm platform such as a concrete floor
2. Turn on the device and let it log accelerations and temperature as the internal sensors generate heat and increase the internal temperature
3. Let it log for some time, e.g. over the course of a day, until the temperature saturates. The unit should not be disturbed during this period
4. Turn off the device and let it cool down, e.g. over night
5. Repeat. Do not move the device in between sessions

Figure 6.6: Z-axis accelerations (averaged over four minutes) shifted to zero at 35°C and temperature log for the 12 sessions in 2018. Black curve is the best fitting (in a least squares sense) 3rd order polynomial

This calibration process was repeated twice: In 2016, the process consisted of nine sessions, with the unfortunate mistake of moving the device in between some sessions. This meant that some readings did not correlate with the majority and was discarded. Moreover, no clear correlation was found for the horizontal accelerometers. In 2018, the process was repeated with 12 sessions. Figure 6.6 shows the Z-axis accelerometer readings for these 12 sessions, subject to a four-minute averaging window and shifted to zero at 35°C. The repeatability of the 12 curves motivates a calibration curve, which is formed by fitting a third
order polynomial to the twelve curves. For the calibration process, this polynomial is evaluated using the temperature log and used to correct the observed Z-axis acceleration for a temperature-dependent bias using (6.3).

Figure 6.7 illustrates the X- and Y-axis accelerations for the 12 sessions, also showing a repeatable temperature-dependent variation. Similar to the Z-axis, calibrations curves are constructed for the X- and Y-axis using third order polynomials, which are used to correct observations for temperature-dependent bias.

The effects of these calibration curves will be shown in Section 11. It should be noted that the iNAT unit underwent several hardware replacements and calibrations at the manufacturer during 2017. The 2016 and 2018 calibrations are therefore restricted to data collected before and after 2017, respectively. The 2016 calibration resulted in a calibration curve for the Z-axis accelerometer only, whereas the 2018 calibration resulted in calibration curves for all three accelerometer axes.
6.2 Error Propagation Analysis

When performing inertial navigation as discussed in Appendix C, sensor errors will propagate onto the navigation solution in terms of attitude, velocity and position errors. Additionally, initialisation errors and errors related to the computational procedure will also lead to errors in the navigation solution. The performance of an inertial navigation system is often characterised by its drift in position error with time. In Table 6.3, the definitions from [10] and [5] are listed, noticing again that no universally-agreed-upon definition exists.

<table>
<thead>
<tr>
<th>[10, Sec. 4.1]</th>
<th>[5, Sec. 4]</th>
<th>Drift rate</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low Accuracy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer Grade</td>
<td></td>
<td></td>
<td>Pedometers, phones, airbags (not navigation)</td>
</tr>
<tr>
<td>Tactical Grade</td>
<td></td>
<td>10-40 km/hr</td>
<td>Guided weapons, Unmanned Air Vehicles (UAVs)</td>
</tr>
<tr>
<td>Intermediate Grade</td>
<td></td>
<td>5-20 nmi/hr</td>
<td>Small aircraft, helicopters</td>
</tr>
<tr>
<td>Medium Accuracy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Navigation Grade</td>
<td>(Aviation grade)</td>
<td>1-4 km/hr</td>
<td>Commercial airliners, military aircraft</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.5-2 nmi/hr</td>
<td></td>
</tr>
<tr>
<td>High Accuracy</td>
<td></td>
<td>&lt;1.8 km/day</td>
<td>Military ships, submarines, intercontinental missiles, spacecraft</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&lt;1 nmi/day</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Overview of INS performance categories from [10] and [5] (nmi=nautical miles)

The evolution and interrelation of errors can be described in terms of a set of error dynamics equations, which are derived in Appendix C.3 and will be introduced later in this section. INS error propagation is also dependent on the dynamics of the host vehicle, since these influence the sensor input. A full account of INS error propagation is therefore very complex and is usually studied using simulation software that mimics the environment and dynamics of the intended application. This section only aims to introduce some basic tools and concepts that are needed later in this dissertation. For a more thorough treatment of the issue, the reader is referred to [3], [12], [10] or [13].

6.2.1 Definition of Error Terms

The error in position and velocity are defined as

\[
\delta r^a = \hat{r}^a - r^a \\
\delta v^a = \hat{v}^a - v^a \\
\delta \phi = \hat{\phi} - \phi \\
\delta \lambda = \hat{\lambda} - \lambda \\
\delta h = \hat{h} - h,
\]

where \( r^a, v^a, \phi, \lambda \) and \( h \) denote the true values of these parameters and the hat denotes estimates thereof. The superscript, \( a \), denotes an arbitrary frame of reference. For the attitude, the estimated rotation operator, \( \mathbf{C}^a_s \), is related to the true operator, \( \mathbf{C}^a \), as

\( \mathbf{C}^a_s = \mathbf{C}^a \).
where $\mathbf{B}^a_s$ represents a transformation from the true reference frame to the estimated reference frame. For small angle misalignments, the transformation matrix (5.47) may be approximated using the small-angle approximation\(^1\) as

$$\mathbf{B}^a_s = \begin{bmatrix}
\cos (\delta \beta^a_{as}) \cos (\delta \gamma^a_{as}) & -\cos (\delta \alpha^a_{as}) \sin (\delta \gamma^a_{as}) & \sin (\delta \alpha^a_{as}) \sin (\delta \gamma^a_{as}) \\
\cos (\delta \beta^a_{as}) \sin (\delta \gamma^a_{as}) & \cos (\delta \alpha^a_{as}) \cos (\delta \gamma^a_{as}) & -\sin (\delta \alpha^a_{as}) \cos (\delta \gamma^a_{as}) \\
-\sin (\delta \beta^a_{as}) & \sin (\delta \alpha^a_{as}) \cos (\delta \beta^a_{as}) & \cos (\delta \alpha^a_{as}) \cos (\delta \beta^a_{as})
\end{bmatrix},$$

(6.10)

with the skew-symmetric form of the misalignment vector $\delta \psi_{as}^a$

$$\begin{bmatrix}
0 & -\delta \gamma^a_{as} & \delta \beta^a_{as} \\
\delta \gamma^a_{as} & 0 & -\delta \alpha^a_{as} \\
-\delta \beta^a_{as} & \delta \alpha^a_{as} & 0
\end{bmatrix} = \mathbf{I}_3 + [\delta \psi_{as}^a \times] ,$$

(6.11)

The delta (error) angles, $\delta \alpha^a_{as}$, $\delta \beta^a_{as}$ and $\delta \gamma^a_{as}$, are the roll, pitch and yaw angles, respectively, meaning that they are positive from the reference frame, $a$, to the object frame, $s$. The error in the attitude representation may then be expressed as

$$\delta \mathbf{C}^a_s = \hat{\mathbf{C}}^a_s \mathbf{C}^a_s \approx (\mathbf{I}_3 + [\delta \psi_{as}^a \times]) \mathbf{C}^a_s - \mathbf{C}^a_s = [\delta \psi_{as}^a \times] \mathbf{C}^a_s,$$

(6.13)

where it should be noticed that a small error approximation has been applied in order to arrive at this expression.

Additionally, since we are ultimately interested in estimating gravity, it is also useful to define the error in the gravity model as

$$\delta \mathbf{g} = \gamma^a - \mathbf{g}^a,$$

(6.14)

where $\gamma^a$ refers to the gravity vector derived from the model and $\mathbf{g}^a$ is true gravity. The quantity, $\delta \mathbf{g}$, is also used for the gravity disturbance vector. Although, the two are not generally the same, normal gravity, $\gamma$, is often used for the gravity model in which case they are the same.

### 6.2.2 Error Dynamics Equations

In order to study the propagation and evolution of errors in the navigation equations, a set of error dynamics equations can be derived. These are derived by applying a small perturbation

---

\(^1\)The trigonometric approximations $\sin \theta \approx \theta$ and $\cos \theta \approx 1$. Then neglect second-order and higher-order products.
to all terms in the navigation equations and then neglecting all higher-order terms, such that the equations become linear with respect to the error terms

\[
(\delta \psi^n, \delta v^n, \delta r^n, \delta \omega_{ls}^n, \delta f^s, \delta g^a^n),
\]

introduced earlier in this section. The underlying assumption is therefore that all errors are small, such that the linear model is a reasonable approximation. In this way, the "smallness" of the errors reflects the validity and accuracy of the error dynamics model. The error dynamics equations for each set of navigation equations are derived in Appendix C.3. The error dynamics equations for the \( n \)-frame are from (C.134):

\[
\dot{\delta x}^n = F^n \delta x^n,
\]

where the error state vector, \( \delta x^n \), represents the error terms

\[
\delta x^n = \left[ \delta \psi_{ns}^n, \delta v^n, \delta p, \delta f^n, \delta \omega_{ls}^n, \delta g^n \right]^\top
\]

and

\[
F^n = \begin{bmatrix}
-\Omega^n_{in} & F^n_{12} & F^n_{13} & 0_3 & C^n_s & 0_3 \\
-\left[ f^n \times \right] & F^n_{22} & F^n_{23} & C^n_s & 0_3 & I_3 \\
0_3 & F^n_{32} & F^n_{33} & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3
\end{bmatrix},
\]

is the system matrix. Notice again that linearity with respect to the error terms originate from approximations. The components of the matrix can be found in (C.135) through (C.140).

### 6.2.3 A Simple Example

As an example of how the error dynamics equations can be used to study the propagation and evolution of errors, the example from [13, Sec. 12.3.2.1] will be briefly presented here. This example nicely illustrates some fundamental concepts of the error dynamics equations and gives some insight into their nature. However, the vertical channel is said to be unstable [10, Sec. 5], meaning that errors in the vertical components of velocity and position grows exponentially with time. In the following analysis, the vertical channel is therefore omitted, such that the state vector becomes

\[
\delta x^n = \left[ \delta \psi_{ns}^n, \delta v_N, \delta v_E, \delta \phi, \delta \lambda, \delta f_x^s, \delta f_y^s, \delta \omega_{ls}^n \right]^\top,
\]

and the corresponding 12 \( \times \) 12 system matrix is

\[
F^n_{\text{no-vertical}} = \begin{bmatrix}
-\Omega^n_{in} & (F^n_{12})_{1:3,1:2} & (F^n_{13})_{1:3,1:2} & 0_3 \times 2 & C^n_s \\
-\left[ f^n \times \right]_{1:2,1:3} & (F^n_{22})_{1:2,1:2} & (F^n_{23})_{1:2,1:2} & (C^n_s)_{1:2,1:2} & 0_2 \times 3 \\
0_2 \times 3 & (F^n_{32})_{1:2,1:2} & (F^n_{33})_{1:2,1:2} & 0_2 \times 2 & 0_2 \times 3 \\
0_2 \times 3 & 0_2 \times 2 & 0_2 \times 2 & 0_2 \times 2 & 0_2 \times 3 \\
0_3 & 0_3 \times 2 & 0_3 \times 2 & 0_3 \times 2 & 0_3 \\
0_3 & 0_3 \times 2 & 0_3 \times 2 & 0_3 \times 2 & 0_3
\end{bmatrix},
\]
where everything related to the vertical channel is removed.

In the example, we imagine an IMU that is stationary on the surface of the Earth, meaning that the attitude and position is constant. We define them to be

\[
C^n_b = I_3, \quad \phi = 45^\circ \text{N}, \quad \lambda = 12^\circ \text{E} \quad \text{and} \quad h = 0.
\]

This enables us to form the constant system matrix in (6.19) and the corresponding transition matrix, \( \Phi^n(t, t_0) \), that allows us to transition the state vector and covariance matrix forward in time. This concept is introduced in Appendix D.4.

The accelerometer and gyro observations are assumed to be free of random noise, but subject to bias values:

- Gyroscope bias: \( \delta b_g = 0.01^\circ / \text{h} \)
- Accelerometer bias: \( \delta b_a = 0.1 \text{mg} \)

while the initial navigation solution is assumed to be corrupted by the following initialisation errors:

- Initial roll error: \( \delta \alpha_0 = 0.1 \text{ mrad} \)
- Initial pitch error: \( \delta \beta_0 = 0.1 \text{ mrad} \)
- Initial heading error: \( \delta \gamma_0 = 1.0 \text{ mrad} \)

The error covariance matrix, \( P \), therefore becomes

\[
P(t_0) = \begin{bmatrix}
\delta \alpha_0^2 & 0 & 0 \\
0 & \delta \beta_0^2 & 0 \\
0 & 0 & \delta \gamma_0^2 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}
\]

(6.20)

with all the left-out-components being zero. This error covariance matrix can be transitioned forward in time using the transition matrix as

\[
P(t) = \Phi^n(t, t_0) P(t_0) \Phi^n(t, t_0)^T.
\]

(6.21)

The results for a 36 hour period are illustrated in Figure 6.8. Assuming that the errors are Gaussian, we can interpret these errors as the 1σ confidence interval.

Figure 6.8 clearly shows some periodical behaviour that reflects three distinct frequencies characterising the error propagation in inertial navigation. The roll and pitch errors are subject to an oscillation known as the Schuler oscillation with frequency

\[
\omega_s = \sqrt{g/R_E},
\]

(6.22)
where $g$ is the gravity acceleration and $R_E$ is the Earth radius. The period of the Schuler oscillation is therefore $2\pi/\omega_s \approx 84.4$ minutes. The Schuler oscillation is modulated by the Foucault oscillation, having a frequency that is latitude dependent [13, Sec. 12.3.2]:

$$\omega_f = \omega_{ie} \sin \phi ,$$  \hfill (6.23)

such that the period becomes $2\pi/\omega_f \approx 34$ h. Finally, the heading and position errors are subject to a **24 h oscillation**, directly related to the rotation of the Earth.

In gravity dedicated airborne surveys, the aircraft is usually only airborne for 4-8 hours at a time, such that the Foucault and 24 hour oscillations may be disregarded. Figure 6.9 shows the error evolution for a 4 hour period, illustrating that the Schuler oscillation is the dominant frequency during time intervals of this length.
From the two figures it should be clear that errors in inertial navigation is not just something that grows in time without bounds (except for the vertical channel). The different error components are interrelated and shows some oscillatory behaviour that evolves with time. Before we leave this section, it should be stressed out that this is a very simplified example. For a more comprehensive study on the evolution of errors, one typically resolves to simulations that closely mimics the dynamics of the intended application.
7 Simulating Inertial Measurements

As argued in the previous section, error propagation can be studied in more detail using simulated observations. Moreover, simulation allows for testing and performance prediction of both software and hardware. In order to obtain reliable results, the simulation should represent realistic input that mimics the environment and dynamics of the intended application. This section is devoted to the development of a simulation algorithm that uses input profiles of attitude and velocity in order to generate IMU observations. By using profiles from actual flights as input, the generated output will naturally mimic the environment of the intended application.

This section is divided into four subsections. The first subsection presents the flight profile that will be used as input to the algorithm. The second subsection will describe the simulation algorithm. The third subsection represents an application of inertial navigation to the generated, error-free, observations, in order to compare the performance of different implementations. The fourth subsection describes how random errors can be generated and added to the observations.

7.1 The Sample Profile

In an attempt to mimic the flight environment encountered in airborne surveys, data from an actual flight in Malaysia during summer 2016 was used to simulate data, see Figure 7.1. The long straight lines are typical for airborne gravity campaigns, where the flight dynamics are kept to a minimum. Typically, data is only used from the straight line segments and some perpendicular lines are flown in order to validate the results.

The approximately 4 hour long flight started from Kuching Airport, where a reference GNSS station was deployed. On board the airplane was the iMAR iNAT IMU along with a GNSS receiver and antenna. Using the NovAtel Inertial Explorer software, a differential GNSS solution was produced and combined with IMU observations using a loosely coupled Kalman filter framework. After processing, 1 Hz profiles for attitude, velocity and position were created and is used as input for the simulation software.

7.2 The Simulation Software

This section describes how simulated IMU observations are generated from velocity and attitude profiles. The observations are derived using the navigation equations from (5.65):

\[
\begin{align*}
\dot{\phi} &= v_N / (R_N + h) \\
\dot{\lambda} &= v_E / (R_E + h) \cos \phi \\
\dot{h} &= -v_D \\
\dot{v}^n &= C^n_b \Omega^b - (2\Omega_{en}^n + \Omega_{en}^n) v^n + g^n \\
\dot{C}^n_b &= C^n_b \Omega^b_{nb},
\end{align*}
\]

with

\[
\omega_{nb}^b = \omega_{ib}^b - C^n_b (\omega_{en}^n + \omega_{ic}^n).
\]
The implementation of a recursive solution to these equations is discussed in Appendix C.2. Some of these principles will also be used to simulate observations using velocity and attitude as the input parameters. The strategy will be to:

**Part 1: Generate Position Profile that is Consistent with Simulated Data**

1. Integrate velocity, \( v^n \), for position, \( (\phi, \lambda, h) \)

**Part 2: Derive Gyroscope Observations from Attitude Profile**

2. Differentiate attitude, \( C^n_b \), for angular rates, \( \omega_{nb} \).
3. Correct angular rates for fictitious forces in order to obtain gyro observations, \( \omega^f_{ib} \).

**Part 2: Derive Accelerometer Observations from Velocity Profile**
4. Differentiate velocity, $v^n$, for acceleration, $\dot{v}^n$,

5. Correct acceleration for fictitious forces in order to obtain specific force, $f^r$, and

6. Transform specific force, $f^r$, into body frame in order to obtain accelerometer observations, $f^b$.

The angular rate and specific force are generated at a very high rate, e.g. 2400 Hz, in order to minimize approximation errors originating from position and velocity dependent terms in the navigation equations. The assumption for this is that position, velocity and their dependent terms do not vary significantly during $1/2400 \approx 417$ ns. This is of course dependent on aircraft dynamics. The algorithm developed for generating these observations are presented in Section 7.2.2.

The gravitational acceleration can be added from any source available or simply set to zero. In appendix E.2, a method for the evaluation of a gravitational model in terms of spherical harmonic coefficients is outlined. This can be exploited to derive the gravity vector from a global model such as EGM2008.

### 7.2.1 Creating a Continuous Input Profile

In order to construct continuous profiles of velocity and attitude, a piecewise cubic hermite interpolating polynomial was fitted to each component of the two profiles. These polynomials can be evaluated at any point in time and preserve the sample values at the input sample times. The first derivative of the function can also be evaluated and will be continuous. The second derivative will not be continuous in general. This interpolating function was chosen because it is shape preserving and easily utilized in MATLAB.

One should be especially careful when interpolating the heading values, since these may contain discontinuities due to the limited $2\pi$ interval. As indicated in Figure 7.3, these discontinuities may be corrected for by allowing the attitude to freely grow and decrease without bounds. This causes no issues in the algorithm since the transformation from Euler angles to DCM attitude is accomplished through sine and cosine functions.

In order to create a position profile that is consistent with the simulated observations, the positions are generated as part of the algorithm presented in Section 7.2.2. In order to accomplish this, some initial position is required as input to the algorithm. This initial position need not be at the beginning of the time series, as the algorithm needs no modifications to iterate backwards in time.

Finally, these attitude, velocity and position profiles can be used to form additional observations that can be fed into the Kalman filter framework. The velocity and position profiles can for example be used to form GNSS observations.

### 7.2.2 Deriving Angular Rates and Accelerations

In theory, the first derivatives of the interpolating polynomials could be evaluated in order to compute exact derivatives of attitude and velocity. However, since gyroscopes and accelerometers do also not measure at exact instances in time, this was not exploited in the simulation software. Instead, the acceleration, $f^a$, was evaluated from the velocity profile as

$$f^a = \frac{v^n(+) - v^n(-)}{\delta t} + \frac{[2\Omega_{ie}^n + \Omega_{en}]}{2} \frac{v^n(-) + v^n(+) - g^n(-) + g^n(+)}{2}, \quad (7.3)$$
Figure 7.2: Illustration of interpolation using piecewise cubic hermite interpolating polynomial (red) between one second points of velocity profile (blue dots). This piece of the profile represents an interval where the vehicle is standing still at the airport.

where (−) and (+) denotes the values before and after the update interval, respectively. For the angular rates, we have that

\[ C^b_n(+) = C^b_n(-) e^{[\alpha_{nb}\times]} \quad \Rightarrow \quad R = e^{[\alpha_{nb}\times]} = (C^b_n(-))^T C^b_n(+) , \quad (7.4) \]

where \( C^b_n(-) \) and \( C^b_n(+) \) can be evaluated from the interpolating polynomials and \( R \) is the updating rotation operator. If we therefore evaluate the matrix logarithm

\[ [\alpha_{nb}\times] = \ln (R) , \quad (7.5) \]

the angular rates can be derived as

\[ \omega^b_{nb} = \frac{\alpha^b_{nb}}{\delta t} = \frac{1}{\delta t} \begin{bmatrix} [\alpha^b_{nb}\times]_{3,2} \\ [\alpha^b_{nb}\times]_{1,3} \\ [\alpha^b_{nb}\times]_{2,1} \end{bmatrix} . \quad (7.6) \]

The matrix logarithm can be computed using (B.75):

\[ [\alpha^b_{nb}\times] = \frac{[\alpha^b_{nb}]}{\sin [\alpha^b_{nb}]} \left( R - R^T \right) , \quad (7.7) \]

where

\[ [\alpha^b_{nb}] = \cos^{-1} \left( \frac{\text{Tr}[R] - 1}{2} \right) . \quad (7.8) \]
7.2 The Simulation Software

Figure 7.3: Illustration of interpolation of the heading angle. (Top): The initial profile has discontinuities, which will produce inconsistent values and large angular rates when interpolated. (Bottom): In order to achieve a smooth interpolation, the discontinuities must be corrected for. Since the Euler angles are converted to DCM attitudes using sine and cosine functions, this will not influence the simulation algorithm.

However, in order to avoid numerical instability when dividing by very small numbers, a truncated power series expansion from (B.58)

\[
\sin \frac{\alpha_{nb}}{|\alpha_{nb}|} = \sum_{k=0}^{\infty} (-1)^k \frac{|\alpha_{nb}|^{2k}}{(2k+1)!} \approx 1 - \frac{|\alpha_{nb}|^2}{3!} + \frac{|\alpha_{nb}|^4}{5!} - \cdots
\]  

(7.9)

should be used whenever $|\alpha_{nb}|$ is either very small or close to $\pi$. Notice that the above power series represent the inverse of the coefficient. In the following is an outline of how this algorithm is built.

**Example Algorithm: Deriving Angular Rates and Specific Force from Attitude and Velocity Profiles**

1. Derive the update interval, $\delta t$, and extract values of velocity, attitude and gravity before and after the interval, i.e.

   \[
   v^a(-) \quad \alpha_{nb}(-) \quad \beta_{nb}(-) \quad \gamma_{nb}(-) \quad g^a(-) \\
   v^a(+) \quad \alpha_{nb}(+) \quad \beta_{nb}(+) \quad \gamma_{nb}(+) \quad g^a(+)
   \]

2. Compute radii of curvature using (2.9) and (2.10):
7 Simulating Inertial Measurements

\[ R_E(-) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(-)}} \quad \text{and} \quad R_N(-) = R_E(-) \frac{1 - e^2}{1 - e^2 \sin^2 \phi(-)}. \]

**Step 1: Position Update**

3. Update height and latitude using (C.77) and (C.78):

\[ h(+) = h(-) - \frac{\delta t}{2} (v_D^b(-) + v_D^b(+)) \]
\[ \phi(+) = \phi(-) + \frac{\delta t}{2} \left( \frac{v_N^b(-)}{R_N(-) + h(-)} + \frac{v_N^b(+)}{R_N(+) + h(+)} \right). \]

4. Compute radii of curvature using (2.9) and (2.10):

\[ R_E(+) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(+)}} \quad \text{and} \quad R_N(+) = R_E(+) \frac{1 - e^2}{1 - e^2 \sin^2 \phi(+)}. \]

5. Update longitude using (C.79):

\[ \lambda(+) = \lambda(-) + \frac{\delta t}{2} \left( \frac{v_N^b(-)}{R_E(-) + h(-)} \cos \phi(-) + \frac{v_N^b(+)}{R_E(+) + h(+)} \cos \phi(+). \right) \]

**Step 2: Derive Angular Increments**

6. Form transformation matrices using (5.47)

\[
C_b^\alpha(-) = \begin{bmatrix}
\cos \beta_{abh}(-) \cos \gamma_{abh}(-) & -\cos \alpha_{abh}(-) \sin \gamma_{abh}(-) & \sin \alpha_{abh}(-) \sin \gamma_{abh}(-) \\
\cos \beta_{abh}(-) \sin \gamma_{abh}(-) & \cos \alpha_{abh}(-) \sin \beta_{abh}(-) \cos \gamma_{abh}(-) & +\cos \alpha_{abh}(-) \cos \beta_{abh}(-) \cos \gamma_{abh}(-) \\
-\sin \beta_{abh}(-) & \sin \alpha_{abh}(-) \cos \beta_{abh}(-) & \cos \alpha_{abh}(-) \cos \beta_{abh}(-)
\end{bmatrix}.
\]

\[
C_b^\alpha(+) = \begin{bmatrix}
\cos \beta_{abh}(+) \cos \gamma_{abh}(+) & -\cos \alpha_{abh}(+) \sin \gamma_{abh}(+) & \sin \alpha_{abh}(+) \sin \gamma_{abh}(+) \\
\cos \beta_{abh}(+) \sin \gamma_{abh}(+) & \cos \alpha_{abh}(+) \sin \beta_{abh}(+) \cos \gamma_{abh}(+) & +\cos \alpha_{abh}(+) \cos \beta_{abh}(+) \cos \gamma_{abh}(+) \\
-\sin \beta_{abh}(+) & \sin \alpha_{abh}(+) \cos \beta_{abh}(+) & \cos \alpha_{abh}(+) \cos \beta_{abh}(+)
\end{bmatrix}.
\]

7. Form rotation operator using (7.4)

\[ R = C_b^\alpha(-)^T C_b^\alpha(+) \]

8. Compute magnitude of rotation from (7.8)

\[ |\alpha_{abh}| = \cos^{-1} \left[ \frac{\text{Tr}[R] - 1}{2} \right]. \]
9. Derive skew-symmetric form of $\alpha_{nb}^b$ using (7.7) or (7.9):
   
   \[
   \left[ \alpha_{nb}^b \times \right] = \frac{|\alpha_{nb}^b|}{\sin|\alpha_{nb}^b|} \frac{R-R^T}{2}
   \]

   \[\text{if } |\alpha_{nb}^b| > 10^{-8} \]

   \[
   \left[ \alpha_{nb}^b \times \right] = \frac{5040}{5040-840|\alpha_{nb}^b|^2+42|\alpha_{nb}^b|^4-|\alpha_{nb}^b|^6} \frac{R-R^T}{2}
   \]

   \[\text{else} \]

   \[
   \left[ \alpha_{nb}^b \times \right] = 5040 - 840|\alpha_{nb}^b|^2 + 42|\alpha_{nb}^b|^4 - |\alpha_{nb}^b|^6 R - R^T
   \]

10. Extract increments

   \[
   \alpha_{nb}^b = \begin{bmatrix}
   \left[ \alpha_{nb}^b \times \right]_{3,2} \\
   \left[ \alpha_{nb}^b \times \right]_{1,3} \\
   \left[ \alpha_{nb}^b \times \right]_{2,1}
   \end{bmatrix}
   \]

Step 3: Form Average Transformation Matrix

11. Form average transformation matrix using (C.69) or (C.71)

   \[\text{if } |\alpha_{nb}^b| > 10^{-8} \]

   \[
   \overline{C}_b^n = C_b^n(-) \left[ I + \frac{1}{2} \frac{1-\cos|\alpha_{nb}^b|}{|\alpha_{nb}^b|^2} \left[ \alpha_{nb}^b \times \right] + \frac{1}{2} \left( 1 - \frac{\sin|\alpha_{nb}^b|}{|\alpha_{nb}^b|} \right) \left[ \alpha_{nb}^b \times \right]^2 \right]
   \]

   \[\text{else} \]

   \[
   \overline{C}_b^n = C_b^n(-) \left[ I + \left( \frac{1}{2} - \frac{|\alpha_{nb}^b|^2}{24} + \frac{|\alpha_{nb}^b|^4}{720} \right) \left[ \alpha_{nb}^b \times \right] + \left( \frac{1}{6} - \frac{|\alpha_{nb}^b|^2}{120} + \frac{|\alpha_{nb}^b|^4}{5040} \right) \left[ \alpha_{nb}^b \times \right]^2 \right]
   \]

   \[\text{end} \]

Step 4: Derive Observations

12. Compute Earth rotational rate in $n$-frame using (A.23)

   \[
   \omega_{ne}^n = \omega_{ie} + \begin{bmatrix}
   \frac{1}{2} (\cos \phi(-) + \cos \phi(+)) \\
   0 \\
   -\frac{1}{2} (\sin \phi(-) + \sin \phi(+))
   \end{bmatrix}
   \]

13. Compute transport-rate using (C.43)

   \[
   \omega_{en}^n = \begin{bmatrix}
   \frac{1}{2} \left( \frac{v_E(-)}{R_E(-)+h(-)} + \frac{v_E(+)}{R_E(+)+h(+)} \right) \\
   -\frac{1}{2} \left( \frac{v_N(-)}{R_N(-)+h(-)} + \frac{v_N(+)}{R_N(+)+h(+)} \right) \\
   -\frac{1}{2} \left( \frac{v_E(-) \tan \phi(-)}{R_E(-)+h(-)} + \frac{v_E(+) \tan \phi(+)}{R_E(+)+h(+)} \right)
   \end{bmatrix}
   \]
14. Derive angular rate and add rotation effects

\[ \omega_b^i = \frac{\alpha_{ib}^b}{\delta t} + C_n^b \top (\omega_{ie}^n + \omega_{en}^n) \]

15. Derive n-frame acceleration and correct for rotation effects and gravity using (C.75)

\[ f^n = \left[ \frac{v^n(+)}{\delta t} - \frac{v^n(-)}{\delta t} \right] + \left[ 2\Omega_{ie}^n + \Omega_{en}^n \right] \left[ \frac{v^n(-) + v^n(+)}{2} - \frac{g^n(-) + g^n(+)}{2} \right] \]

16. Transform specific force into body frame

\[ f^b = C_n^b \top f^n \]

7.2.3 Generating IMU Observations

In an attempt to imitate the data output of the IMU, the angular rates and accelerations are generated at a fundamental frequency of 2400 Hz and then subsequently averaged to an IMU output frequency of 300 Hz. The simulated data therefore consists of angular rate, \( \omega_b^i \), and specific force, \( f^b \), with an associated time stamp. The observations represent average values from the previous to the current time stamp. This is illustrated in Figure 7.4.

7.3 Testing the Navigation Equations

The implementation of the navigation equations in (7.1) is discussed in Appendix C.2. In Appendix C.2.7, two example algorithms are presented that differs in implementation complexity and precision. The most fundamental difference is that the first-order algorithm uses a truncated series expansion for the attitude update, i.e. the transition matrix, whereas the precise algorithm uses Rodrigues’ formula to exactly evaluate this operator in terms of sine and cosine functions (Rodrigues’ formula is derived in Appendix B.3).
7.3 Testing the Navigation Equations

Figure 7.5: Attitude results from the precise navigation algorithm presented in Appendix C.2.7 applied to the simulated IMU observations. The bottom row shows the difference between the navigation results and the attitude profile input to the simulation algorithm.

Figure 7.6: Velocity results from the precise navigation algorithm presented in Appendix C.2.7 applied to the simulated IMU observations. The bottom row shows the difference between the navigation results and the velocity profile input to the simulation algorithm.
Figures 7.5 through 7.7 illustrate the results from applying the precise algorithm to the simulated data at the 2400 Hz rate, i.e. with no averaging to 300 Hz. The results from the navigation algorithm are compared with the attitude and velocity profiles, input to the simulation algorithm, and with the position profile generated by the simulation algorithm. As indicated by the figures, the errors are in the range of $\pm 100$ arc seconds for attitude, $\pm 6$ cm/s for the velocity and $\pm 150$ meters for the position.
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![Figure 7.6](image2)

![Figure 7.7](image3)

Figure 7.7: Position results from the precise navigation algorithm presented in Appendix C.2.7 applied to the simulated IMU observations. The bottom row shows the difference between the navigation results and the position profile generated by the simulation algorithm.

When the simulated observations are averaged to 300 Hz and the navigation algorithm is applied again, the same results occur. Changing the attitude representation from DCM to quaternion does also not affect the results. Additionally, maybe a bit surprisingly, applying the first-order algorithm does also not seem to affect the results. This may be due to the fact that aircraft manoeuvring is kept to a minimum for airborne gravimetry.

The results from the different navigation algorithms are summarized in Table 7.1, indicating that only the processing time varies. The processing time for all algorithms is around 3 seconds when applied to approximately 6.5 hours of data at 300 Hz rate. Difference in accuracy and runtime of any algorithm tested here is therefore not sufficient to prefer one algorithm over the other.
### 7.4 Adding Errors to the Data

Real observations are expected to be corrupted by errors such as random noise, bias, scale factors and cross-coupling errors. In order to yield more realistic observations and to study the effects of various error components, errors can be generated and added to the simulated observations using the relations in Eqs. (6.2) through (6.8). This section will discuss only the generation of random errors. For other error sources such as systematic errors, bandlimiting and quantisation effects, the reader is referred to [5, Appendix J].

#### 7.4.1 Random Sequences

A random sequence representing any of the stochastic processes presented in Appendix D, can be generated from a normally distributed, zero-mean, white noise sequence. The MATLAB function `randn` is able to generate numbers from a standard normal distribution, i.e. a normal distribution having zero mean and unit variance. Such a random number generator will be denoted by $\mathcal{N}(0,1)$ in the following.

**White Noise**

The standard deviation, $\sigma_w$, of a discrete white noise sequence is related to the amplitude, $S_{wn}$, of the Power Spectral Density function (PSD) as (D.22)

$$\sigma_w = \sqrt{S_{wn}/\triangle t}, \quad (7.10)$$

where $\triangle t$ is the sampling interval. A white noise sequence of variance, $\sigma_w^2$, is generated as

$$x_k = \sigma_w \mathcal{N}(0,1), \quad (7.11)$$

where $\mathcal{N}(0,1)$ is a random number generator as for example MATLABs `randn` function.

**Random Constant**

A random constant can be generated as with white noise. In this case, however, only a single value needs to be generated, since the value is constant during the entire run.

**Random Walk**

A random walk sequence can be generated iteratively as

$$x_k = x_{k-1} + \sigma_w \mathcal{N}(0,1), \quad (7.12)$$

where the PSD amplitude of the associated white noise process is again related to the standard deviation as (7.10).

---

### Table 7.1: Algorithm processing time and accuracy for different attitude representation and implementation strategy (algorithm).

<table>
<thead>
<tr>
<th>Attitude</th>
<th>Algorithm</th>
<th>Proc. Time</th>
<th>Attitude Errors</th>
<th>Velocity Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCM</td>
<td>First Order</td>
<td>2.67 s</td>
<td>±100”</td>
<td>±6 cm/s</td>
</tr>
<tr>
<td>DCM</td>
<td>Precise</td>
<td>3.62 s</td>
<td>±100”</td>
<td>±6 cm/s</td>
</tr>
<tr>
<td>Quaternion</td>
<td>Precise</td>
<td>3.18 s</td>
<td>±100”</td>
<td>±6 cm/s</td>
</tr>
</tbody>
</table>

The implementation strategy refer to the example algorithms presented in Appendix C.2.7. The navigation equations were implemented as a MATLAB C MEX file.
An exponentially correlated first-order Gauss-Markov sequence with constant variance can be generated as \[5, \text{Eq. J.12}\]:

\[ x_k = e^{-\beta \Delta t} x_{k-1} + \sqrt{1 - e^{-2\beta \Delta t}} \sigma_{gm} N(0, 1), \] (7.13)

where \( T = 1/\beta \) is the correlation time and \( \sigma_{gm}^2 \) is the variance of the process. The PSD amplitude of the associated white noise process is \( (D.83) \):

\[ S_{nathrm{white}} = 2 \sigma_{gm}^2 \beta. \] (7.14)

### 7.4.2 Correlated Errors

One approach for generating correlated errors is presented in \[5, \text{Appendix J.4.3}\]. This is particularly relevant when simulating GNSS position and velocity errors, which are naturally correlated. Suppose we have a vector, \( x \), of length \( n \), containing correlated error sources, this could for example be the position. The confidence and correlation among the individual components is described by a covariance matrix, \( C_x \).

The covariance matrix may be decomposed into a diagonal matrix, \( C_y \), and a unit lower triangular matrix, \( L \), using Cholesky factorization \[6, \text{Sec. 2.5.1}\] such that

\[ C_x = L C_y L^\top. \] (7.15)

Based on the diagonal covariance matrix, \( C_y \), it is possible to generate a vector, \( y \), of \( n \) independent random variables using (7.11), i.e. use the square-root of the diagonal entries as the standard deviation. These \( n \) components are then made correlated according to \( C_x \) by applying the lower triangular matrix as

\[ x = L y. \] (7.16)

### 7.4.3 Examples

As an example accelerometer errors will be generated based on the manufacturer specifications for the iNAT unit, see Table 6.2. The accelerometer noise is specified in terms of the root-PSD of the associated random walk process on the velocity. Using (7.10) the root-PSD value of \( 8 \mu g/\sqrt{\text{Hz}} \approx 8 \text{mGal}/\sqrt{\text{Hz}} \) can be converted to a standard deviation as

\[ \sigma_w = 8 \frac{\text{mGal}}{\sqrt{\text{Hz}}} \cdot \sqrt{300 \text{Hz}} = 138.56 \text{mGal}, \] (7.17)

where 300 Hz is the IMU sampling rate. Using this standard deviation, white noise can be generated using (7.11) along with the \texttt{randn} function in MATLAB. In Figure 7.8, an example of such a white noise process is shown together with a static bias component generated using a standard deviation of 25 mGal and a dynamic bias component generated using a first-order Gauss-Markov process. The Gauss-Markov sequence was generated using a standard deviation of 10 mGal and a correlation parameter of \( \beta = 1/12 \text{ min} \) using (7.13). Such errors could then be added to the simulated IMU observations in order to generate more realistic data.
Figure 7.8: Example of accelerometer errors generated using values from iNAT manufacturer specifications in Table 6.2. The random noise is generated using a white noise stochastic model, the static bias uses a random constant stochastic model and the dynamic bias uses a first-order Gauss-Markov stochastic model.

As an example of correlated errors, we can consider errors on the GNSS position estimates. A representative error covariance matrix for the estimated GNSS position along the flight profile in Figure 7.1 is

\[
C_x = \begin{bmatrix}
5.00 \cdot 10^{-4} & 5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-5} \\
5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-4} & -5.00 \cdot 10^{-5} \\
5.00 \cdot 10^{-5} & -5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-3}
\end{bmatrix},
\]

(7.18)

where the components are the north, east and down direction, respectively, and units are in meters. This corresponds to a standard deviation of approximately 2 cm on the horizontal and 7 cm on the vertical direction. Correlated errors using this covariance matrix can be generated using Cholesky factorisation as outlined in the previous section.

However, since the GNSS software applies a Kalman filter and smoother in the processing, the flight trajectory is more smooth than a white noise process would imply. Therefore, a more realistic set of observations is formed by generating a white noise signal at 0.01 Hz sampling rate, i.e. each 100 s, and then interpolating between these 0.01 Hz samples. An example of such errors is illustrated in Figure 7.9.
Figure 7.9: Example of correlated position errors generated using the covariance matrix in (7.18) and a 100 s time window
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Part III:
Kalman Filtering and Integrated INS/GNSS Navigation Systems

Whereas the previous part was concerned with the IMU and its use for navigation, this part is concerned with the integration of IMU and GNSS observations. The combination of these systems will not only lead to an improved navigation solution, but the GNSS observations will prevent the INS solution from drifting off by continuously calibrating the IMU sensor errors. The framework used here for the integration is the Kalman filter, which will be introduced in Section 8, along with some associated tools. This section focuses on the working principle of the Kalman filter, but will also introduce the extended Kalman filter along with some associated derivations. The Kalman filter framework is based on the theory of linear dynamic systems driven by stochastic processes, which is introduced more elaborately in Appendix D. Section 9 is devoted to the development of an integrated INS/GNSS navigation algorithm using the Kalman filter framework. After describing the algorithm used in this dissertation, it will be applied to the simulated data from Section 7 and the results will be discussed.

8 Kalman Filtering

The Kalman filter constitutes a practical framework for combining all available information regarding a dynamic system and deriving "optimal" estimates of the variables of interest. The framework is based on a linear dynamic system model, driven by stochastic input:

\[ \dot{x}(t) = F(t) x(t) + G(t) w_s(t) , \]  

(8.1)

where

- \( x(t) \) is an \( n \)-dimensional state vector containing the set of \( n \) variables that are used to describe the system, i.e. position, velocity, attitude, sensor biases and scale factors and possibly gravity
- \( F(t) \) is an \( n \times n \) system matrix describing the dynamics of the system. Here it will be formed using the navigation equations (or error dynamics equations)
- \( w_s(t) \) is a \( k \)-dimensional vector representing stochastic input to the system. In the Kalman filter, these noise terms are restricted to zero-mean Gaussian white noise
- \( G(t) \) is an \( n \times k \) system noise distribution matrix relating white noise to the state variables of the system

This means that the dynamic system is described in a stochastic sense using probability density functions (PDF). A more elaborate introduction to stochastic modelling is given in Appendix D. One underlying assumption in the Kalman filter is that the PDFs are Gaussian, such that they are completely defined in terms of the first and second order moments.
Practically, we define a state vector, $\mathbf{x}$, that contains some variables describing the state of the system. For our purposes, these variables are composed of position, velocity, attitude and sensor errors (e.g. bias, scale factor, etc.). In this probabilistic framework, the state of the system is described in terms of the mean and covariance of these variables and the dynamic system model governs the temporal evolution of these.

In addition to being Gaussian, the driving noise terms in $\mathbf{w}_s(t)$ are assumed to be zero-mean white noise processes. As argued in Appendix D.2, such a process is not physically realisable. However, it can be argued that any physical system has a certain frequency band pass, meaning that input above this frequency has no useful effect. Within this system band pass region, the system noise will typically have almost constant amplitude, making it very similar to the fictitious white noise [7, Sec. 1.4]. Regarding the assumption of Gaussianity, such an assumption is tractable, since it severely simplifies the mathematics involved. Additionally, as described in Appendix D.4.3, the dynamic system can be augmented using a shaping filter, in order to "shape" white noise into other stochastic processes.

The stochastic component, $\mathbf{G}(t)\mathbf{w}_s(t)$, is used to model the influence of sensor errors such as noise, scale factor and bias in terms of stochastic processes. However, since the deterministic component, $\mathbf{F}(t)\mathbf{x}(t)$, is often incomplete, meaning that things like aircraft vibrations, bending, wind busts, etc. are not included in the model, the stochastic component must additionally take these effects into account. Additionally, some mathematical and numerical approximations must also be accounted for.

In order to introduce new observations into the system, we can define a measurement model, relating some observations, $\mathbf{z}$, to the state variables, $\mathbf{x}$, as

$$\mathbf{z}(t_k) = \mathbf{H}(t_k)\mathbf{x}(t_k) + \mathbf{w}_m(t_k), \quad (8.2)$$

where

- $\mathbf{z}(t_k)$ is an $m$-dimensional measurement vector
- $\mathbf{H}(t_k)$ is an $m \times n$ measurement matrix relating the state variables to the system output or observables
- $\mathbf{w}_m(t_k)$ is an $m$-dimensional measurement noise vector

The observations are therefore assumed to be a linear combination of state variables, corrupted by noise. Again, the observations are assumed to be completely described in terms of mean and covariance. Notice that observations are typically introduced at discrete points in time.

In its basic form, the Kalman filter is based on linear system and measurement models, which may not be the case in practice. In our case, for example, the system model is formed using the navigation equations, which are not linear with respect to the state variables. This is handled by linearisation about some estimated trajectory, leading to an error model implementation. This is the basic idea behind the Extended Kalman Filter, which will be introduced later. Some cases, where the linear model prove inadequate, require special attention, but the linear model is in general desirable, since the mathematical theory and tools are much more complete and easily applicable.

**8.1 An Overview of The Kalman Filter**

The Kalman filter is denoted in [7] as an optimal recursive data processing algorithm. The framework is claimed to be optimal because it is able to incorporate all information available
in terms of system dynamics, sensor behaviour, system noise, measurement noise, uncertainties in the mathematical model and initial conditions. Rather than ignoring any information, the Kalman filter is able to incorporate it, regardless of its precision.

The numerical solution of (8.1) only exists in general when the system matrix, \( F \), is constant. Since this matrix is generally not constant, the forward propagation of the state vector, \( x \), is broken into pieces and updated recursively over short propagation intervals. The Kalman filter is therefore a recursive algorithm by nature. Additionally, it is important to realise that the Kalman filter basically consists of two phases:

1. **System-propagation phase**: The current mean and covariance is projected forward in time using the system model, which incorporates both system dynamics and stochastic driving terms

2. **Measurement-update phase**: As new measurement information becomes available, these are incorporated into the system based on some probabilistic measure of optimality. Since the stochastic driving terms will result in constantly increasing uncertainty on the state variables, this is necessary to maintain reliable estimates

The Kalman filter therefore has a "projection-correction" structure, which is often depicted cyclic as in Figure 8.6, alternating between forward propagation and measurement updates. This also means that measurement information is introduced recursively and need not be stored and re-processed every time new information is available. This is a very convenient feature for real-time applications, since only new data is processed on each iteration and old data is simply discarded.

In general, one cannot directly measure all of the variables describing the system, i.e. position, velocity, attitude, sensor errors and gravity. Estimates of these quantities therefore need to be inferred indirectly from the available data. Since a variety of sources will introduce noise into the system, we need to filter the noisy data. The Kalman filter accomplishes this by combining prior knowledge with new observations in order to minimize the error in a statistical sense. The Kalman framework is therefore a filter in the sense that it filters all the available information in order to derive statistically optimal estimates of the state variables.

### 8.1.1 The Kalman Filter Principle: An Example

In [7, Sec. 1.5], a simple example is used to demonstrate the working principle of the Kalman filter. Here, a similar example will be used to illustrate this using a one-dimensional example of navigation. Consider therefore the objective of determining the position of a train, moving along a railway track on a perfectly flat plane. The situation is depicted in Figure 8.1.

![Figure 8.1: Illustration of one-dimensional navigation example.](image)

Suppose that the initial position, \( x_0 \equiv x(t_0) \), is known with some associated uncertainty, \( \sigma_{x_0} \). Under the assumption that the underlying probability density function is Gaussian,
these two parameters completely define the probability density function, \( f_{x_0}(x) \), illustrated in Figure 8.2.

\[ f_{x_0}(x) \]

\( \sigma_{x_0} \)
\( x_0 \)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure82.png}
\caption{Initial probability density function governing the position, \( x(t) \), at time \( t = t_0 \)}
\end{figure}

Besides our initial estimate, \( x_0 \), on the position, we have some instrument capable of measuring the position, \( z_0 \equiv z(t_0) \), with some associated uncertainty, \( \sigma_{z_0} \), as illustrated in Figure 8.3. This could for example be a GNSS positioning device.

\[ f_{z}(x) \]

\( \sigma_{z} \)
\( z_0 \)
\( x_0 \)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure83.png}
\caption{Probability density function governing the measurement, \( z_0 \), made at time \( t = t_0 \)}
\end{figure}

In order to derive an optimal estimate, we want to combine the information from the measurement with the information of the initial estimate. Since the two density distributions are Gaussian, we can combine these in order to arrive at a new Gaussian density distribution with mean, \( \mu \), and standard deviation, \( \sigma \), as

\[
\mu = \frac{\sigma_{x_0}^2 x_0 + \sigma_{z_0}^2 z_0}{\sigma_{x_0}^2 + \sigma_{z_0}^2} \quad \text{and} \quad \sigma^2 = \left( \frac{1}{\sigma_{x_0}^2} + \frac{1}{\sigma_{z_0}^2} \right)^{-1},
\]

where \( \sigma \) is necessarily less than \( \sigma_{x_0} \) and/or \( \sigma_{z_0} \), meaning that our confidence in the estimate has increased. This is illustrated in Figure 8.4. Because the probability densities are
Gaussian, the combined estimate

\[ \hat{x}(t_0) = \mu , \]  

represents both the mean, mode and median of the distribution. It corresponds to both the weighted least squares estimate and the maximum likelihood estimate. This indicates that it is optimal with respect to all of the common measures of optimality. The "updated" estimate, \( \hat{x}(t_0) \), can be seen as a linear combination of the initial estimate, \( x_0 \), and the measurement, \( z_0 \). In a Kalman filtering setting, this is usually written as

\[ \hat{x}(t_0) = x_0 + \frac{\sigma^2_{x_0}}{\sigma^2_{x_0} + \sigma^2_{z_0}} (z_0 - x_0) = x_0 + K(t_0)(z_0 - x_0) \]  

where

\[ K(t_0) = \frac{\sigma^2_{x_0}}{\sigma^2_{x_0} + \sigma^2_{z_0}} , \]  

is the Kalman gain factor, determining the weight of the new measurement information. Similarly, we may write the "uncertainty update" as

\[ \sigma^2_x(t_0) = \sigma^2_{x_0} - K(t_0)\sigma^2_{x_0} . \]  

This outlines the basic principle of the measurement update phase. In the system propagation phase, we need to propagate this estimate and associated uncertainty forward in time. This is usually done using a differential equation, governing the dynamics of the system. Assuming that the train is moving with constant velocity, a simple model of the train movement would be

\[ \frac{dx}{dt}(t) = v + w , \]  

where \( v \) is the train speed and \( w \) is a system noise term representing the uncertainty in our knowledge of the speed. This uncertainty term will account for effects of velocity disturbances,
physics not accounted for in the simple model and the like. The noise term is modelled as a zero-mean white Gaussian process with variance $\sigma_w^2$. From this model, we can derive the expressions

$$\hat{x}^{-} (t) = \hat{x} (t_0) + v (t - t_0) \quad \text{and} \quad \sigma_{x^{-}}^2 (t) = \sigma_{x}^2 (t_0) + \sigma_{w}^2 (t - t_0),$$

(8.9) governing the temporal evolution of the mean and variance. This evolution is illustrated in Figure 8.5. As time progresses, the estimated position evolves according to the dynamic model and the probability density spreads out as a result of a decreasing confidence in the estimated position. The minus on the above values indicate that new measurement information has not yet been included into the model.

![Figure 8.5: Propagation of the probability density function with time.](image)

At some time, $t_1 > t_0$, we may again obtain some measurement of position, $z_1$, with associated uncertainty, $\sigma_1$. We can include this additional information into the system using (8.5) and (8.7) as

$$\hat{x} (t_1) = x_0 + K (t_1) [z_1 - \hat{x}^{-} (t_1)] \quad \text{and} \quad \sigma_x^2 (t_1) = \sigma_{x^{-}}^2 (t_1) - K (t_1) \sigma_{x^{-}}^2 (t_1),$$

(8.10)

with

$$K (t_1) = \frac{\sigma_{x^{-}}^2 (t_1)}{\sigma_x^2 (t_1) + \sigma_{z_1}^2}.$$  

(8.11)

These mean and variance values may then be propagated forward in time until the next measurement update and so will the Kalman filter iterate until it runs out of data. For more intuitive interpretations of the Kalman filter, the reader is referred to [3, Sec. 5].

### 8.1.2 An Outline of the Kalman Filter Algorithm

As previously mentioned, the Kalman filter has a recursive nature, alternating between forward propagation of the state estimates and measurement updates. This is often depicted as in Figure 8.6. The Kalman filter framework revolves around a state vector, $\mathbf{x}$, comprising a set of state variables that adequately describes the system under consideration. The
dynamic system model (8.1) governs the temporal evolution of these states and the measurement model (8.2) relates the states to the observations. This is more elaborately described in Appendix D.4, where the corresponding discrete-time model is derived (D.60):

\[ x_{k+1} = \Phi_k x_k + \Gamma_k w_{s,k}, \quad (8.12a) \]
\[ z_k = H_k x_k + w_{m,k}. \quad (8.12b) \]

The components are discretised as \( x_k \equiv x(t_k) \) and \( \Phi_k \) is the transition matrix over the propagation interval, \( \delta t = t_{k+1} - t_k \). The transition matrix is defined as

\[ \Phi_k \equiv \Phi(t_{k+1}, t_k) = e^{F_k \delta t} = I + \sum_{n=1}^{\infty} \frac{(F_k \delta t)^n}{n!}, \quad (8.13) \]

where the system matrix, \( F(t) \), is assumed constant over the propagation interval. The stochastic component, \( \Gamma_k w_{s,k} \), is related to both the transition matrix and to the power spectral densities of the associated stochastic models as in (D.63). Both the transition matrix and stochastic component will here be derived using the method of Van Loan as described in Appendix D.4.2.

Since the Kalman filter is a stochastic framework, the state variables are characterised in terms of both estimates, \( \hat{x} \), and covariance, \( P \), which both evolve as time progresses and updates when measurement information is included. The error covariance matrix does not only represent the uncertainties on the state variables, but also the degree of correlation between the errors on those estimates. This is important for three reasons [6, Sec. 3.1.1]:

1. It enables the error distribution, and therefore the associated confidence interval, to be fully represented,
2. The measurements do not always contain enough information to estimate all of the state elements independently. The available correlation information may enable some states to be estimated as linear combinations of other states, and

3. Correlations between errors can build up over the time intervals between measurements. Modelling this can enable one state to be determined from another (e.g. velocity from a series of positions).

In the following, the Kalman filter algorithm will be outlined in terms of step-by-step procedure, divided into a forward-propagation phase and a measurement update phase. It should be noted that the Kalman filter does not strictly have to be implemented in this order.

**Forward-Propagation Phase**

1. Form the system matrix, $F_k$, for the current propagation interval. This matrix is generally a function of both time and other parameters that vary over time, such as position, velocity and even IMU observations themselves. It must therefore be formed at each iteration of the Kalman filter

2. Form spectral density matrix, $W_{s,k}$, which is a diagonal matrix describing the power spectral amplitude of the associated stochastic model

3. Compute the transition matrix, $\Phi_k$ and system noise covariance, $\Gamma_k Q_k \Gamma_k^\top$, using the method of Van Loan described in Appendix D.4.2. These are formed using the system matrix, $F_k$ and spectral density matrix, $W_{s,k}$

4. Propagate the state estimates, $\hat{x}_k$, and covariance matrix, $P_k$, forward in time using (D.61):

$$
\hat{x}_{k+1}^- = \Phi_k \hat{x}_k \\
P_{k+1}^- = \Phi_k P_k \Phi_k^\top + \Gamma_k Q_k \Gamma_k^\top
$$

(8.14)

It should be noted that the state vector and error covariance matrix need not be propagated forward at the same rate. Depending on the system model and the dynamics encountered, it may be advantageous to propagate these at different rates.

**Measurement-Update Phase**

5. Form the measurement matrix, $H_k$, for the current measurement. This matrix generally varies depending on the type of measurement, but also with time and time varying parameters such as position and attitude

6. Form measurement innovation as

$$
\delta z_k^- = z_k - H_k \hat{x}_k^- ,
$$

(8.15)

where $z_k$ is the measurement and $\hat{x}_k^-$ is the current state vector estimate
7. Form Kalman gain matrix using the error covariance matrix, \( P_k^{-} \), and measurement noise covariance matrix, \( R_k \), as (D.107):

\[
K_k = P_k^{-} H_k^{\top} (H_k P_k^{-} H_k^{\top} + R_k)^{-1}.
\]

(8.16)

8. Update the state vector estimate using (D.98) as

\[
\hat{x}_k = \hat{x}_k^{-} + K_k \delta z_k^{-}
\]

(8.17)

9. Update the error covariance matrix using (D.102) as

\[
P_k = (I - K_k H_k) P_k^{-} (I - K_k H_k)^{\top} + K_k R_k K_k^{\top}
\]

\[
= P_k^{-} - K_k (H_k P_k^{-})
\]

(8.18)

8.1.3 The Extended Kalman Filter

In many applications, including INS/GNSS integrated navigation systems, the state variables will not evolve in a linear manner, indicating that simple linear system models will not be adequate. Additionally, observations may not be linearly related to the state variables. In this case the system model (8.1) and measurement model (8.2), may be written as

\[
\dot{x}(t) = f (x(t), t) + G(t) w_s(t) \quad \text{and} \quad z(t_k) = h (x(t_k), t_k) + w_m(t_k),
\]

(8.19a)

(8.19b)

where \( f \) and \( h \) denote nonlinear functions of the state variables \( x \). One approach to handle the non-linearity is to simply linearise the equations about some reference trajectory. This approach is tractable since it allows us to use all the tools of the basic linear Kalman filter. Additionally, the linearisation approach has proven itself worthy in a wide range of applications. Let us therefore start by defining a reference trajectory, \( \bar{x} \), that satisfies the following relations

\[
\dot{\bar{x}}(t) = f (\bar{x}(t), t) \quad \text{and} \quad \bar{z}(t_k) = h (\bar{x}(t_k), t_k).
\]

(8.20)

The objective is to linearise the equations about this trajectory such that the linearisation error, \( \|\delta x(t)\| \), with

\[
\delta x(t) \equiv x(t) - \bar{x}(t),
\]

(8.21)

is small within the range of interest and the linearisation is thus a valid approximation.

**The System Model**

Linearisation of the system model is accomplished by expanding the function, \( f (x(t), t) \), in a Taylor series about the reference trajectory, \( \bar{x}(t) \), and truncating at first order as

\[
f (x(t), t) = f (\bar{x}(t), t) + \nabla f (\bar{x}(t), t) \delta x + \nabla^2 f (\bar{x}(t), t) \delta x^2 + \cdots
\]

\[
\approx f (\bar{x}(t), t) + \nabla f (\bar{x}(t), t) \delta x,
\]

(8.22)
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\[ \{\nabla f (\bar{x}(t), t)\} \equiv \left. \frac{\partial f_i (x(t), t)}{\partial x_j} \right|_{x=\bar{x}(t)}. \tag{8.23} \]

Inserting this into the system model, we obtain the expression

\[ \dot{x}(t) = \dot{\bar{x}}(t) + \delta \dot{x}(t) \approx f (\bar{x}(t), t) + \nabla f (\bar{x}(t), t) \delta x + G(t) w_s(t) \tag{8.24} \]

being a first-order (linear) approximation of how the error, \( \delta \dot{x}(t) \), between the true and reference trajectories, evolve with time. Assuming that the Jacobian, \( \nabla f (\bar{x}(t), t) = \nabla f \), is constant over the propagation interval, the error state vector, \( \delta x \), and associated covariance matrix, \( P \), can be updated over the propagation interval, \( \delta t = t_k - t_{k-1} \), as

\[ \delta x_k = \Phi_{k-1} \delta x_{k-1} \tag{8.25a} \]

\[ P_k = \Phi_{k-1} P_{k-1} \Phi_{k-1}^T + \Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^T, \tag{8.25b} \]

where \( \delta x_k \equiv \delta x(t_k) \) and \( P_k \equiv P(t_k) \). The transition matrix, \( \Phi_{k-1} \) is formed as

\[ \Phi_{k-1} = e^{\nabla f \delta t}, \tag{8.26} \]

and \( \Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^T \) is the noise component. Having propagated the error state, \( \delta x \), forward in time, the total state vector, \( x \), can be retrieved as

\[ x_k = \bar{x}_k + \delta x_k, \tag{8.27} \]

whereas the error covariance matrix, \( P \), is valid for both the error state and total state.

Practically, the reference trajectory is generated using IMU observations along with some initial values. The differential equations (8.20) are therefore the navigation equations introduced in Section 5.2. The IMU observations are integrated outside the Kalman filter framework and not introduced as observations in the system.

The Measurement Model

In the case that the measurement model is nonlinear, a similar linearisation approach can be used where

\[ h (x(t_k), t_k) \approx h (\bar{x}(t_k), t_k) + \nabla h (\bar{x}(t_k), t_k) \delta x, \tag{8.28} \]

such that the measurement innovation becomes

\[ \delta z(t_k) = z(t_k) - \bar{z}(t_k) = \nabla h (\bar{x}(t_k), t_k) \delta x + w_m(t_k). \tag{8.29} \]

To this end, it should be noticed that the measurement innovation can be evaluated without the use of linearisation as

\[ \delta z(t_k) = z(t_k) - h (\bar{x}(t_k), t_k), \tag{8.30} \]

where \( z(t_k) \) is the actual observation and \( h (\bar{x}(t_k), t_k) \) is the measurement model evaluated using \( \bar{x}(t_k) \). The linearisation is however exploited to form the Kalman gain from (D.107) as
\[ K_k = P_k^- H_k^T \left( H_k P_k^- H_k^T + R_k \right)^{-1}, \quad (8.31) \]

where \( P_k^- \) is the state covariance before the measurement update, \( R_k \) is the measurement covariance matrix and

\[ H_k \equiv \nabla h(\bar{x}(t_k), t_k). \quad (8.32) \]

The error or total state vector are updated using (D.98) as

\[ \hat{x}_k = \bar{x}_k^- + K_k \delta z_k \quad \text{or} \quad \delta \hat{x}_k = K_k \delta z_k, \quad (8.33) \]

and the error covariance matrix is updated using (D.102) as

\[ P_k = P_k^- - K_k H_k^T P_k^- \quad (8.34) \]

As already mentioned, IMU observations are not fed to the Kalman filter as observations, but instead used to derive the reference trajectory. Since IMU measurements are usually output at a very high rate, the formulation of the Kalman gain for each IMU observations would be computationally expensive. Instead, GNSS observations are fed to the Kalman filter as measurement updates, since GNSS observations are usually made at a much lower rate.

### The Extended Kalman Filter

In the Extended Kalman Filter (EKF), the reference trajectory is defined to be equal to the estimated trajectory [4, Sec. 5.10.5.2]:

\[ \bar{x}(t) = \hat{x}(t), \quad (8.35) \]

which is accomplished by replacing \( \bar{x}(t) \) by \( \hat{x}(t) \) in all of the equations above. The computation of the Kalman gain, \( K_k \), therefore becomes a function of the state estimate, \( \hat{x}(t) \), which is essentially a stochastic process. As a result, \( K_k \), also becomes a stochastic process, introducing another instability factor in the approximation. On the other hand, the Kalman filter estimates are usually closer to the "true" state than any other predefined trajectory. In this case, the EKF will have a superior performance since the linearisation will be a more accurate approximation.

In general, the validity of the linearisation is dependent upon the smallness of errors. This can cause potential instability problems and resulting divergence of the result. An EKF implementation therefore requires careful tuning of the individual terms in the Kalman filter and is especially sensitive to the initialisation of the covariance matrix.

One approach to improving the linear approximation is to use an **error state implementation** rather than a total state implementation. Assuming that the estimated trajectory closely resembles the true trajectory, it can be argued that the error on the state variables, i.e., position, velocity, attitude and sensor errors, evolve more slowly with time than the actual variables themselves, leading to a better linear approximation. The EKF framework developed in this section is already capable of handling such an error state implementation. Propagation of the error state and covariance is accomplished using (8.25). However, in the error state implementation it is not the navigation equations that need to be linearised, but rather the error dynamics equations that was introduced in Section 6.2 and derived in Appendix C.3.
8.2 Additional Tools of the Kalman Filter

With the basic principles of the Kalman filter outlined, this section will introduce some additional useful tools that are of practical interest. Most importantly, the Kalman smoother will be introduced, which will be applied to all datasets in order to improve the results. The Kalman smoother also removes the need for applying any additional filtering to gravity estimates.

8.2.1 Forward-Backward Processing and Kalman Smoothing

With careful implementation, the Kalman filter need no modifications in order to iterate backwards in time. This is sometimes useful in practice if the observations are not complete over an entire survey or broken into pieces. It also allows for an evaluation of the results, since the forward and backward solution can be compared.

Since the forward Kalman filter state estimate, \( \hat{x}_k \), is based on all the information on the interval \( 0 \leq t \leq t_k \), and the backward Kalman filter estimate, \( \hat{x}_{b,k} \), is based on all the information on the interval \( t_k \leq t \leq T \), the two estimates have uncorrelated errors. They may therefore be combined in order to yield an optimal estimate

\[
\hat{x}_{k|T} = A \hat{x}_k + A' \hat{x}_{b,k},
\]

where \( A \) and \( A' \) are weighting matrices. This is known as optimal linear smoothing and is customary within the Kalman filtering framework.

In [5, Sec. 5.1] the weighting matrices are derived based on minimizing the diagonal elements of the error covariance matrix, i.e. least squares approach. This leads to the expressions

\[
\hat{x}_{k|T} = P_{k|T} \left( P_k^{-1} \hat{x}_k + P_{b,k}^{-1} \hat{x}_{b,k} \right)
\]

\[
P_{k|T} = \left( P_k^{-1} + P_{b,k}^{-1} \right)^{-1},
\]

for the state vector and error covariance, respectively. This approach is known as the forward-backward filter and it should be noticed that the two solutions are treated independent, meaning that the backward filter cannot be initialised using estimates from the forward filter.

8.2.2 The Rauch-Tung-Striebel Smoother

The Rauch-Tung-Striebel (RTS) smoother is another form of the forward-backward filter. When smoothed estimates are required at every point, the RTS smoother is more computer efficient, since it avoids performing the backward filtering directly. For the RTS smoother, a forward run of the Kalman filter is required. During this run, the state vector estimates, \( \hat{x}_k^- \) and \( \hat{x}_k^+ \), before and after each measurement update are stored. Additionally, the error covariance estimates, \( P_k^- \) and \( P_k^+ \), are stored along with the transition matrix, \( \Phi_k \), from epoch \( k \) to \( k + 1 \). After the forward run is complete, the RTS smoother is initialised using the final forward estimates as

\[
\hat{x}_{N|T} = \hat{x}_N^+ \quad \text{(8.38a)}
\]

\[
P_{N|T} = P_N^+ \quad \text{(8.38b)}
\]
and the smoothed estimates are generated by iterating backwards in time as

\[
\hat{x}_{k|T} = \hat{x}_{k}^+ + A_k \left( \hat{x}_{k+1|T} - \hat{x}_{k+1}^- \right) \quad (8.39a)
\]
\[
P_{k|T} = P_k^+ + A_k \left( P_{k+1|T} - P_{k+1}^- \right) A_k^T \quad (8.39b)
\]
\[
A_k = P_k^+ \Phi_k^T (P_{k+1}^-)^{-1} \quad (8.39c)
\]

This procedure is less requiring than running the backward filter directly, although additional storage space is required for the forward run. Due to large differences in the order of magnitude of the state variables and their error covariance, numerical instability might destabilise the smoother. In this case, the estimates can be re-scaled using a scaling matrix, \( S \). This scaling matrix is applied to all the components as

\[
\hat{x}_k^+ = S \hat{x}_k^+ \quad \text{and} \quad \hat{x}_k^- = S \hat{x}_k^- \quad (8.40)
\]
\[
P_k^+ = S P_k^+ S \quad \text{and} \quad P_k^- = S P_k^- S \quad (8.40)
\]
\[
\Phi_k = S \Phi_k S^{-1}
\]

before the smoothing is performed. The scaling then needs to be reversed after smoothing as

\[
\hat{x}_{k|T} = S^{-1} \hat{x}_{k|T} \quad \text{and} \quad \hat{P}_{k|T} = S^{-1} \hat{P}_{k|T} S^{-1} \quad (8.41)
\]

### 8.2.3 The Mahalanobis Distance

As we have seen, the Kalman gain is a weighting factor determining the relative influence of state estimates and new measurement information. From (8.16), the Kalman gain is computed as

\[
H_k K_k = \frac{H_k P_k^- H_k^T}{H_k P_k^- H_k^T + R_k} \quad (8.42)
\]

where \( P_k^- \) represents the confidence in the state estimates and \( R_k \) the confidence in the observations. With respect to (8.16), an additional factor, \( H_k \), appears on both sides of the above equation. The measurement matrix, \( H_k \), relates the state vector to the observations and essentially has the effect of transforming between state and measurement space. In the above equation, the Kalman gain is therefore expressed in the measurement space. Multiplication of \( H_k^T \) would have the effect of transforming into state space.

In the above equation, \( H_k P_k^- H_k^T \), is the covariance of the state estimates, expressed in the measurement space. The Kalman gain is therefore the ratio between the confidence in the state estimates (numerator) and the combined confidence in the state estimates and observations (denominator). Since the stochastic models applied within the Kalman filter will influence the error covariance matrix, \( P_k^- \), these will indirectly influence the relative weighting between state estimates and observations.

As the stochastic models are dictated by the user, careful tuning is required in order to achieve a proper weighting of the observations. It can therefore be useful to test whether the measurement innovations (8.15)

\[
\delta z_k = z_k - H_k \hat{x}_k^- \quad (8.43)
\]
are within the confidence bounds defined by the confidence region, $H_k P_k^{-1} H_k^\top + R_k$. Theoretically, the distribution of measurement innovations should match the confidence region. To this end it is useful to track the Mahalanobis distance

$$d_M = \sqrt{(\delta z_k)^\top (H_k P_k^{-1} H_k^\top + R_k)^{-1} \delta z_k}, \quad (8.44)$$

which is a measure of the distance between a point and a distribution. The distance is zero, if the point is at the mean of the distribution, one if the point is one standard deviation away and so forth. This measure is therefore an indication of whether the relative weighting between state estimates and observations is reasonable and can also be used to identify possible bad observations.
In Section 5 the concept of inertial navigation was introduced. The combined system of IMU and an inertial navigation processor will here be denoted an Inertial Navigation System (INS). This section will describe how the INS can be combined with GNSS observations within the Kalman filter framework. The GNSS observations can be processed independently to yield position and velocity, whereas the INS yields independent estimates of attitude, velocity and position. Since the two systems have complementary properties it is desirable to combine the observations:

- The GNSS system is characterised by a long-term stability, but the accuracy is poor with respect to an INS, at least at short time intervals. Additionally, the output rate of a GNSS system is usually much lower than the IMU. Finally, the GNSS system is dependent on communication with satellites, which makes it sensitive to signal disturbances.

- The IMU has a poor long-term stability, since the errors are integrated as time progresses. On the other hand, the short-term accuracy is superior to GNSS, provided the observations and processing algorithm are precise. Once initialised, the INS requires no external information, making it invulnerable to signal disturbances.

An integrated INS/GNSS navigation solution therefore produces a more continuous, high-resolution, complete navigation solution with superior long- and short-term accuracy. The GNSS observations prevent the INS solution from drifting off and continually calibrates the inertial sensors, while the IMU observations smooth the GNSS solution and bridges signal outages [6, Sec. 14].

9.1 Integration Architecture

Let us begin this section with outlining the basic set-up. We have two measurement systems, which are basically capable of performing navigation themselves. The IMU and GNSS observations can be combined on several levels. Most commonly, an inertial navigation solution is produced outside the integration algorithm, i.e. outside the Kalman filter. The GNSS observations are introduced as measurement updates in the integration algorithm and can be introduced on several levels:

1. **Loosely coupled integration** uses the GNSS velocity and/or position solution as input to the Kalman filter. This is a cascaded architecture where the GNSS observations have already been pre-processed.

2. **Tightly coupled integration** uses the GNSS pseudo-range and pseudo-range-rate measurements as input to the Kalman filter.

3. **Deeply coupled integration** introduces GNSS at its most basic level by including GNSS signal tracking into the Kalman filter.

This dissertation uses the loosely coupled approach, meaning that GNSS observations are processed into velocity and position estimates using some other processing software. For this, the NovAtel Waypoint software suite was used. For other integration architectures, the
reader is referred to [6, Sec. 14]. A schematic overview of the loosely coupled INS/GNSS architecture is illustrated in Figure 9.1.

Basically, the IMU and GNSS observations are processed separately and produce two independent navigation solutions. These two solutions are combined within the Kalman filter framework, in order to derive statistically optimal navigation estimates. In the integration algorithm an error-state implementation of the EKF introduced in Section 8.1.3 is used. In the $n$-frame implementation of a strapdown system, the basic state vector will be

$$\delta \mathbf{x} = [\delta \psi^n_{nb}, \delta \mathbf{v}^n, \delta \mathbf{p}, \delta \mathbf{b}_a, \delta \mathbf{b}_g]^\top,$$

(9.1)

where $\delta \psi^n_{nb}$ is the attitude error in terms of Euler angles, i.e. the bank, elevation and heading angle, $\delta \mathbf{v}^n$ is the velocity error with respect to the ECEF reference frame, but resolved about the north, east and down axes of the $n$-frame, $\delta \mathbf{p} = (\delta \phi, \delta \lambda, \delta h)$ are errors on the geodetic coordinates and $\delta \mathbf{b}_a$ and $\delta \mathbf{b}_g$ are errors the accelerometer and gyroscope biases, respectively.

The Kalman filter will therefore derive estimates of the errors on the navigation solution and sensor biases, i.e. the components of the above vector. These estimates can be fed back to the inertial navigation processor in order to correct the observations and the navigation solution. This is known as closed-loop implementation and increases the stability of the EKF by minimizing the navigation errors and thus assuring that the linear approximation is
valid. On the other hand, an open-loop implementation may sometimes be useful to maintain a pure INS solution for integrity monitoring, for example when a high-quality INS is used with a low-quality integration algorithm. Here, a closed-loop implementation will be pursued. Depending on the implementation, the attitude can be corrected using either [6, Eq. 14.7] or [6, Eq. E.45]:

\[ \hat{C}_b^n(+) = \left( I_3 - \left[ \hat{\delta}_n^{\psi_{nb}} \times \right] \right) \hat{C}_b^n(-) \quad \text{or} \quad (9.2a) \]

\[ \hat{q}_b^n(+) = \left[ 1 - \frac{1}{2} \hat{\delta}_n^{\psi_{nb}} \right] \odot \hat{q}_b^n(-) , \quad (9.2b) \]

where the suffixes (-) and (+) denote before and after the correction, respectively. The velocity and position estimates are corrected as

\[ \hat{v}^n(+) = \hat{v}^n(-) - \delta \hat{v}^n \quad (9.3) \]

and

\[ \hat{p}(+) = \hat{p}(-) - \delta \hat{p} , \quad (9.4) \]

while the sensor bias estimates are corrected as

\[ \hat{b}_a(+) = \hat{b}_a(-) + \delta \hat{b}_a \quad \text{and} \quad \hat{b}_g(+) = \hat{b}_g(-) + \delta \hat{b}_g \quad (9.5) \]

and applied to the accelerometer and gyroscope observations as

\[ f^b(+) = f^b(-) - \hat{b}_a(+) \quad \text{and} \quad \omega^b_{ib}(+) = \omega^b_{ib}(-) - \hat{b}_g(+) . \quad (9.6) \]

These corrections are applied after each measurement update, in order to keep the inertial navigation errors at a minimum. In this way, the GNSS observations continuously re-calibrate the IMU observations and re-initialises the navigation solution. Notice that the navigation solution is only updated at the measurement time, \( t_k \), while the bias estimates are used to correct the IMU observations from the current epoch until the next measurement update. After correction, the error state vector, \( \delta \hat{x} \), should be zeroed, since the estimated errors are now all zero.

### 9.1.1 The System Model

Using an error-state implementation with the state vector (9.1), the continuous-time system model from (8.1) becomes

\[
\begin{bmatrix}
\frac{\delta \hat{x}_n(t)}{dt} \\
\frac{\delta \hat{\psi}_{nb}}{dt} \\
\frac{\delta \hat{v}_n}{dt} \\
\frac{\delta \hat{p}}{dt} \\
\frac{\delta \hat{b}_a}{dt} \\
\frac{\delta \hat{b}_g}{dt}
\end{bmatrix}
= \begin{bmatrix}
-\Omega^n_b & -[\hat{F}^n_2] & \hat{F}^n_3 & 0 & 0 & 0 & 0 \\
-\hat{F}^n_2 & \hat{F}^n_3 & C^n_b & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
\delta \hat{\psi}_{nb} \\
\delta \hat{v}_n \\
\delta \hat{p} \\
\delta \hat{b}_a \\
\delta \hat{b}_g \\
\delta \hat{b}_a \\
\delta \hat{b}_g
\end{bmatrix}
+ \begin{bmatrix}
I_3 & 0_3 & 0_3 & 0_3 \\
0_3 & I_3 & 0_3 & 0_3 \\
0_3 & 0_3 & I_3 & 0_3 \\
0_3 & 0_3 & 0_3 & I_3 \\
0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3
\end{bmatrix} \begin{bmatrix}
\hat{w}_{att} \\
\hat{w}_{vel}
\end{bmatrix} \quad (9.7)
\]

where the system matrix, \( F^n(t) \), is composed of the error dynamics equations from Section 6.2.2, Eq. (6.17). The components of this matrix are dependent on attitude, velocity, position
and IMU observations. It is therefore formed using output from both IMU and the inertial navigation processor, as indicated in Figure 9.1.

The system noise components represented by the noise vector, \( w_s \), generates white noise that propagates onto the state variables through the system noise distribution matrix, \( G \). In the above equation, stochastic driving noise only affects the attitude and velocity components. Effectively this means that the white noise on the gyro and accelerometer observations are modelled as random walk processes, while the bias components, \( \delta b_a \) and \( \delta b_g \), are modelled as random constants. By adding system noise to the bias components, the bias variation will also be modelled as random walk processes.

Since the system noise vector, \( w_s \), only contains white noise processes, the basic setup only allows for modelling random constant and random walk processes. Modelling bias variation as a Gauss-Markov process requires the introduction of a “shaping filter”, that shapes white noise into a Gauss-Markov process. The shaping filter usually requires the introduction of additional state variables, i.e. state augmentation as introduced in Appendix D.4.3. As an example, consider the separation of accelerometer bias into static and dynamic components, \( b_{a,s} \) and \( b_{a,d} \), such that the state vector becomes

\[
\delta x = \begin{bmatrix} \delta \psi_{hb} , \delta v^n , \delta p , \delta b_{a,s} , \delta b_{a,d} , \delta b_g \end{bmatrix}^T .
\] (9.8)

We can then model the static component as a random constant and the dynamic component as a first-order Gauss-Markov model by forming the system matrix

\[
F^n = \begin{bmatrix}
-\Omega^n_{in} & F^n_{12} & F^n_{13} & 0_3 & 0_3 & C^n_b \\
-f^n \times & F^n_{22} & F^n_{23} & C^n_a & C^n_g & 0_3 \\
0_3 & F^n_{32} & F^n_{33} & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
\end{bmatrix},
\] (9.9)

where \( \beta \) is a diagonal matrix containing the correlation parameters (inverse of correlation time) for each of the three bias components. The system noise distribution matrix and system noise vector then becomes

\[
G = \begin{bmatrix}
I_3 & 0_3 & 0_3 \\
0_3 & I_3 & 0_3 \\
0_3 & 0_3 & I_3 \\
0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 \\
\end{bmatrix}
\]
and
\[
w_s = \begin{bmatrix}
w_{att} \\
w_{vel} \\
w_{a,d} \\
\end{bmatrix},
\] (9.10)

where \( w_{a,d} \) is the white noise process, driving the Gauss-Markov process.

In order to proceed, the continuous-time system model is sampled at discrete points in time in order to arrive at the corresponding discrete-time model (D.60a)

\[
\delta x_{k+1} = \Phi_k \delta x_k + \Gamma_k w_{s,k} ,
\] (9.11)

where the transition matrix, \( \Phi_k \), is defined as
\[
\Phi_k \equiv \Phi(t_{k+1}, t_k) = e^{F_k \delta t} = I + \sum_{n=1}^{\infty} \frac{(F_k \delta t)^n}{n!},
\]
(9.12)
and the discrete-time noise component is related to the continuous-time model as (D.63)
\[
\Gamma_k Q_k \Gamma_k^\top = \int_{t_k}^{t_{k+1}} e^{F_k (t_{k+1}-t')} G_k W_{s,k} G_k^\top e^{F_k^\top (t_{k+1}-t')} dt'.
\]
(9.13)
In both cases, the system matrix, \( F \), and system noise distribution matrix, \( G \), is assumed constant over the update interval, \( \delta t = t_{k+1} - t_k \). The matrix, \( W \), is known as the spectral density matrix and is a diagonal matrix containing the spectral amplitude of the associated white noise processes, see Appendix D. In practice, the system noise is therefore defined in terms of a spectral density matrix
\[
W = \begin{bmatrix}
S_{wn,att} & 0_3 & 0_3 \\
0_3 & S_{wn,vel} & 0_3 \\
0_3 & 0_3 & 2 \sigma^2 \beta
\end{bmatrix},
\]
(9.14)
where \( \sigma \) and \( \beta \) are diagonal matrices containing the parameters of the first-order Gauss-Markov model. In Appendix D, it is seen that the power spectral density (PSD) is generally not constant for different stochastic models and that some processes are not even stationary, meaning that no associated PSD exists. However, the PSD in the above matrix refers to the underlying white noise process that drives the system. The PSD for a white noise process has a constant amplitude and is therefore unambiguously defined. In this respect the following should be noted:

- A random constant has no associated driving noise
- The random walk process is simply integrated white noise. Thus, modelling velocity and attitude error as a random walk corresponds to modelling white noise on the gyro and accelerometer observations
- The PSD of a Gauss-Markov process is not constant and should not be used as driving noise in the Kalman filter. Instead, the amplitude of the associated white noise PSD should be derived using the equations in Appendix D and used as driving noise in the Kalman filter

Finally, it should be noted that the PSD is usually specified in terms of its square root. These root-PSDs should therefore be squared when used in the spectral density matrix. Therefore, in practice, the components \( F_k \) and \( G_k W_{s,k} G_k^\top \) are first formed. The transition matrix, \( \Phi_k \), and system noise matrix, \( \Gamma_k Q_k \Gamma_k^\top \), are then derived using the method of Van Loan described in Appendix D.4.2. This method will also be outlined in Section 9.1.4. Having formed these components, the error state vector and error covariance matrix can be propagated forward in time as (8.25):

\[
\delta x_{k+1} = \Phi_k \delta x_k
\]
(9.15a)
\[
P_{k+1} = \Phi_k P_k \Phi_k^\top + \Gamma_k Q_k \Gamma_k^\top.
\]
(9.15b)
However, due to the closed-loop implementation, the error state vector, \( \delta x_k \), will always be zeroed after measurement updates and is not performed in practice.
9.1.2 The Measurement Model

As indicated in Figure 9.1, velocity and position estimates from the GNSS system will be introduced into the Kalman filter as measurement updates. In general, the GNSS navigation solution refers to the position and velocity of the GNSS antenna, whereas the INS solution refers to the IMU observation point. The position of the GNSS antenna with respect to the IMU is known as the leverage term, denoted here as \( l_b \). In a strapdown configuration, both the IMU and GNSS antenna are rigidly attached to the moving vehicle and the lever arm, \( l_b \), is assumed constant when resolved about the \( b \)-frame axes. In practice this might not be completely true due to aircraft vibration and deformation. The antenna coordinates with respect to the IMU are therefore

\[
p_{\text{GNSS}} = p_{\text{IMU}} + T_p{T_p}^b C_n^\text{GNSS} l_b^b, \tag{9.16}
\]

where

\[
T_p = \begin{bmatrix}
\frac{1}{R_N + h} & 0 & 0 \\
0 & \frac{1}{R_N + h} \cos \phi & 0 \\
0 & 0 & -1
\end{bmatrix}
\tag{9.17}
\]

is the Cartesian-to-curvilinear position transformation matrix. When the vehicle is rotating, the lever arm will also introduce a velocity component as

\[
v_{\text{GNSS}}^n = v_{\text{IMU}}^n + C_n^b (\omega_{ib}^b \times l_b^b)
= v_{\text{IMU}}^n + C_n^b (\omega_{ib}^b \times l_b^b) - C_n^b (\omega_{eb}^b \times l_b^b)
= v_{\text{IMU}}^n + C_n^b (\omega_{ib}^b \times l_b^b) - \Omega_{ie}^n C_n^b l_b^b. \tag{9.18}
\]

In this way, the GNSS velocity and position is coupled with the attitude through \( C_n^b \), although this coupling is weak [6, Sec. 14.3.1]. The GNSS velocity is additionally (weakly) coupled with the gyroscope sensor errors, i.e. the gyro bias. Using these relations, the measurement innovation is formed as

\[
\delta z^n = \begin{bmatrix}
\dot{p}_{\text{GNSS}} - \dot{p}_{\text{IMU}} - T_p \dot{C}_n^b l_b^b \\
\dot{v}_{\text{GNSS}}^n - \dot{v}_{\text{IMU}}^n - C_n^b (\omega_{ib}^b \times l_b^b) + \Omega_{ie}^n C_n^b l_b^b
\end{bmatrix}. \tag{9.19}
\]

In order to perform the measurement update, we need to form the linear error-state measurement model

\[
\delta z_k = H_k \delta x_k + w_{m,k}, \tag{9.20}
\]

which means that we need to linearise the above relations with respect to the error state variables. Using the small-angle approximation (6.11), the estimated attitude, \( \hat{C}_b^n \), is related to the true attitude, \( C_b^n \), as

\[
\hat{C}_b^n = (I_3 + [\delta \psi_{nb}^n \times]) C_b^n, \tag{9.21}
\]

which can be inserted into the above such that

\[
\hat{C}_b^n l_b^b \approx C_b^n l_b^b + [\delta \psi_{nb}^n \times] C_b^n l_b^b = C_b^n l_b^b - [C_b^n l_b^b \times] \delta \psi_{nb}^n, \tag{9.22}
\]

and
\[
\hat{C}_b^n \left( \hat{\omega}^{ib}_b \times 1^b \right) \approx \left( I_3 + [\delta \psi_{nb}^n \times] \right) C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right)
= C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right) + [\delta \psi_{nb}^n \times] C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right)
= C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right) - \left[ C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right) \times \right] \delta \psi_{nb}^n \quad (9.23)
\approx C^n_b \left( \omega^{ib}_b \times 1^b \right) + C^n_b \left( \delta b_g \times 1^b \right) - \left[ C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right) \times \right] \delta \psi_{nb}^n
= C^n_b \left( \omega^{ib}_b \times 1^b \right) - [1^b \times] \delta b_g - \left[ C^n_b \left( \hat{\omega}^{ib}_b \times 1^b \right) \times \right] \delta \psi_{nb}^n.
\]

Using these relations, we can arrive at the linear measurement model from [6, Eq. 14.114]
\[
H^n_k = \begin{bmatrix}
H^n_{p1} & 0_3 & -I_3 & 0_3 & 0_3 \\
H^n_{v1} & -I_3 & 0_3 & 0_3 & H^n_{v5}
\end{bmatrix},
\quad (9.24)
\]
with
\[
H^n_{p1} = \hat{T}_P^n \left[ C^n_b \left( 1^b \times \right) \right]
H^n_{v1} = \left[ \left( C^n_b \left( \omega^{ib}_b \times 1^b \right) - \hat{\Omega}^n_{bc} \right) \times \right]
H^n_{v5} = C^n_b \left[ 1^b \times \right].
\quad (9.25a, 9.25b, 9.25c)
\]

Having formed the measurement innovation using (9.19) and the measurement matrix using (9.24), the measurement update can be performed using (8.31), (8.33) and (8.34):
\[
K_k = P_k^- H_k^T \left( H_k P_k^- H_k^T + R_k \right)^{-1}
\delta \hat{x}_k = \delta \hat{x}_k^- + K_k \delta z_k
P_k = P_k^- - K_k \left( H_k P_k^- \right),
\quad (9.26a, 9.26b, 9.26c)
\]
noticing that \(\delta \hat{x}_k^-\) will be zero after the forward-propagation phase. This term will however not be zero if sequential measurement updates are performed.

### 9.1.3 Choosing Units to Increase Numerical Stability

Since the state and measurement vectors are concerned with errors on parameters such as position, angles, velocity, angular rates and accelerations, the magnitude of these errors may span a large range of values, leading to numerical instability in the related processes. It is therefore recommended to diverge from SI units in order to improve numerical stability. The choice of units should reflect the magnitude of errors and measurement innovations, such that the range of values is limited. The units chosen in this dissertation are listed in Table 9.1. It should be noted that changing the units on the error state variables will also affect the system matrix and the measurement matrix.
### 9.1 Integration Architecture

#### 9.1.4 Outline of Algorithm

This subsection presents an outline of how the integration algorithm can be structured. It is assumed that initial estimates of all variables are available, i.e. $\hat{\psi}_{nb}^n$, $\hat{v}^n$, $\hat{p}$, $\hat{b}_a$ and $\hat{b}_g$, along with an associated error covariance matrix, $P_k$. The algorithm represents an iteration from some current time, $t_k$, until the time, $t_{k+1}$, where the next GNSS position and velocity measurement is available. The propagation interval is denoted $\delta t = t_{k+1} - t_k$.

---

#### Example Algorithm: INS/GNSS Integration Algorithm

1. Extract IMU observations for the interval $t_k < t \leq t_{k+1}$ and correct for bias estimates, $\hat{b}_a$ and $\hat{b}_g$

2. Perform inertial navigation to obtain navigation estimates, $\hat{\psi}_{nb}^n$, $\hat{v}^n$, $\hat{p}$, $\hat{b}_a$ and $\hat{b}_g$ at next measurement epoch (see Appendix C.2)

3. Form system matrix, $F_k$, using error dynamics equations (6.17) and spectral density matrix, $W_k$

4. Use the method of Van Loan to form the transition matrix, $\Phi_k$, and system noise covariance matrix, $\Gamma_k Q_k \Gamma_k^T$. This is done by first forming the $2n \times 2n$ matrix

$$A_k = \begin{bmatrix} -F_k & G_k W_{s,k} G_k^T \\ 0 & F_k \\ \end{bmatrix} \delta t,$$

where $n$ is the dimension of $x$ and $\delta t$ is the propagation interval. Then compute the matrix exponential (can be done using MATLAB or other software)

$$B_k = \expm(A_k) = \begin{bmatrix} e^{-F_k \delta t} & e^{-F_k \delta t} \Gamma_k Q_k \Gamma_k^T \\ 0 & e^{F_k \delta t} \end{bmatrix} = \begin{bmatrix} \Phi_k^{-1} & \Phi_k^{-1} \Gamma_k Q_k \Gamma_k^T \\ 0 & \Phi_k \end{bmatrix}.$$

---

#### Table 9.1: Overview of the units used for the error state variables along with their conversion from SI units.

<table>
<thead>
<tr>
<th>Error Component</th>
<th>Unit</th>
<th>Conversion</th>
</tr>
</thead>
<tbody>
<tr>
<td>attitude</td>
<td>arc seconds</td>
<td>$[''] = 60 \cdot 60 \cdot \frac{180}{\pi} \cdot [\text{rad}]$</td>
</tr>
<tr>
<td>velocity</td>
<td>meters per second</td>
<td>$[\text{m/s}]$</td>
</tr>
<tr>
<td>position</td>
<td>meters</td>
<td>$[\text{m}] = (R_N + h) \cdot [\text{rad}]$</td>
</tr>
<tr>
<td>accelerometer</td>
<td>milli-Gal</td>
<td>$[\text{mGal}] = 10^5 \cdot [\text{m/s}^2]$</td>
</tr>
<tr>
<td>gyroscope</td>
<td>degrees per hour</td>
<td>$[^\circ/\text{h}] = 60 \cdot 60 \cdot \frac{180}{\pi} \cdot [\text{rad/s}]$</td>
</tr>
<tr>
<td>gravity</td>
<td>milli-Gal</td>
<td>$[\text{mGal}] = 10^5 \cdot [\text{m/s}^2]$</td>
</tr>
</tbody>
</table>
The transition matrix is then obtained by transposing the lower-right partition of $B_k$ and the system noise covariance matrix is obtained by applying the transition matrix, $\Phi_k$, to the upper-right partition of $B_k$.

5. Propagate the error covariance matrix forward in time using (9.15b)

$$P_{k+1} = \Phi_k P_k \Phi_k^T + \Gamma_k Q_k \Gamma_k^T$$

**Measurement Update Phase**

6. Form measurement innovation using (9.19)

$$\delta z_{k+1}^n = \begin{bmatrix} \hat{p}_{\text{GNSS}} - \hat{p}_{\text{IMU}} - T_p^b \dot{C}_b^n \\ \dot{\hat{v}}_{\text{GNSS}} - \dot{v}_{\text{IMU}} - C^n_b (\ddot{\omega}^b_{ib} \times \mathbf{l}) + \hat{\Omega}_{ie}^n C_b^n \mathbf{l} \end{bmatrix}.$$  

7. Form measurement matrix using (9.24)

$$H_k^n = \begin{bmatrix} H_{p1}^n & 0_3 & -I_3 & 0_3 \\ H_{v1}^n & -I_3 & 0_3 & 0_3 & H_{v5}^n \end{bmatrix}.$$  

8. Compute Kalman gain and update Kalman filter estimates using (9.26)

$$K_{k+1} = P_{k+1}^{-} H_{k+1}^T (H_{k+1} P_{k+1}^{-} H_{k+1}^T + R_{k+1})^{-1}$$  

$$\delta \hat{x}_{k+1} = K_{k+1} \delta z_{k+1}$$  

$$P_{k+1} = P_{k+1}^{-} - K_{k+1} (H_{k+1} P_{k+1}^{-})$$ \hspace{2cm} (9.27a, 9.27b, 9.27c)

9. Update navigation estimates and sensor bias estimates using Eqs. (9.2) through (9.5)

$$\hat{q}_{b}^n(+) = \left(1 - \frac{1}{2} \hat{\psi}_{nb}^n\right) \circ \hat{q}_{b}^n(-),$$

$$\hat{v}_{b}^n(+) = \hat{v}_{b}^n(-) - \delta \hat{v}_{b}^n,$$

$$\hat{p}(+) = \hat{p}(-) - \delta \hat{p},$$

$$\hat{b}_a(+) = \hat{b}_a(-) + \delta \hat{b}_a \text{ and }$$

$$\hat{b}_g(+) = \hat{b}_g(-) + \delta \hat{b}_g.$$
9.1.5 Smoothing

After the Kalman filter has successfully run through all the data, the RTS smoother presented in Section 8.2.2 is applied to the estimates. In the closed-loop, error-state implementation, the smoothed estimates are generated in a backwards iteration as

\[
\delta \hat{x}_{k|T} = \delta \hat{x}_k + A_k \left( \delta \hat{x}_{k+1|T} - \delta \hat{x}_{k+1} \right) 
\]

(9.28a)

\[
P_{k|T} = P_k^+ + A_k \left( P_{k+1|T} - P_{k+1}^- \right) A_k^+ 
\]

(9.28b)

\[
A_k = P_k^+ \Phi_k^+ (P_{k+1}^-)^{-1}, 
\]

(9.28c)

where it should be noted that the estimated errors, \( \delta \hat{x}_k^\pm \), from the forward run, have already been applied as a correction to the navigation solution. In order not to apply the same correction twice, the residual correction

\[
\Delta \delta \hat{x}_k = \delta \hat{x}_{k|T} - \delta \hat{x}_k^+, 
\]

(9.29)

is formed and applied to the navigation solution as outlined previously in this section.

9.1.6 Initialisation

In order to perform inertial navigation, the navigation solution must be initialised. That is, initial estimates of position, velocity and attitude must be provided. This is usually accomplished during an initialisation period where the vehicle is stationary. The position and velocity must be inferred from external sources, since the IMU cannot initialise these parameters itself. In our case, a GNSS system will be available for initialising the position and velocity. The physical separation between the IMU and GNSS antenna, i.e. the lever arm, should be taken into account using some estimate of attitude.

The attitude can be initialised from an external source, but also by the IMU observations themselves. The attitude initialisation process is also known as alignment, referring to the platform initialisation process of aligning the instrument axes with the navigation frame axes. The IMU self-alignment process consists of two components: (1) a levelling process for estimating the bank and elevation angles, and (2) a gyrocompassing process for estimating the heading angle. These will be briefly presented in the following.

Levellng

The levelling procedure exploits that the IMU is stationary and therefore only senses the reaction to gravity in the upward direction. The specific force, \( \mathbf{f}^b \), sensed by the accelerometers is therefore

\[
\mathbf{f}^b = \begin{bmatrix} f_x^b \\ f_y^b \\ f_z^b \end{bmatrix} = -C_b^g n = -C_b^g n = \begin{bmatrix} 0 \\ 0 \\ g_D^b \end{bmatrix} = \begin{bmatrix} \sin \beta_{nb} \\ -\sin \alpha_{nb} \cos \beta_{nb} \\ -\cos \alpha_{nb} \cos \beta_{nb} \end{bmatrix} g_D, \]

(9.30)

representing a set of three equations with two unknowns. This set of equations may be solved for the bank and elevation angles as [6, Eq. 5.101]:

\[
\beta_{nb} = \arctan \left( \frac{f_x^b}{\sqrt{f_y^b f_x^b + f_z^b}} \right) \quad \text{and} \quad \alpha_{nb} = \arctan \left( -f_y^b, -f_z^b \right), \]

(9.31)
noticing that a four-quadrant arctangent function must be used for the bank angle. It should also be noted that an aircraft parked at the airport is usually not completely stationary due to wind bursts, fuelling, people entering or exiting, etc. Assuming that these motions average out over time, the accelerometer readings may be averaged over the initialisation period.

**Gyrocompassing**

The gyrocompassing procedure also exploits that the IMU is stationary and therefore only senses the rotation of the Earth. This rotation is about the Z-axis of the ECEF frame, meaning that the angular rate, $\omega_{ib}$, sensed by the gyroscopes is related to the attitude as

$$\omega_{ib} = \begin{bmatrix} \omega_{ib,x} \\ \omega_{ib,y} \\ \omega_{ib,z} \end{bmatrix} = C^n_b C^e_n \begin{bmatrix} 0 \\ 0 \\ \omega_{ie} \end{bmatrix} = C^n_b \begin{bmatrix} \cos \phi \\ 0 \\ -\sin \phi \end{bmatrix} \omega_{ie} .$$  \hspace{1cm} (9.32)

Having already obtained estimates of bank and elevation from the levelling procedure, this set of equations may be solved for the heading angle as [6, Eq. 5.105]:

$$\gamma_{nb} = \arctan \left( \frac{\sin \gamma_{nb}, \cos \gamma_{nb}}{\sin \gamma_{nb}} \right)$$

$$\sin \gamma_{nb} = -\omega_{ib,y} \cos \alpha_{nb} + \omega_{ib,z} \sin \alpha_{nb}$$

$$\cos \gamma_{nb} = \omega_{ib,x} \cos \beta_{nb} + \omega_{ib,y} \sin \alpha_{nb} \sin \beta_{nb} + \omega_{ib,z} \cos \alpha_{nb} \sin \beta_{nb} ,$$

where a four-quadrant arctangent function must again be used. When the vehicle is not completely stationary, it may again be necessary to average the gyro observations over some initialisation period. At the poles, the rotation axis coincides with the direction of gravity, meaning that gyrocompassing is not useful in polar regions. This may be handled using iterative processing [1, Sec. 8.4.1].

The levelling and gyrocompassing procedures are sometimes collectively denoted as **coarse alignment**. The initialisation errors can be derived from the data [6, Sec. 5.6.2] or manually pre-defined in terms of the standard deviation. For this dissertation, the manual approach was preferred with default values listed in Table 9.2. These values will be highly dependent on equipment and initialisation environment. The velocity, accelerometer bias and gyro bias are initialised as zeroes.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>roll, pitch</td>
<td>$1^\circ$</td>
</tr>
<tr>
<td>heading</td>
<td>$5^\circ$</td>
</tr>
<tr>
<td>velocity</td>
<td>0.5 m/s</td>
</tr>
<tr>
<td>latitude, longitude</td>
<td>1 m</td>
</tr>
<tr>
<td>height</td>
<td>5 m</td>
</tr>
<tr>
<td>accelerometer bias</td>
<td>30 mGal</td>
</tr>
<tr>
<td>gyroscope bias</td>
<td>0.001 $^\circ$/h</td>
</tr>
</tbody>
</table>

Table 9.2: Default values of confidence in the initial estimates from coarse alignment
9.2 Application to Simulated Data

In order to test the algorithm developed in this section, it will be applied to simulated data generated with the algorithm presented in Section 7. The simulated data is again based on the trajectory in Figure 7.1 with a constant gravity vector of

\[ \mathbf{g}^n = [0, 0, 9.81]^\top, \quad (9.34) \]

added to the acceleration (units of m/s^2). The effect of gravity is fully compensated in the processing using an exact gravity model. The main reason for adding this vector is because the initialisation procedure requires a dominant gravity component along the vertical direction. Using the error generation tools presented in Section 7.4, errors were added to the IMU observations as described in Table 9.3.

<table>
<thead>
<tr>
<th>Error component</th>
<th>Model</th>
<th>Standard deviation</th>
<th>System Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gyroscope noise</td>
<td>White noise</td>
<td>1.14°/h</td>
<td>0.0011°/√h</td>
</tr>
<tr>
<td>Gyroscope bias</td>
<td>Random constant</td>
<td>0.03°/h</td>
<td>0°/h/√s</td>
</tr>
<tr>
<td>Accelerometer noise</td>
<td>White noise</td>
<td>138.56 mGal</td>
<td>8 mGal/√Hz</td>
</tr>
<tr>
<td>Accelerometer bias</td>
<td>Random constant</td>
<td>25 mGal</td>
<td>0 mGal/√s</td>
</tr>
</tbody>
</table>

Table 9.3: Stochastic models used for generating IMU sensor errors in terms of standard deviation and system noise (root PSD of the associated white noise process). These error models are based on the manufacturer specifications for the iNAT unit, see Table 6.2.

The position profile generated from the simulation algorithm was used to form a series of GNSS position observations at 1 Hz rate. As these locations represent the IMU position, a lever arm of

\[ \mathbf{l}^b = [-1.5, -0.5, -1.5]^\top, \quad (9.35) \]
was added to the positions (units of meters) using the simulated attitude profile together with (9.19). Finally, errors were added to the GNSS position estimates as described in Section 7.4.3, using the constant error covariance matrix

\[ C_x = \begin{bmatrix}
5.00 \cdot 10^{-4} & 5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-5} \\
5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-4} & -5.00 \cdot 10^{-5} \\
5.00 \cdot 10^{-5} & -5.00 \cdot 10^{-5} & 5.00 \cdot 10^{-3}
\end{bmatrix}, \quad (9.36)

in units of meters and a 100 second time window with error interpolated using a cubic spline function.

The simulated IMU observations were used to feed the inertial navigation processor. Using the INS/GNSS integration algorithm developed in this section, the GNSS position observations were introduced as measurement updates in a Kalman filter with error state variables and associated stochastic models listed in Table 9.4. The results from this processing is shown in Figures 9.2 and 9.3.

<table>
<thead>
<tr>
<th>Error State</th>
<th>Model</th>
<th>Initial uncertainty</th>
<th>System Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>Random walk</td>
<td>[1, 1, 5] °</td>
<td>0.0660°/√s</td>
</tr>
<tr>
<td>Velocity</td>
<td>Random walk</td>
<td>.5 m/s</td>
<td>8 \cdot 10^{-5} m/s/√s</td>
</tr>
<tr>
<td>Position</td>
<td>None</td>
<td>[1, 1, 5] m</td>
<td>0 m/√s</td>
</tr>
<tr>
<td>Accelerometer bias</td>
<td>Random constant</td>
<td>25 mGal</td>
<td>0 mGal/√s</td>
</tr>
<tr>
<td>Gyroscope bias</td>
<td>Random constant</td>
<td>0.003 °/h</td>
<td>0 °/h/√s</td>
</tr>
</tbody>
</table>

Table 9.4: Stochastic models used for modelling IMU sensor errors and the system noise (root PSD of the associated white noise process). The system noise corresponds exactly to the errors added in Table 9.3. Initial errors are in terms of standard deviation.

The errors in Figure 9.2 are with respect to the simulated profiles and are in the range of ±5 cm for the horizontal positions and ±10 cm for the vertical position, with errors increasing up to 20 cm during turns. The errors on velocity are in the range of ±0.1 cm/s for the horizontal and ±0.2 cm/s for the vertical, with errors up to 1 cm/s during turns. The bank and elevation errors appear to have bias components that varies between flight lines, i.e. heading dependent. The magnitude of these biases are up to 10 arc seconds with a superimposed on-line variation of less than 1 arc second. During turns the errors can reach 10 arc seconds. Although the straight flight lines are also evident in the heading error, this error component has some associated drift. The error does not seem to increase during turns, but rather the drift characteristic changes and reaches 30 arc seconds during one flight line (≈45 minutes). It should be noted that the navigation errors are related to the initialisation process and the observability of the state variables, including the sensor errors [1, 6, 7].

The estimated sensor errors are shown together with simulated errors in Figure 9.3. From this figure it appears that only the gyro X- and Y-bias, along with the accelerometer Z-axis bias, converges towards the true/simulated error. This corresponds well with the observed attitude errors, since an erroneous gyro Z-axis bias estimate would induce a drift in the heading, while the accelerometer X- and Y-biases are coupled with the bank and elevation angles introducing heading-dependent biases [6, Sec. 5.6.2].
9.2 Application to Simulated Data

Figure 9.2: Errors on the navigation solution using stochastic models exactly as they are used to generate errors

Figure 9.3: Errors on the sensor error estimates using stochastic models exactly as they are used to generate errors
In Figure 9.4 the Mahalanobis distance for each GNSS position update along the flight is shown. Recall that this distance is the distance between the GNSS estimate and the current Kalman filter estimate in terms of number of standard deviations of their combined probability distribution. According to a Gaussian distribution, 68% of observations should be within one standard deviation, 95% within two standard deviations, 99.7% within three standard deviation, etc. This is illustrated by the theoretical curve in the bottom figure.

On the straight line segments, the agreement between Kalman filter and GNSS observations is very good, i.e. within one standard deviation, while the disagreement during take-off, turns and landing can be up to 15 standard deviations. While stationary, the agreement is generally below 2 standard deviations. This creates a distribution where 67% of observations are below one standard deviation and 20% is above two standard deviations, indicating that the distribution is not Gaussian and is dependent on flight dynamics. The Mahalanobis distance has been proposed as a method of fault detecting and identifies questionable observations [8, 9], but in this dissertation it will only be used as an indicator of whether or not the stochastic models are reasonable.

![Mahalanobis distance computed during processing. (Top:) Mahalanobis distance for each GNSS position update along the flight; (Bottom:) Distribution of Mahalanobis distance in percent along with theoretical Gaussian distribution](image)

Figure 9.4: Mahalanobis distance computed during processing. (Top:) Mahalanobis distance for each GNSS position update along the flight; (Bottom:) Distribution of Mahalanobis distance in percent along with theoretical Gaussian distribution
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10 Principles of Strapdown Airborne Gravimetry

The most basic equation, not only for airborne gravimetry, but for gravimetry in general is the modified version of Newton’s second law from (4.3):

\[ \bar{g}^i = \bar{r}^i - f^i, \]

(10.1)

where \( \bar{r}^i \) is the acceleration originating from vehicle movement and \( f^i \) is the specific force sensed by an accelerometer, i.e. the combined effect of movement and gravitation. The equation indicates that gravity is the difference between position observations, \( \bar{r}^i \), and acceleration observations, \( f^i \). In order to derive the gravity signal, one can therefore choose either of the following approaches [14]:

1. The **direct approach** by differentiating observations of position and/or velocity and differencing the two signals

2. The **indirect approach** by integrating specific force observations and deriving gravity through compensation of the observed accelerations

These two approaches are completely general and although some combinations remain uncommon or even untested, they can be applied to any combination of physical configuration and processing strategy. It should also be noted that an interesting variant of the direct approach is to directly differentiate GNSS carrier phase observations [12, 16, 15].

Since both components in the above equation are expected to have some associated errors, one important tool that has been intensively studied for airborne gravimetry is signal filtering [5, 22]. Filtering of the signal can also be inferred indirectly using both deterministic and stochastic models, both of which are readily included in a Kalman filter framework [17]. Even if the Kalman filter is not used for the direct estimation of gravity, it is often used during some part of the processing, as Kalman filtering is a standard tool in GNSS and INS/GNSS navigation algorithms. It should be noted that both filtering and modelling essentially introduces a priori knowledge on the gravity signal and that gravity estimates can be derived from a Kalman filter without actually modelling it directly as a state variable [17].

The purpose here is not to give a full overview of the different processing strategies (I do not even possess such an overview), but merely to present some examples and to stress out that the various strategies are not confined to certain approaches or physical configurations. As the work in this dissertation is concerned with an IMU in a strapdown configuration, the following subsection will be limited to the topic of Strapdown Airborne Gravimetry (SAG). First, some basic concepts will be introduced and some common, successful processing strategies will be presented. Second, the processing strategy used in this dissertation will be outlined. Finally, this processing strategy will be applied to simulated data in order to validate the approach.
10.1 An Overview of Approaches

In this dissertation, a navigation-frame implementation is pursued. This means that all observations are initially referenced to an ECEF frame and decomposed along the north, east and down directions. It should be stressed out that SAG is not confined to the $n$-frame, but is the most common choice of reference frame. In this representation, the expression (10.1) becomes (C.18):

$$g^n = \dot{v}^n - C^n_b f^b + (2\Omega_{ie}^n + \Omega_{en}^n) v^n,$$

where the specific force, $f^b$, is resolved about the vehicle body frame. The fictitious forces, represented by the third term on the RHS, are introduced since the specific force is sensed with respect to inertial space. The above equation consists of three terms:

1. The **dynamic** term, $\dot{v}^n$, which is most commonly derived from GNSS observations. Before the advent of GPS, other sensors such as cameras, Doppler radar, barometers and laser altimeters have been used for estimating the dynamic term.

2. The **acceleration** term, $C^n_b f^b$, which is derived from IMU observations. The IMU contains a triad of accelerometers providing specific force observations, $f^b$, and a triad of gyroscopes providing angular rate observations from which the attitude matrix, $C^n_b$, can be estimated.

3. The **Eötvös** term, representing the compensation for the fictitious Coriolis, $2\Omega_{ie}^n v^n$, and transport-rate, $\Omega_{en}^n v^n$, forces. The combined effect of the vertical components of these two terms, i.e.

$$E = 2\omega_i \cos \phi v_E^N + \frac{v_N^2}{R_N + h} + \frac{v_E^2}{R_E + h},$$

is denoted in airborne gravimetry as the Eötvös correction [10]. The Coriolis component originates from the well-known Coriolis effect, while the transport-rate component represents the rotation required to keep the axes aligned with the north, east and down directions. Both forces are velocity dependent.

Most commonly, the attitude matrix, $C^n_b$, is derived by integrating IMU and GNSS observations in a Kalman filter framework as described in Section 9. From here, the most common approaches diverge into two general strategies:

- **Centralised approach**: The gravity vector (or some anomalous gravity vector) is estimated within the Kalman filter framework by including its components as state variables [21, 6, 3, 1]. The estimates are subsequently smoothed using the RTS smoother.

- **Cascaded approach**: The accelerometer specific force is decomposed about the $n$-frame axes using the attitude matrix. The dynamic component is derived from GNSS observations by differencing position/velocity estimates or GNSS carrier phase observations [5, 7]. Gravity is then derived by differencing the two signals and applying some kind of low-pass filter [8, 9, 4, 11]. The Eötvös correction is typically derived from GNSS observations, but can also be derived from the integrated IMU/GNSS solution.
Both approaches therefore commonly exploit the Kalman filter framework. Whereas the cascaded approach only uses the integrated solution for determining the attitude and splits the processes into several steps, the aim of the centralised approach is to include all information in a single processing framework. The cascaded strategy is typically concerned with the direct approach introduced earlier, whereas the centralised strategy is typically concerned with the indirect approach, although the direct approach has been applied with success [12].

10.1.1 The Indirect Centralised Kalman Filter Approach

In this dissertation, a traditional indirect approach will be pursued based on the combination of all available information within a Kalman filtering framework and modelling the variation of the gravity disturbance vector as a stochastic process. This approach is denoted here as the Indirect Centralised Kalman Filter (ICKF) approach. Although the name implies so, all information will actually not be processed in a single iteration, since the GNSS observations will be pre-processed and included in the Kalman filter using a loosely coupled architecture.

To this end, a normal gravity model will be used to compensate the specific force for inertial navigation. This means that the remaining component of gravity, namely the gravity disturbance vector, \( \delta g \), is unaccounted for and will be modelled as an exponentially correlated stochastic process using a third-order Gauss-Markov model. Using an error state implementation, the state vector becomes

\[
\delta x = [\delta \psi_{nb}^{n} , \delta v^{n} , \delta p , \delta b_{a} , \delta b_{g} , \delta \delta g , \delta \delta \dot{g} , \delta \delta \ddot{g}]^{T},
\]

where \( \delta \delta g \) is the error on the gravity disturbance vector and dots denote time derivatives thereof. By system augmentation (see Appendix D.4.3), the system matrix becomes

\[
F^{n} = \begin{pmatrix}
-\Omega_{in}^{n} & F_{12}^{n} & F_{13}^{n} & 0_{3} & C_{b}^{n} & 0_{3} & 0_{3} & 0_{3} \\
- [F^{n} \times] & F_{22}^{n} & F_{23}^{n} & C_{b}^{n} & 0_{3} & C_{b}^{n} & 0_{3} & 0_{3} \\
0_{3} & F_{32}^{n} & F_{33}^{n} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} \\
0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} \\
0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & I_{3} & 0_{3} \\
0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & I_{3} & 0_{3} \\
0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & I_{3} \\
0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} & 0_{3} \\
\end{pmatrix},
\]

where \( \beta_{3} \) are diagonal matrices, containing the correlation parameter of the Gauss-Markov model. Since the variation of gravity disturbance is correlated with space rather than time, the correlation parameter is typically specified in terms of distance. The correlation is then converted to time during processing as

\[
\begin{bmatrix}
\beta_{3,N} & 0 & 0 \\
0 & \beta_{3,E} & 0 \\
0 & 0 & \beta_{3,D}
\end{bmatrix}
= \left| v_{\text{hor}} \right| \begin{bmatrix}
\beta'_{3,N} & 0 & 0 \\
0 & \beta'_{3,E} & 0 \\
0 & 0 & \beta'_{3,D}
\end{bmatrix},
\]

where \( \beta' \) denotes the correlation in terms of distance, i.e. units of 1/m, and \( \left| v_{\text{hor}} \right|^{2} = v_{N}^{2} + v_{E}^{2} \) is the ground speed, derived from the navigation algorithm. The corresponding spectral density matrix is
where \( \sigma \) is the standard deviation associated with the third-order Gauss-Markov model. This means that the attitude and velocity errors, along with the accelerometer and gyroscope bias variation, are modelled as random walk processes.

Estimates of velocity and position will be introduced as measurement updates by first computing the measurement innovation using (9.19), then forming the measurement model using an extended form of (9.24)

\[
H^p_{n,\text{GNSS}} = \begin{bmatrix}
H_{p1}^n & 0_3 & -I_3 & 0_3 & 0_3 & 0_3 \\
H_{v1}^n & -I_3 & 0_3 & 0_3 & H_n^{p1} & 0_3 & 0_3 & 0_3
\end{bmatrix},
\]  

(10.8)

and finally performing the measurement update as in (9.26).

External gravity observations can also be introduced into the Kalman filter as measurement updates. This is done by first forming the measurement innovation

\[
\delta z^n_{\delta g} = \delta g_{\text{obs}} - \delta g_{\text{KF}},
\]  

(10.9)

where \( \delta g_{\text{obs}} \) denotes the measurement of gravity disturbance and \( \delta g_{\text{KF}} \) the Kalman filter estimates thereof. The measurement matrix is then formed as

\[
H^p_{k,\delta g} = \begin{bmatrix}
0_3 & 0_3 & 0_3 & 0_3 & I_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3
\end{bmatrix},
\]  

(10.10)

and a measurement update is performed as in (9.26). Since the SAG system will only estimate variations in the gravity signal, introducing external gravity observations at each end of the survey will relate the estimates to absolute values of the gravity field. Such observations are known as tie values and are typically available either by direct observation, using an absolute gravimeter, or by transferring a nearby point of known gravity to the airport using a relative gravimeter. However, terrestrial methods usually provide estimates of the gravity disturbance in terms of a scalar quantity, \( \delta g \), which is not simply related to the corresponding vector quantity, \( \delta g \), see Section 3.3.3. This inconsistency will here be handled through the approximation

\[
\delta g_{\text{obs}} \approx \begin{bmatrix} 0 & 0 & \delta g \end{bmatrix}^T,
\]  

(10.11)

and introduced as a 3D gravity vector observation with a standard deviation of 0.03 mGal on each component. This means that the horizontal components still represent relative estimates, whereas the vertical component may have some small associated bias, assumed here to be negligible (the total vertical component is approximately six orders of magnitude
larger than the horizontal components). If the vehicle is not parked at the exact same position in the exact same direction at each end of the survey, this may also introduce some linear drift in the horizontal estimates. The introduction of horizontal observations was however found to generate superior gravity estimates for all three components.

### 10.1.2 Validation of Algorithm

In order to test if the algorithm developed in this dissertation is capable of producing consistent gravity estimates, it will be applied to simulated data. The simulated data is again generated using the profile in Figure 7.1 and the algorithm developed in Section 7. Gravity values were computed from EGM08 along the profile and input to the simulation algorithm. Sensor errors were added to the IMU observations using the error models from Table 9.3, meaning that white noise were added to the gyroscope and accelerometer observations along with a constant bias.

The position observations generated in Section 9.2 are again introduced as measurement updates along with gravity tie values at each end of the survey. The gravity tie values were generated by taking the mean value of gravity disturbance computed from EGM08 during the alignment period at each end of the survey.

In order to model the gravity disturbance as a stochastic process, the autocorrelation function was derived from input gravity signal, i.e. EGM08 gravity disturbance, in terms of the along-track distance. The parameters of both first-, second-, third- and fourth-order Gauss-Markov models were derived by least squares fitting of the correspond autocorrelation function to each component of the gravity vector as illustrated in Figure 10.1. These autocorrelation functions are listed in Table D.1 and the parameters obtained are listed in Table 10.1.

![Autocorrelation function derived from EGM08 gravity disturbance along the flight profile. The autocorrelation function of a first-, second-, third- and fourth-order Gauss-Markov process is fitted (in a least squares sense) to the estimated autocorrelation of the profile](image)

Figure 10.1: Autocorrelation function derived from EGM08 gravity disturbance along the flight profile. The autocorrelation function of a first-, second-, third- and fourth-order Gauss-Markov process is fitted (in a least squares sense) to the estimated autocorrelation of the profile.
10.1 An Overview of Approaches

Table 10.1: Parameters of the best fitting (least squares) Gauss-Markov models to EGM08 gravity disturbance along the flight profile. Also shown is the implied correlation lengths, see e.g. [19]

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.1</td>
<td>9.8</td>
<td>9.8</td>
<td>3.1</td>
<td>21.1</td>
<td>21.1</td>
<td>6.6</td>
<td>50.8</td>
<td>50.8</td>
</tr>
<tr>
<td>2</td>
<td>2.8</td>
<td>5.6</td>
<td>12.0</td>
<td>2.9</td>
<td>12.4</td>
<td>26.6</td>
<td>6.0</td>
<td>30.5</td>
<td>65.5</td>
</tr>
<tr>
<td>3</td>
<td>2.8</td>
<td>4.3</td>
<td>12.5</td>
<td>2.8</td>
<td>9.6</td>
<td>27.9</td>
<td>5.9</td>
<td>23.7</td>
<td>68.8</td>
</tr>
<tr>
<td>4</td>
<td>2.8</td>
<td>3.6</td>
<td>12.6</td>
<td>2.8</td>
<td>8.1</td>
<td>28.5</td>
<td>5.8</td>
<td>20.1</td>
<td>70.6</td>
</tr>
</tbody>
</table>

Figure 10.2: Vertical component of EGM08 gravity disturbance across the entire flight along with estimates using the 1st, 2nd, 3rd and 4th order Gauss-Markov models. The contents of the box is shown in Figure 10.3

From the figure it is apparent that the different models imply varying degrees of smoothing. This becomes even more evident if we zoom in to the single straight line segment shown in Figure 10.3. Although the stochastic models used are derived from the input data, the second-, third- and fourth-order models appear to severely smooth the estimated gravity signal. However, as is especially apparent from the first order model, some features of the estimated signal are not present in the actual gravity signal, meaning that the degree of smoothing is a compromise between amplifying errors and allowing gravity to vary with its full amplitude. By increasing the standard deviation used for the stochastic model, the amplitude of the estimated gravity signal can be varied. This is shown for the third-order model

The attitude, velocity, position and bias error states are modelled as in Table 9.4, whereas the gravity error state is modelled as either a first-, second-, third- or fourth-order Gauss-Markov process using the parameters listed in Table 10.1. The vertical component of gravity disturbance estimated using each of the four models is shown in Figure 10.2 along with the EGM08 values for the entire data span.
in Figure 10.4, where the standard deviation for the vertical component is increased to 20 mGal. As seen in the figure, the amplitude of the gravity signal increases along with the amplitude of the erroneous features, meaning that the accuracy does not improve in terms of neither standard deviation nor Root-Mean-Square (RMS) of the difference between estimates and input.

Figure 10.3: Vertical component of EGM08 gravity disturbance across a single flight line (straight line segment) along with estimates using the 1st, 2nd, 3rd and 4th order Gauss-Markov models

![Figure 10.3](image1)

Figure 10.4: Vertical component of EGM08 gravity disturbance across a single flight line (straight line segment) along with estimates using a 3rd order Gauss-Markov model with two different standard deviation parameters

![Figure 10.4](image2)

As can be seen from the above figures, the gravity estimates also appear to be biased with respect to the input signal. This is despite the introduction of tie values, that effectively removes the bias at the end points as illustrated in Figure 10.2. This is quite interesting, since bias variation is thought to be the main factor affecting the long wavelength components of the estimated gravity signal. Since the gyroscope and accelerometer biases are constant in this simulation, there is indication that even such static components can affect the long wavelengths. Probably in combination with attitude errors.
Some statistics in terms of difference between EGM08 and the estimated gravity disturbance is computed along the four straight line segments and shown in Table 10.2. This means that the two signals being compared do not have the same resolution. For the vertical component, the third- and fourth-order models are seen to produce similar statistics, while the second-order model performs slightly better and the first-order model worse. However, all four models are seen to produce consistent gravity estimates, although some additional smoothing should be applied to the first-order model.

<table>
<thead>
<tr>
<th>GM order</th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>NORTH COMPONENT</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-25.6</td>
<td>17.6</td>
<td>-68.1</td>
<td>16.2</td>
<td>31.1</td>
<td>22.0 mGal</td>
</tr>
<tr>
<td>2</td>
<td>-16.3</td>
<td>13.0</td>
<td>-51.6</td>
<td>15.1</td>
<td>20.8</td>
<td>14.7 mGal</td>
</tr>
<tr>
<td>3</td>
<td>-15.2</td>
<td>11.5</td>
<td>-48.4</td>
<td>14.4</td>
<td>19.0</td>
<td>13.5 mGal</td>
</tr>
<tr>
<td>4</td>
<td>-15.2</td>
<td>11.5</td>
<td>-48.4</td>
<td>14.4</td>
<td>19.0</td>
<td>13.5 mGal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EAST COMPONENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DOWN COMPONENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

Table 10.2: Statistics of the difference between EGM08 gravity disturbance input to the simulation algorithm and gravity disturbance estimated by the integration algorithm on the four straight line segments

For the horizontal components, the statistics are again similar for the third- and fourth-order models, which perform better than the first- and second-order models. The horizontal gravity estimates are shown for each of the four straight line segments in Figures 10.5 and 10.6. For the east component, the first-order model does not seem to have much resemblance with the input signal. Otherwise, the gravity estimates appear to be smoothed with respect to EGM08 and contain erroneous long wavelength information.

Based on this analysis, it is seen that the processing framework developed here produce consistent gravity estimates that are smoothed to some degree in order to attenuate erroneous features in the estimated gravity signal. The statistics in Table 10.2 are therefore not representable for the processing accuracy, since the comparison is based on a model with higher spatial resolution. It is also seen that the third- and fourth-order Gauss-Markov models produce similar results. Therefore, a third-order Gauss-Markov model will be used in the following development in order to limit processing complexity.
Figure 10.5: North component of EGM08 gravity disturbance across the four straight line segments along with estimates using the 1st, 2nd, 3rd and 4th order Gauss-Markov models.

Figure 10.6: East component of EGM08 gravity disturbance across the four straight line segments along with estimates using the 1st, 2nd, 3rd and 4th order Gauss-Markov models.
10.2 Outline of the Processing Methodology

In the next section, the airborne surveys used in this dissertation will be presented along with the gravity results. Before continuing, this subsection will outline the processing methodology used to obtain the gravity estimates. All the tools used in the processing have already been presented, such that only a brief overview will be given here.

IMU Observations
The accelerometer observations are corrected using the temperature calibration curve from Section 6.1.3. For surveys performed in 2016, such a calibration curve is only available for the vertical accelerometer, while calibration curves are available for all three components for surveys carried out in 2018.

GNSS Observations
The GNSS observations are processed using the Waypoint commercial software suite by NovAtel in order to arrive at velocity and position estimates with associated error covariance matrices. The results in Section 11 are all based on a Precise Point Positioning (PPP) solution using the final satellite ephemerides data product from the International GNSS Service (IGS). These products are available after 12-18 days for the GPS network and 11-17 days for the GLONASS network.\(^2\)

The Gravity Model
The observed IMU accelerations are compensated using a model of normal gravity. In Appendix E.1, a discussion on the computation of the normal gravity vector is provided. This computation is not performed on-line, but computed using the GNSS trajectory and interpolated onto the IMU time stamps. At the end of processing, the gravity model is again added to the gravity estimates, making this an example of the Remove-Compute-Restore approach. Having derived the final gravity estimates, these are converted to gravity disturbance using position estimates from the integrated navigation solution.

Gravity Tie Values
External gravity observations are used to form observations of the gravity disturbance vector as outlined in Section 10.1.1. These estimates are used to form gravity observations at a 1 Hz rate during the stationary alignment period in both ends of the flight.

The Integration Algorithm
The IMU and GNSS observations are combined within the Kalman filter framework as described in Section 10.1.1. To this end, the error on the gravity disturbance is modelled along with other navigation parameters as stochastic processes shown in Table 10.3.

The IMU observations are processed within this framework using an implementation of the \(n\)-frame inertial navigation equations, while GNSS position and velocity estimates are introduced as measurement updates in a loosely coupled fashion. The gravity tie values are also introduced as measurement updates during the stationary alignment period at both ends of the flight. The parameters in Table 10.3 used for modelling the gravity disturbance represent initial or default values that are used in a first processing iteration.

\(^2\)see [www.igs.org/products](http://www.igs.org/products)
### Error State Models

<table>
<thead>
<tr>
<th>Error State</th>
<th>Model</th>
<th>Initial uncertainty</th>
<th>System Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude</td>
<td>Random walk</td>
<td>$[1, 1, 5] , ^\circ$</td>
<td>$0.2'' / \sqrt{s}$</td>
</tr>
<tr>
<td>Velocity</td>
<td>Random walk</td>
<td>$0.5 , \text{m/s}$</td>
<td>$5 \cdot 10^{-5} , \text{m/s} / \sqrt{s}$</td>
</tr>
<tr>
<td>Position</td>
<td>None</td>
<td>$[1, 1, 5] , \text{m}$</td>
<td>$0 , \text{m} / \sqrt{s}$</td>
</tr>
<tr>
<td>Accelerometer bias</td>
<td>Random constant</td>
<td>30 mGal</td>
<td>0.01 mGal / $\sqrt{s}$</td>
</tr>
<tr>
<td>Gyroscope bias</td>
<td>Random constant</td>
<td>0.001 $^\circ / \text{h}$</td>
<td>$0 , ^\circ / \text{h} / \sqrt{s}$</td>
</tr>
<tr>
<td>Gravity disturbance</td>
<td>3rd order Gauss-Markov model</td>
<td>0.03 mGal</td>
<td>$\sigma = 100 , \text{mGal}$</td>
</tr>
</tbody>
</table>

Table 10.3: Overview of stochastic models used in the processing along with initial uncertainty and system noise in terms of root-PSD of the associated white noise process. Initial errors are in terms of standard deviation. For the Gauss-Markov process, the defining parameters are listed instead of the system noise. The system noise can be derived from Table D.1 (keeping the difference between root-PSD and PSD in mind)

### Extracting Straight Line Segments

The estimated gravity disturbance is manually extracted for the straight line segments, representing the flight lines of the airborne gravity survey. As some erroneous features may occur during turns, these will propagate into both ends of the straight line segment. The definition of straight line segments is therefore a subjective matter and often involves comparison with any other available information.

### Deriving Stochastic Model Parameters

Having extracted gravity estimates from each straight line segment, the along-track distance is derived. For each line segment, the autocorrelation function is then computed as a function of distance, $d$. A third-order Gauss-Markov model of the form

$$R(d) = \sigma^2 e^{-\beta_1 |d|} \left(1 + \beta_2 |d| + \frac{1}{2} \beta_3 |d|^2\right),$$

is then fitted to the estimated autocorrelation functions in a least squares manner. It should be noted that a mean value is subtracted from each line segment before computing the autocorrelation function. If this is not done, the least squares fitting approach may not converge or give meaningless results.

Finally, the parameters obtained from the least squares fitting are used in a second processing iteration of the entire survey. The gravity estimates derived from this second iteration represents the final gravity estimates.
11 Results

The previous section presented the processing approach and algorithm developed here to derive estimates of the gravity vector from a SAG system. The SAG system owned by DTU Space consists of the iNAT unit in a strapdown configuration, along with a GNSS receiver and antenna set. This section will present results from the following four data sets:

1. A first test flight of the iNAT unit through a section of Denmark known to have significant gravity variation
2. A large scale gravity-dedicated airborne campaign over the South China Sea, north of the Island of Borneo
3. A helicopter test flight over the Jakobshavn glacier in Greenland
4. A test flight surveying a small grid over the Odenwald mountain range in Germany

All of the above have been acquired using the iNAT unit in a strapdown configuration. The results from each of these data sets will be evaluated internally in terms of cross-over differences and repeated line segments. An overview of the data sets and results is presented in Table 11.1.

The iNAT unit has been along on a number of additional geophysical surveys focusing on radar and laser altimetry. As these surveys do not present any means of internal evaluation, they will not be presented here.
Table 11.1: Overview of data sets used in this dissertation along with evaluation statistics from repeated line segments and cross-over points. Heights are with respect to WGS84 and terrain altitude is inferred from SRTM30.
11.1 Denmark (2016) - Test Flight

Immediately after acquiring the iNAT unit from iMAR in April 2016, a simple flight test was performed on April 25th. The IMU was installed on the back seat of a Cessna 182T Skylane aircraft and the GNSS antenna was attached to the rear windsreen as shown in Figure 11.1. The purpose of this survey was to test the device in a simple way. Most of the equipment was packed in a box, which was placed on the back seat and fixed by simply pushing back the front seat as much as possible. The IMU was therefore not rigidly attached to the aircraft and may have moved during the flight.

![Picture of Cessna 182T aircraft](image)

Figure 11.1: Pictures from the installation of the test flight. (Top:) The Cessna 182T aircraft; (Bottom left:) The box containing IMU, GNSS receiver and some batteries; (Bottom right:) The GNSS antenna taped to the rear windsreen.

The survey was based from Roskilde Airport (RKE) in Denmark and consists of only a single flight line which was flown twice, see Figure 11.2. The line was arranged such that the profile crosses over the Silkeborg gravity high and through the Danish Salt Dome Province in northwestern Jutland [20, 18]. The average ground speed during the two straight line segments was 67 m/s and the average altitude above terrain was 585 m.
After the first processing iteration, the autocorrelation function was computed from the two straight line segments. The results from least squares fitting of a third-order Gauss-Markov autocorrelation function are shown in Table 11.2. These parameters were used in a second processing iteration, resulting in the estimated vertical component shown in Figure 11.3.

<table>
<thead>
<tr>
<th>Component</th>
<th>$\sigma$</th>
<th>$1/\beta_3$</th>
<th>Corr.L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>11.66 mGal</td>
<td>5.79 km</td>
<td>16.8 km</td>
</tr>
<tr>
<td>East</td>
<td>5.05 mGal</td>
<td>9.47 km</td>
<td>27.5 km</td>
</tr>
<tr>
<td>Down</td>
<td>13.62 mGal</td>
<td>7.21 km</td>
<td>20.9 km</td>
</tr>
</tbody>
</table>

Table 11.2: Parameters of the third-order Gauss-Markov model obtained by fitting model to autocorrelation function computed from the two straight line segments, along with the implied correlation length.
11.1 Denmark (2016) - Test Flight

Figure 11.3: Estimated gravity disturbance profile. (Top:) Estimated gravity disturbance in both directions along with gravity anomalies interpolated from the ground measurements (the two spikes around 200 km are probably artefacts of the interpolation); (Middle:) Flight altitude in both directions; (Bottom:) Topography/bathymetry along the profile from SRTM30+ with respect to WGS84.

In the figure it is seen that the outward and homeward profiles correlate well with each other and with the ground observations. The estimated profiles are naturally more smooth due to the upward continuation of the gravity field. The gravity high around Silkeborg and the two salt structures are all visible in the gravity profiles. Some relevant statistics from the difference between the outward and homeward gravity profiles are shown in Table 11.3 for both the vertical and horizontal components.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Min</th>
<th>Max</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>-4.4</td>
<td>4.1</td>
<td>-12.2</td>
<td>6.4</td>
<td>6.1</td>
<td>4.3</td>
</tr>
<tr>
<td>East</td>
<td>2.1</td>
<td>0.8</td>
<td>1.0</td>
<td>4.9</td>
<td>2.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Down</td>
<td>0.2</td>
<td>0.8</td>
<td>-1.8</td>
<td>3.0</td>
<td>0.8</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Table 11.3: Statistics of the difference in gravity disturbance between the two profiles.
Table 11.3 indicates that the accuracy of the horizontal components are about an order of magnitude worse than the vertical component. Since no temperature calibration was applied to the horizontal accelerometers, the long wavelength components were expected to drift more than the vertical component. Estimates for the two horizontal components are shown in Figure 11.4.

![Figure 11.4: Gravity disturbance estimates for the horizontal components: (Top:) North component; (Bottom:) East component.](image)

By removing a linear trend from each line, the statistics improves as shown in Table 11.4. The agreement improves dramatically for the horizontal components, indicating that the major error resides in the long wavelength spectrum for these components. For the vertical component, the statistics only improves slightly.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>0</td>
<td>3.7</td>
<td>-6.0</td>
<td>8.5</td>
<td>3.7</td>
<td>2.6</td>
</tr>
<tr>
<td>East</td>
<td>0</td>
<td>0.5</td>
<td>-0.8</td>
<td>1.7</td>
<td>0.5</td>
<td>0.4</td>
</tr>
<tr>
<td>Down</td>
<td>0</td>
<td>0.7</td>
<td>-2.0</td>
<td>2.2</td>
<td>0.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 11.4: Statistics of the difference in gravity disturbance after removing a linear model from each profile.

11.2 Malaysia (2016) - Airborne Campaign

After a successful test flight, the iNAT unit was brought along on a large gravity-dedicated airborne campaign in Malaysia during summer 2016. The aircraft used for this campaign was the Beechcraft Super King Air 200 shown in Figure 11.5. As shown in Figure 11.6, the iNAT unit was installed alongside the LaCoste & Romberg platform-stabilised gravimeter that is routinely operated by DTU Space.
The entire campaign consisted of more than 125 flight hours distributed on 30 flights. These flights were broken into 108 straight line segments with an average ground speed of 88 m/s and an average altitude of approximately 2 km. An overview of the entire survey is shown in Figure 11.7, illustrating that most of the survey was carried out over open water.
The parameters obtained by fitting a third-order Gauss-Markov model to the autocorrelation functions computed from the 108 straight line segments are shown in Table 11.5. In Figure 11.8, the vertical gravity estimates are shown for the 94 lines representing the main area of the survey. From the total 108 line segments, 351 crossing points were identified. Some statistics from the difference between gravity estimates at these crossing points is shown in Table 11.6. As seen from the table, there is an enormous discrepancy among the horizontal estimates. This will be further commented on in the discussion.

<table>
<thead>
<tr>
<th>Component</th>
<th>( \sigma )</th>
<th>( 1/\beta_3 )</th>
<th>Corr. L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>11.04 mGal</td>
<td>11.02 km</td>
<td>32.0 km</td>
</tr>
<tr>
<td>East</td>
<td>8.96 mGal</td>
<td>10.54 km</td>
<td>30.6 km</td>
</tr>
<tr>
<td>Down</td>
<td>10.23 mGal</td>
<td>7.80 km</td>
<td>22.6 km</td>
</tr>
</tbody>
</table>

Table 11.5: Parameters of the third-order Gauss-Markov model obtained by fitting model to autocorrelation function computed from the 108 straight line segments, along with the implied correlation length.
Figure 11.8: Vertical component of the estimated gravity disturbance along the straight line segments of the main part of the campaign (94 line segments)

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>$7.6 \cdot 10^4$</td>
<td>$1.9 \cdot 10^5$</td>
<td>$-1.5 \cdot 10^5$</td>
<td>$8.6 \cdot 10^5$</td>
<td>$2.0 \cdot 10^5$</td>
<td>$1.5 \cdot 10^5$</td>
</tr>
<tr>
<td>East</td>
<td>$3.6 \cdot 10^5$</td>
<td>$1.2 \cdot 10^5$</td>
<td>$1.7 \cdot 10^5$</td>
<td>$8.5 \cdot 10^5$</td>
<td>$3.7 \cdot 10^5$</td>
<td>$2.6 \cdot 10^5$</td>
</tr>
<tr>
<td>Down</td>
<td>0.5</td>
<td>2.6</td>
<td>-6.1</td>
<td>8.0</td>
<td>2.7</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 11.6: Statistics of the difference between the 351 crossing points of the Malaysia gravity campaign
11.3 Illulisat Glacier, Greenland (2016) - Helicopter Test

In August 2016, an opportunity arose to test the iNAT unit in a helicopter environment. The original purpose of going to Greenland was to measure absolute gravity values at a number of reference points around Ilulissat (Jakobshavn) and Qeqertasuaq (Godhavn) near the Jakobshavn glacier. Since a helicopter was required to reach the Kangia North GPS site (KAGA), the iNAT unit was installed in the helicopter and flown across the glacier while the absolute gravimeter was measuring. The installation was done very quickly by attaching the iNAT unit to the floor and front seat using straps and two GNSS receivers to the inside of the upper-front windscreen using tape. The installation is shown in Figure 11.9.

![Image of helicopter and installation](image_url)

Figure 11.9: Pictures from the installation of the helicopter test flight in Greenland. (Top:) The Eurocopter AS350 helicopter at KAGA; (Bottom left:) Installation of the iNAT unit behind the front seat using straps and tape; (Bottom right:) Two GNSS antennas taped to inside of the upper-front windscreen

The entire survey was based from Ilulissat Airport (JAV) and consists of the six flight lines shown in Figure 11.10. The line between JAV and KAGA was repeated three times, resulting in eight straight line segments. The entire survey lasted approximately four hours with an average ground speed of 52 m/s and altitude of 768 m on the straight line segments. It was not possible to get a consistent terrain height over the glacier, so the height over terrain is currently unknown. The helicopter first dropped off the absolute gravimeter at KAGA
and returned to the airport to pick up additional passengers. The helicopter then headed for the P1 waypoint, resulting in an unintended profile between JAV and P1. The profiles between P1-P2, P3-P4 and P5-P6 crossed over the glacier and have previously been flown under Operation IceBridge\(^3\) (OIB) using the AIRGrav gravimeter from Sander Geophysics. The gravity estimates from OIB are made available by NASA and exist for the years 2010, 2011 and 2012, resulting in nine total profiles. The OIB flights were carried out using a fixed-wing aircraft with an average ground speed of 134 m/s. These profiles are therefore not expected to represent the true resolution of the gravity field across the glacier, which is more than 1 km thick. The iNAT gravity estimates using a slower-moving platform, could therefore supply additional information across the glacier. Finally, having surveyed the three profiles, the helicopter returned to the KAGA site to pick up the absolute gravimeter. This resulted in a cross-over line between P7 and KAGA. After picking up the instrument, the helicopter headed back to JAV, resulting in a third profile along the JAV-KAGA line.

Figure 11.10: Overview of the Greenland helicopter survey with ground track (gray line) and straight line segments (black lines). The three lines between P1-P2, P3-P4 and P5-P6 correspond to lines flown previously within Operation IceBridge. Also shown are Ilulissat Airport (JAV) and Kangia North GPS station (KAGA)

The parameters obtained from fitting a third-order Gauss-Markov model to the initial estimates are listed in Table 11.7. The estimated gravity disturbance from the second processing iteration is shown for the three glacier profiles in Figure 11.11, along with the OIB estimates. Except for a small bias, the iNAT estimates are very similar to the OIB estimates in terms of long wavelength information. The increased resolution of the iNAT estimates is also apparent at the lowest part of the profile, representing the deepest part of the glacier.

\(^3\)icebridge.gsfc.nasa.gov/
Table 11.7: Parameters of the third-order Gauss-Markov model obtained by fitting model to autocorrelation function computed from the 8 straight line segments, along with the implied correlation length

<table>
<thead>
<tr>
<th>Component</th>
<th>$\sigma$</th>
<th>$1/\beta_3$</th>
<th>Corr.L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>23.87 mGal</td>
<td>2.11 km</td>
<td>6.1 km</td>
</tr>
<tr>
<td>East</td>
<td>11.79 mGal</td>
<td>1.98 km</td>
<td>5.8 km</td>
</tr>
<tr>
<td>Down</td>
<td>23.72 mGal</td>
<td>1.32 km</td>
<td>3.8 km</td>
</tr>
</tbody>
</table>

Figure 11.11: Vertical component of estimated gravity disturbance along with estimates from OIB along the three profiles P1-P2, P3-P4 and P5-P6

Figure 11.12 illustrates the vertical estimates along the profile between P7 and KAGA, along with values inferred from the three crossing profiles. The overall profile corresponds well with the crossing points and the increased resolution at the center of the glacier (around 20 km) becomes apparent with respect to the OIB estimates.
Figure 11.12: Vertical component of estimated gravity disturbance along the profile from P7 to KAGA along with values inferred from crossing profiles. Cross over differences are from left to right: 3.5, 4.6 and 3.0 mGal (internal to survey)

In Figures 11.13 and 11.14 the vertical and horizontal estimates are shown for the repeated line segment between JAV and KAGA. The overall profile between the three line segments shows reasonable agreement, with significant biases for the horizontal components. It can be noticed that the second and third profiles are less biased. Since the first profile was flown in opposite direction than the other two, there is indication that the bias can be direction dependent and related to attitude errors. Table 11.8 lists some statistics from individual differences between these repeated profiles.

Figure 11.13: Vertical component of estimated gravity disturbance along the line JAV-KAGA, which was repeated three times
Figure 11.14: Horizontal components of estimated gravity disturbance along the line JAV-KAGA, which was repeated three times

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
<th>mGal</th>
</tr>
</thead>
<tbody>
<tr>
<td>NORTH</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line 1-2</td>
<td>29.7</td>
<td>3.3</td>
<td>22.8</td>
<td>38.7</td>
<td>29.9</td>
<td>21.1</td>
<td></td>
</tr>
<tr>
<td>Line 1-3</td>
<td>23.7</td>
<td>5.6</td>
<td>14.4</td>
<td>39.9</td>
<td>24.4</td>
<td>17.2</td>
<td>mGal</td>
</tr>
<tr>
<td>Line 2-3</td>
<td>-5.2</td>
<td>3.4</td>
<td>-10.5</td>
<td>2.8</td>
<td>6.3</td>
<td>4.4</td>
<td>mGal</td>
</tr>
<tr>
<td>EAST</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line 1-2</td>
<td>-17.9</td>
<td>2.6</td>
<td>-23.4</td>
<td>-12.2</td>
<td>18.1</td>
<td>12.8</td>
<td>mGal</td>
</tr>
<tr>
<td>Line 1-3</td>
<td>-19.0</td>
<td>1.8</td>
<td>-22.8</td>
<td>-13.6</td>
<td>19.1</td>
<td>13.5</td>
<td>mGal</td>
</tr>
<tr>
<td>Line 2-3</td>
<td>0.2</td>
<td>1.3</td>
<td>-1.9</td>
<td>4.1</td>
<td>1.3</td>
<td>0.9</td>
<td>mGal</td>
</tr>
<tr>
<td>DOWN</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Line 1-2</td>
<td>0.7</td>
<td>3.2</td>
<td>-6.7</td>
<td>7.6</td>
<td>3.3</td>
<td>2.3</td>
<td>mGal</td>
</tr>
<tr>
<td>Line 1-3</td>
<td>2.2</td>
<td>3.8</td>
<td>-8.7</td>
<td>9.0</td>
<td>4.4</td>
<td>3.1</td>
<td>mGal</td>
</tr>
<tr>
<td>Line 2-3</td>
<td>1.7</td>
<td>3.3</td>
<td>-5.8</td>
<td>8.2</td>
<td>3.8</td>
<td>2.7</td>
<td>mGal</td>
</tr>
</tbody>
</table>

Table 11.8: Statistics of the individual differences between the three estimated profiles along the repeated line segment. For example, line 1-2 denoted estimates from first pass minus estimates from second pass
After having exchanged some electronics inside the iNAT unit, iMAR arranged a comparison flight between three of their systems: The iNAT unit owned by DTU Space, the similar (but older) RQH system owned by TU Darmstadt and the more advanced system, also based on a similar iNAT unit, owned by the national mapping agency of Turkey (HGK). All three units were installed in a Cessna 206 Stationair aircraft as shown in Figures 11.15 and 11.16.

Figure 11.15: Picture of the Cessna TU206G T Stationair 2 aircraft used for the Odenwald test flight

Figure 11.16: Picture of the installation inside the aircraft. The iNAT unit is placed on the rack in the back end of the aircraft, together with the iMAR RQH unit owned by the University of Darmstadt. The front rack represents the airborne gravimetry system owned by national mapping agency of Turkey (HGK), also developed by iMAR
The survey was based from Mainz-Finthen airport (QMZ) in Germany and surveys a small area of approximately 25x10 km in the Odenwald mountain range as illustrated in Figure 11.17. The survey consists of 15 East-West oriented lines and 37 North-South oriented lines. An additional straight line segment was added on the approach and repeated in the homewards direction as seen in the figure. The average along-track speed was 55 m/s and the average flight altitude was 948 m. The flight altitude on the lines is shown in Figure 11.18 along with the terrain height derived from the SRTM30 data product.

Figure 11.17: Survey overview along with topography from SRTM30. The survey was based from Mainz-Finthen airport (QMZ) and mainly represents a grid in the Odenwald mountain range. Coordinates are with respect to UTM zone 32

Figure 11.18: Altitude along the straight line segments of the Odenwald grid. (Left:) Flight altitude; (Right:) Terrain altitude. Both heights are with respect to WGS84 and coordinates are with respect to UTM zone 32
Autocorrelation functions derived for the vertical component of the estimated gravity disturbance from the first processing iteration are shown in Figure 11.19. A clear distinction is seen between the East-West oriented lines, the North-South oriented lines and the two repeat-line segments. As the North-South oriented lines are very short (≈10 km), the least-squares fitting of the Gauss-Markov model is based solely on the East-West oriented lines as seen in the figure. The resulting parameters are listed in Table 11.9.

![Figure 11.19: Autocorrelation functions derived from the vertical component of estimated gravity disturbance from the first processing iteration](image)

<table>
<thead>
<tr>
<th>Component</th>
<th>σ</th>
<th>1/β₃</th>
<th>Corr.L.</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>5.76 mGal</td>
<td>2.01 km</td>
<td>5.8 km</td>
</tr>
<tr>
<td>East</td>
<td>6.74 mGal</td>
<td>1.45 km</td>
<td>4.2 km</td>
</tr>
<tr>
<td>Down</td>
<td>14.92 mGal</td>
<td>1.19 km</td>
<td>3.4 km</td>
</tr>
</tbody>
</table>

Table 11.9: Parameters of the third-order Gauss-Markov model obtained by fitting model to autocorrelation function computed from the 15 East-West oriented line segments, along with the implied correlation length

<table>
<thead>
<tr>
<th>Component</th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>-1.7·10⁴</td>
<td>7.9·10³</td>
<td>-3.0·10⁴</td>
<td>-3.1·10⁴</td>
<td>1.8·10⁴</td>
<td>1.3·10⁴ mGal</td>
</tr>
<tr>
<td>East</td>
<td>5.5·10⁶</td>
<td>3.1·10³</td>
<td>5.5·10⁶</td>
<td>5.5·10⁶</td>
<td>5.5·10⁶</td>
<td>3.9·10⁶ mGal</td>
</tr>
<tr>
<td>Down</td>
<td>-4.3</td>
<td>2.6</td>
<td>-10.2</td>
<td>5.3</td>
<td>5.0</td>
<td>3.5 mGal</td>
</tr>
</tbody>
</table>

Table 11.10: Statistics of the cross-over differences for the Odenwald grid
The vertical component of the estimated gravity disturbance using the model parameters listed in Table 11.9 is shown in Figure 11.20. Table 11.10 lists some statistics from the cross-over differences. Again, the cross-over statistics from the horizontal components show a large discrepancy.

Figure 11.20: Vertical component of estimated gravity disturbance over the Odenwald grid

Figure 11.21 illustrates the gravity estimates along the repeated line segment. As this line is flown at each end of the survey, there is indication that a bias variation of approximately 5 mGal occurs during the survey for the vertical component. Some statistics for the difference between these two line estimates are shown in Table 11.11. For the vertical component, the RMSE is similar to the one computed from cross-over differences. As the standard deviation is only 0.6 mGal, this could indicate that a long-term bias variation is the limiting factor for the vertical component.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>STD</th>
<th>Min.</th>
<th>Max.</th>
<th>RMS</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>21.8</td>
<td>1.6</td>
<td>19.7</td>
<td>23.9</td>
<td>21.8</td>
<td>15.4</td>
</tr>
<tr>
<td>East</td>
<td>-38.4</td>
<td>3.9</td>
<td>-44.5</td>
<td>-31.1</td>
<td>38.6</td>
<td>27.3</td>
</tr>
<tr>
<td>Down</td>
<td>4.9</td>
<td>0.6</td>
<td>3.7</td>
<td>5.9</td>
<td>4.9</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 11.11: Statistics if the difference between the two profiles along the repeated line segment of the Odenwald survey
Figure 11.21: Estimated gravity disturbance along the repeated line segment
12 Discussion

The results presented in the previous section were evaluated both in terms of repeated line segments and cross-over differences. The statistics derived from the cross-over differences yielded an accuracy of 1.9 and 3.5 mGal for the vertical component, in terms of RMSE. For the horizontal components, these statistics yielded large inconsistencies. The repeated line segments offered some insight into the dominant errors, which appears to be in the long wavelength spectrum of the estimates. The corruption of long wavelength information will therefore be discussed first, in the following subsection. This is followed by a short section illustrating some effects of the RTS smoother on the horizontal gravity estimates. In the third subsection, the topic of spatial resolution will be briefly discussed. Finally, in the fourth subsection, some indications of the dynamic range of the SAG system will be presented.

12.1 The Corruption of Long Wavelength Information

The comparison of repeated line segments indicated that long term bias variation continues to corrupt the estimates, despite the simple temperature calibration applied in this dissertation. Whether this erroneous long term variation is temperature independent or originates from calibration insufficiency is currently unknown. As the simulation in Section 10.1.2 indicated, these long term effects may not even originate from sensor errors, but from the processing algorithm developed here. The erroneous long term information in the gravity estimates could be the main factor influencing the statistics computed from cross-over differences.

The iNAT and LaCoste&Romberg estimates from the Malaysia 2016 campaign were combined in the paper attached in Appendix F.2, in an attempt to retrieve the long term variation from the LaCoste&Romberg gravity estimates. Inferring a simple linear model from the LaCoste&Romberg estimates showed significant improvement, again indicating that large errors exist in the long wavelength information. Retrieval of long wavelength information from other sources, both ground-, air-, ship- and space-borne methods, is an interesting subject that should receive attention in the future.

Comparison of the horizontal components along the straight line segments showed large biases. The variation along profiles did however seem to agree quite well as seen in Figures 11.4, 11.14 and 11.21. As the measure of standard deviation is very similar to the Root-Mean-Square measure, only with the mean value removed, the general reduction in magnitude from RMS to STD in Table 11.1 is an indication of the improvement due to bias removal. The long term variation on the horizontal components were seen to be much larger than for the vertical direction. In the case where temperature calibration was applied to the horizontal accelerometers, differences of up to 30 mGal were observed over the course of a flight, see Figure 11.21. However, evaluation of the horizontal components in terms of cross-over differences resulted in a discrepancy of several m/s²!

In Figure 11.14 there was some indication that the horizontal bias was direction-dependent rather than time-dependent. If the estimated tilt angles (bank and elevation) are wrong, the presence of an uncompensated accelerometer bias could propagate into the horizontal gravity estimates as a direction-dependent bias. Again, if long wavelength information can be inferred from other sources and included in the processing as for example measurement updates, this could constrain the long wavelength variation of the gravity estimates and possibly even lead to improved attitude and sensor bias estimates.
12.2 Effects Originating from the RTS Smoother

In Figure 12.1, the north component of estimated gravity is shown, both before and after smoothing, for a single flight in Malaysia. The flight represents two parallel line segments, flown sequentially in opposite directions, approximately 10 km apart. The gravity profile for the two lines should therefore be similar (but opposite in direction), which seems to be the case for the non-smoothed Kalman filter estimates. The RTS smoother eliminates most of the signal structure and adds an additional bias to the estimates. As the RTS smoother is essentially a linear combination of the forward and backward Kalman filter estimates, there seems to be a discrepancy among the two. This effect has not been investigated further in this dissertation, but does require further investigation.

![Graph showing estimates before and after smoothing](image)

**Figure 12.1:** Estimates of north component during an entire flight, representing two parallel line segments. Shown are estimates both before smoothing (Kalman filter) and after smoothing (RTS smoother). Gray areas mark straight line segments

12.3 Resolution of Gravity Estimates

As the gravity estimates are smoothed using the RTS smoother, they essentially represent a linear combination of forward and backward Kalman filter estimates. As there is no filter width associated with this kind of smoothing, the spatial resolution is not easily inferred as when using a regular filter.

As the gravity disturbance is modelled as a stochastic process, the resolution is related to the parameters used for the Gauss-Markov model. However, as was seen by simulation in Section 10.1.2, the gravity estimates may be additionally smoothed in order to attenuate erroneous features in the estimates. Therefore, if a connection between resolution and stochastic parameters should be established, these parameters should probably be inferred from the estimated signal, instead of the parameters used for processing.

The relative weighting between forward and backward solutions is determined by the associated confidence bounds, represented by the error covariance matrix. The error covariance matrix is also estimated within the Kalman filter framework and will be dependent on factors such as aircraft dynamics, confidence in measurements, stochastic modelling etc. For this reason, the associated resolution may not even be uniform.
In the paper attached in Appendix F.3, a method for inferring the spatial resolution of the gravity estimates was attempted. This method represents a comparison between the centralized and cascaded approaches defined in Section 10.1. First, gravity estimates were derived using the ICKF algorithm developed in this dissertation. Using the navigation solution from the integration algorithm, the IMU accelerations were resolved about the $n$-frame axes and corrected for the Eötvös effect. Kinematic accelerations were derived by double differencing GNSS position estimates (derivation from splines yielded similar results, single difference of velocity estimates yielded poorer results) and subtracted from the rotated accelerations. A two-pass Butterworth filter of varying width was then applied to these differences and compared with the ICKF estimates. The filter width that leads to the best agreement, indicates the spatial resolution. However, this approach did not lead to consistent results, since the implied spatial resolution was different for each line. This need however not be an indication that the approach is not useful, but could also mean that line-to-line resolution is actually not the same.

Spatial resolution is an important concept in airborne gravimetry. It is essential for evaluating the results and in order to combine information with other sources. The spatial resolution of gravity estimates using a Kalman filter is therefore an important topic that requires further attention.

### 12.4 Dynamic Range of the Strapdown System

Traditional platform stabilised systems are usually confined to gravity estimates along straight line segments, in order to assure that the sensitive axis of the gravimeter is aligned with the plumb line. Any aircraft dynamics or even changes in altitude can corrupt the resulting gravity estimates. Since a strapdown gravimeter contains three accelerometers, it does not need to be levelled in order to provide useful gravity estimates, but rely on sensor precision and computation accuracy.

Although not shown in this dissertation, some lines flown in the Greenland helicopter test was not flown at constant altitude. This is described in the associated paper, attached in Appendix F.3. The three profiles crossing the Jakobshavn glacier were flown in draped mode, i.e. following the terrain. As seen in Figure 11.11, the estimates are consistent with external estimates, indicating that the SAG system is capable of providing useful gravity estimates while drape-flying.

Figure 12.2 illustrates gravity estimates for part of the Denmark test flight, before and after the straight line segment, together with ground observations. The trajectory for this flight is shown in Figure 11.2, indicating the degree of dynamics along the track. Although some erroneous features exist, the gravity estimates do have a large degree of similarity with the ground observations.

There is therefore indication that the SAG system is more resilient to manoeuvring and dynamic conditions than the traditional stabilised-platform systems. An interesting topic of further investigation is therefore how aircraft dynamics influence gravity estimates of the SAG system. It is of great practical importance to know when dynamics leads to degradation of the gravity estimates and to which degree the estimates are degraded.
Figure 12.2: Gravity estimates from the Roskilde test survey for the segments not on the flight lines. The trajectory is illustrated in Figure 11.2. (Top:) Vertical component of estimated gravity disturbance along with gravity anomalies interpolated from the database. (Bottom:) Flight altitude for the two segments with respect to WGS84.
13 Conclusion

The results presented in the previous section have shown that the processing algorithm developed here is capable of producing consistent gravity estimates using the iMAR iNAT unit in a strapdown configuration, combined with GNSS observations processed using NovAtel’s Waypoint software suite.

For the vertical component, the evaluation in terms of both repeated line segments and cross-over differences yielded an accuracy between 0.6 and 3.5 mGal. Comparison between repeated line segments showed that the dominant error source resides in the long wavelength part of the spectrum. The use of a simple temperature calibration was therefore not found to fully compensate for long term drift in the gravity estimates. As indicated by simulation, such erroneous long wavelength information may however not only originate from variation in the sensor errors, but also from uncompensated static effects.

For the horizontal components, the cross-over differences yielded great inconsistency. Comparison of the repeated line segments did however show reasonable agreement between along-track profiles, but indicated that the long wavelength information may be corrupted by both time- and direction-dependent bias variation. It was also seen that the RTS smoother may have the effect of smearing out variation and introducing erroneous long term variation.

The ability to provide useful gravity estimates under dynamic conditions was also observed. The Greenland test flight demonstrated that the SAG system can operate in a helicopter environment, flying in draped mode, with no autopilot, without any obvious performance degradation. Similarly, inspection of gravity estimates from the Denmark test flight, indicated that useful gravity estimates are not confined to the straight line segments of the flight.

The surveys presented here demonstrate the attractiveness of using a SAG system. Such a system can be purchased off the shelf and derive useful gravity estimates without any modification. The iNAT unit requires no operation during flight, but is simply installed and turned on. The ease of installation was demonstrated in the Denmark test flight, where the unit was simply put on the back seat of the aircraft, and in the Greenland helicopter test, where the unit was attached to the floor using straps and tape. In both cases, the GNSS receiver was also simply attached to the inside of the windscreen using tape. Such installations can be done within a very short time frame.
14 Outlook

Erroneous information in the long wavelength spectrum of the gravity estimates continues to be a limiting factor for SAG. Although off-line temperature calibrations have been shown to significantly improve the long wavelength information obtained using a similar SAG system [2], the simple temperature calibration used in this dissertation was not found to fully constrain the long wavelength information. Using more advanced temperature calibration methods, taking into account scale factors and cross-coupling effects may lead to improved results. However, the use of advanced off-line calibration methods is conditioned by the access to professional calibration facilities. It is also unknown, whether the erroneous long term variation originates from residual temperature-dependent effects, other sensor errors or from the processing method.

The manufacturer of the iNAT unit (iMAR), have now developed a temperature stabilising chamber, that will be tested in the future. In theory, this should eliminate any temperature-dependent variation, as the temperature will remain constant. The practical implications of using such a device is however of concern, since it challenges some of the advantages of using an off-the-shelf strapdown system. Namely, smaller size, lower price, less power consumption and no operation. In practice, there may not be time to wait for temperature stabilisation due to changing weather conditions and burning off fuel at the airport. Moreover, using an off-the-shelf IMU may be interesting for the use in geophysical surveys, where gravity is not a first priority. In this case, the extra cost required to purchase a navigation-grade IMU may be more tractable if it results in both improved attitude estimation and useful gravity estimates.

It would therefore be interesting to investigate other methods of estimating the long wavelength information. To this end, [2] attempted to use a satellite-only gravity model to compensate the IMU accelerations and model the anomalous gravity field with respect to such a model. Although this did not lead to any significant improvement, further investigations could be interesting. For example, the satellite-only gravity estimates could be introduced as measurements in the Kalman filter or the stochastic model could be modified to represent a gravity field with no long wavelength information as in [13].

In order to both evaluate results and further use of the gravity estimates, it is important to have some information on the spatial resolution of the estimates. To the best of my knowledge, there is currently no reliable method for inferring the spatial resolution of gravity estimates filtered using the RTS smoother. As previously argued, the resolution resulting from the RTS smoother may not even be uniform.

The spatial resolution is obviously related to the parameters of the stochastic model used in the processing. It is however questionable if any direct relation between the two can be established. In the processing applied here, the stochastic parameters were kept constant during entire flight and surveys. As the characteristics of the gravity field varies with position, one could image using stochastic parameters that are flight dependent, line dependent or even established some kind of spatially correlated model.

It has yet to be demonstrated if an implementation of a tightly coupled integration architecture will lead to improved gravity estimates. The GNSS solution obtained during straight line flight segments is generally expected to be of high quality, leading to high accuracy in the estimated position and/or velocity. The derived accelerations should therefore be well constrained. However, the use of carrier-phase observations for acceleration determination has
been shown to better accommodate changes in satellite constellation and be more resilient to turbulent flying conditions and high atmospheric activity [16, 15]. Since the gravity field varies slowly with position, the precision of the position solution is not important to airborne gravimetry as long as the gravity is precisely estimated.

The smaller size and lower power consumption of the SAG system, enables it to be used on a smaller platform, such as an Unmanned Arial Vehicle (UAV). As such platforms offer great operational flexibility and lower fuel consumption, these may play an important role in the future. Such system are currently attractive for surveying remote areas, where fuel is not easily supplied. This is especially relevant for studying marine terminating glaciers, since other geophysical techniques are limited by the presence of both ice and water. However, the small platform offered by a UAV will represent a more dynamic environment due to increased sensitivity to turbulence and weather conditions. This means that the ability of deriving useful gravity estimates from a UAV has yet to be demonstrated.
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Appendices

A  Reference Frame Kinematics

The various reference frames introduced in Section 2 represent a variety of different frames, relative to which any physical quantity can be described. Each reference frame is uniquely defined and has its own properties that may or may not be advantageous depending on the application. For example, Newton's laws of motion, which are the basic principles on which inertial navigation is built, are only valid in an inertial frame of reference. In any other coordinate frame, some fictitious forces, such as the centrifugal or Coriolis forces, will be introduced, increasing the complexity of the equations. Another example is the representation of gravity, which is conveniently described in the navigation frame. In order to further explore some of these differences, the first part of this appendix is concerned with some properties of rotating coordinate frames.

A.1  Rotating Coordinate Frames

Rotation operators, able to transform coordinates, vectors and matrices from one reference frame to another, are introduced in Section 5.1. Here, we will assume that such an operator is represented by a matrix, $C^a_t$. The vector quantity, $v^t$, is thus rotated into the $a$-frame as

$$v^a = C^a_t \cdot v^t,$$

(A.1)

such that the components of this vector are now resolved about the $a$-frame axes. The $a$ and $t$ frames are arbitrary frames of reference.

Due to the nature of inertial measurements, we are bound to handle information regarding angles and angular rates. It is therefore convenient to define an axial vector, $\psi$, as the ordered triple of Eulerian angles

$$\psi = \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix},$$

(A.2)

where $\alpha$, $\beta$ and $\gamma$ are angles. However, such a vector will not in general have the same properties as a "true" vector. Only in the case that the angles are small, can we assume that the axial vector will have all the properties of a normal vector. In this case all second- and higher- order terms will be small [15, Sec. 1.3.4]. This especially means that $\psi$ will transform according to (A.1).

A.1.1  Small Angle Approximation of the Transformation Matrix

In the case that the three Eulerian angles, $\alpha$, $\beta$ and $\gamma$, are the bank, elevation and heading angles, respectively, the coordinate transformation matrix can be written in terms of three rotations as
\[ \mathbf{C}_a^t = R_x(\alpha) R_y(\beta) R_z(\gamma) \]
\[ = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & \sin \alpha \\ 0 & -\sin \alpha & \cos \alpha \end{bmatrix} \begin{bmatrix} \cos \beta & 0 & -\sin \beta \\ 0 & 1 & 0 \\ \sin \beta & 0 & \cos \beta \end{bmatrix} \begin{bmatrix} \cos \gamma & \sin \gamma & 0 \\ -\sin \gamma & \cos \gamma & 0 \\ 0 & 0 & 1 \end{bmatrix} \]
\[ = \begin{bmatrix} \cos \beta \cos \gamma & \cos \beta \sin \gamma & -\sin \beta \\ -\cos \alpha \sin \gamma + \sin \alpha \sin \beta \cos \gamma & \cos \alpha \cos \gamma + \sin \alpha \sin \beta \sin \gamma & \sin \alpha \cos \beta \\ \sin \alpha \sin \gamma + \cos \alpha \sin \beta \cos \gamma & -\sin \alpha \cos \gamma + \cos \alpha \sin \beta \sin \gamma & \cos \alpha \cos \beta \end{bmatrix} . \]

Then, assuming that the angles are small, we may approximate the terms as \( \cos \alpha \approx 1, \sin \alpha \approx \alpha, \) etc., such that the above expression becomes
\[ \mathbf{C}_a^t \approx \begin{bmatrix} 1 & \gamma & -\beta \\ -\gamma + \alpha \beta & 1 + \alpha \beta \gamma & \alpha \\ \alpha \gamma + \beta & -\alpha + \beta \gamma & 1 \end{bmatrix} \approx \begin{bmatrix} 1 & \gamma & -\beta \\ -\gamma & 1 & \alpha \\ \beta & -\alpha & 1 \end{bmatrix} \]
\[ = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 0 & -\gamma & \beta \\ \gamma & 0 & -\alpha \\ -\beta & \alpha & 0 \end{bmatrix} \]
\[ = I_3 - \Psi , \]

where only the first order terms have been retained. The matrix, \( \Psi , \) is the skew-symmetric form of the axial vector, \( \psi , \) such that
\[ \mathbf{v}^a = \mathbf{C}_a^t \mathbf{v}^t = (I_3 - \Psi) \mathbf{v}^t = \mathbf{v}^t - \Psi \mathbf{v}^t \]
\[ = \mathbf{v}^t - \psi \times \mathbf{v}^t , \]
which is only valid for small angles.

### A.1.2 Angular Rates

Angular rates of rotation are concerned with the rotation rate of one coordinate frame, \( t , \) with respect to another coordinate frame, \( a . \) This is specified in terms of subscripts on the angular rate, i.e. as \( \omega_{at} . \) The rate of rotation may be expressed in either of the frames, which are related through a coordinate transformation as
\[ \omega^a_{at} = \mathbf{C}_a^t \omega^t_{at} . \]

One should notice that the order of the subscripts is important. For example, \( \omega^a_{at} \) denotes the angular rate of the \( t \)-frame with respect to the \( a \)-frame. This means that exchanging the order of the subscripts we have
\[ \omega^t_{ta} = -\omega^a_{at} , \]

since we are now referring to the angular rate of the \( a \)-frame with respect to the \( t \)-frame. From an observer's point of view, the rotation will be equal in magnitude, but opposite in direction.
The angular velocity is mostly expressed in skew symmetric matrix form, containing the same components as the vector quantity

\[
\mathbf{\Omega}_{at} = \begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z
\end{bmatrix}
\] such that

\[
\mathbf{\omega}_{at} \times \mathbf{r}_a = \mathbf{\Omega}_{at} \mathbf{r}_a.
\] (A.8)

The skew symmetric matrix transforms according to (5.5), like any other matrix.

### A.1.3 The Time Derivative of the Transformation Matrix

Since the rotational motion of a reference frame is always given with respect to another reference frame, it can be thought of as a relative motion, involving two reference frames. A position in one reference frame, \( \mathbf{r}_t \), can be transformed to a position, \( \mathbf{r}_a \), in another reference frame using the transformation matrix, \( \mathbf{C}_{at} \). If the two frames are rotating with respect to one another, the transformation matrix will not be constant. The time derivative of the transformation matrix can be defined as

\[
\dot{\mathbf{C}}_{at} = \lim_{\Delta \tau \to 0} \frac{\Delta \mathbf{C}_{at}}{\Delta \tau} = \lim_{\Delta \tau \to 0} \frac{\mathbf{C}_{at}(\tau + \Delta \tau) - \mathbf{C}_{at}(\tau)}{\Delta \tau},
\] (A.10)

where \( \tau \) denotes the time and \( \Delta \tau \) a time interval. For small time intervals, the transformation matrix, \( \mathbf{C}_{at}(\tau + \Delta \tau) \), can be written as a perturbation of the former matrix, \( \mathbf{C}_{at}(\tau) \), as

\[
\mathbf{C}_{at}(\tau + \Delta \tau) = \mathbf{C}_{at}(\tau) \left( \mathbf{I}_3 + \Delta \mathbf{\Theta}_t \right),
\] (A.11)

where \( \mathbf{I}_3 + \Delta \mathbf{\Theta}_t \) is the matrix relating the \( t \)-frame at time \( \tau \) to the rotated \( t \)-frame at time \( \tau + \Delta \tau \). In the limit that \( \Delta \tau \) goes to zero, we can assume that we are dealing with small angles and an approximation similar to the one in section A.1.1 can be applied as

\[
\Delta \mathbf{\Theta}_t = \begin{bmatrix}
0 & -\Delta \theta_Z & \Delta \theta_Y \\
\Delta \theta_Z & 0 & -\Delta \theta_X \\
-\Delta \theta_Y & \Delta \theta_X & 0
\end{bmatrix}.
\] (A.12)

Now, substitution of (A.11) into (A.10) leads to the expression

\[
\dot{\mathbf{C}}_{at} = \mathbf{C}_{at}(\tau) \lim_{\Delta \tau \to 0} \frac{\Delta \mathbf{\Theta}_t}{\Delta \tau},
\] (A.13)

but in the limit that \( \Delta \tau \to 0 \), the rotational rate will correspond to the angular velocity, such that

\[
\lim_{\Delta \tau \to 0} \frac{\Delta \mathbf{\Theta}_t}{\Delta \tau} = \mathbf{\Omega}_{at} = \begin{bmatrix}
0 & -\omega_Z & \omega_Y \\
\omega_Z & 0 & -\omega_X \\
-\omega_Y & \omega_X & 0
\end{bmatrix}.
\] (A.14)

The derivative of the transformation matrix is therefore related to the angular velocity as

\[
\dot{\mathbf{C}}_{at} = \mathbf{C}_{at} \mathbf{\Omega}_{at}.
\] (A.15)
A.1.4 Derivatives of the Position Vector

Consider the transformation of the components of the position vector from some arbitrary frame, \( t \), into some arbitrary frame, \( a \), as

\[
\mathbf{r}^a = C_{ta}^a \mathbf{r}^t. 
\]

(A.16)

Since the \( a \)-frame will generally be rotating with respect to the \( t \)-frame (for example the \( e \)-frame with respect to the \( i \)-frame), some fictitious forces will appear when differentiating the above equation with respect to time. The first derivative is

\[
\dot{\mathbf{r}}^a = \frac{\partial}{\partial t} (C_{ta}^a \mathbf{r}^t) = C_{ta}^a \dot{\mathbf{r}}^t + C_{ta}^a \mathbf{r}^t, 
\]

(A.17)

in which we can insert relation (A.15) to obtain

\[
\dot{\mathbf{r}}^a = C_{ta}^a (\dot{\mathbf{r}}^t + \Omega_{at} \mathbf{r}^t),
\]

(A.18)

which is the law of Coriolis. The second term inside the brackets on the RHS is the Coriolis term. A second time derivation of the above leads to the expression

\[
\ddot{\mathbf{r}}^a = C_{ta}^a (\ddot{\mathbf{r}}^t + \Omega_{at} \dot{\mathbf{r}}^t + 2\Omega_{at} \mathbf{r}^t + \dot{\Omega}_{at} \mathbf{r}^t),
\]

(A.19)

where the fictitious centrifugal, Coriolis and Euler forces have appeared as the second, third and fourth terms in the brackets, respectively. The combined effect of the vertical components of the Coriolis and Euler forces (third and fourth term) is sometimes referred to as the Eötvös effect.

A.2 Specific Transformations

In the following, expressions of some specific transformation matrices will be presented.

A.2.1 From Inertial to Terrestrial Frame

Since the \( i \)-frame and \( e \)-frame have the same \( z \)-axis and origin, they are related only through a rotation about the \( z \)-axis as [4, Eq. 3-12]

\[
C_i^e = \begin{bmatrix}
\cos \omega_{ie} t & \sin \omega_{ie} t & 0 \\
-\sin \omega_{ie} t & \cos \omega_{ie} t & 0 \\
0 & 0 & 1
\end{bmatrix},
\]

(A.20)

where \( t \) denotes the time and

\[
\omega_{ie} = \begin{bmatrix}
0 \\
0 \\
\omega_{ie}
\end{bmatrix}^T,
\]

(A.21)

is the rate of rotation. It is here assumed that the effects of polar motion, along with precession and nutation of the Earth’s spin axis, are negligible. It is also assumed that the rotation rate \( \omega_{ie} \) is constant.
A.2.2 From Navigational to Terrestrial Frame

The transformation from the \( n \)-frame to the \( e \)-frame is accomplished first through a rotation about the local east-axis by the angle \((\pi/2 + \phi)\) and then about the new \( z \)-axis by the angle \(-\lambda\), such that

\[
C^e_n = R_z (-\lambda) R_y (\pi/2 + \phi),
\]  

(A.22)

where \( \phi \) and \( \lambda \) are the geodetic latitude and longitude respectively. The resulting transformation matrix is [15, Eq. 1.87]:

\[
C^e_n = \begin{bmatrix}
-\sin \phi \cos \lambda & -\sin \lambda & -\cos \phi \cos \lambda \\
-\sin \phi \sin \lambda & \cos \lambda & -\cos \phi \sin \lambda \\
\cos \phi & 0 & -\sin \phi \\
\end{bmatrix}.
\]  

(A.23)

The angular rate is [15, Eq. 1.88]:

\[
\omega^e_{en} = \begin{bmatrix}
\dot{\lambda} \cos \phi, -\dot{\phi}, -\dot{\lambda} \sin \phi \\
\end{bmatrix}^\top \quad \text{and} \quad \Omega^e_{en} = \begin{bmatrix}
0 & \dot{\lambda} \sin \phi & -\dot{\phi} \\
-\dot{\lambda} \sin \phi & 0 & -\dot{\lambda} \cos \phi \\
\dot{\phi} & \dot{\lambda} \cos \phi & 0 \\
\end{bmatrix},
\]  

(A.24)

where \( \dot{\phi} \) and \( \dot{\lambda} \) are the changes in latitude and longitude of a vehicle travelling parallel to the ellipsoidal surface.

A.2.3 From Navigational to Inertial Frame

The transformation between the \( i \)-frame and \( n \)-frame is similar to the \( e \)-frame-\( n \)-frame transformation. The only difference is that geodetic longitude, \( \lambda \), is substituted by the angular difference \((\lambda + \omega_{ie} t)\) and is given in [4, Eq. 3-10] as

\[
C^i_n = \begin{bmatrix}
-\sin \phi \cos (\lambda + \omega_{ie} t) & -\sin (\lambda + \omega_{ie} t) & -\cos \phi \cos (\lambda + \omega_{ie} t) \\
-\sin \phi \sin (\lambda + \omega_{ie} t) & \cos (\lambda + \omega_{ie} t) & -\cos \phi \sin (\lambda + \omega_{ie} t) \\
0 & 0 & -\sin \phi \\
\end{bmatrix},
\]  

(A.25)

with the angular velocity [4, Eq. 3-8]

\[
\omega^n_{in} = \begin{bmatrix}
(\dot{\lambda} + \omega_{ie}) \cos \phi, -\dot{\phi}, -(\dot{\lambda} + \omega_{ie}) \sin \phi \\
0 & (\dot{\lambda} + \omega_{ie}) \sin \phi & -\dot{\phi} \\
\dot{\phi} & (\dot{\lambda} + \omega_{ie}) \cos \phi & 0 \\
\end{bmatrix} \quad \text{and} \quad \Omega^n_{in} = \begin{bmatrix}
0 & (\dot{\lambda} + \omega_{ie}) \sin \phi & -\dot{\phi} \\
-(\dot{\lambda} + \omega_{ie}) \sin \phi & 0 & -(\dot{\lambda} + \omega_{ie}) \cos \phi \\
\dot{\phi} & (\dot{\lambda} + \omega_{ie}) \cos \phi & 0 \\
\end{bmatrix}.
\]  

(A.26)
A.2.4 From Body to Navigational Frame

The transformation from the b-frame to the n-frame is particularly relevant in navigation, since it relates the forward, starboard and down axes of the b-frame to the north, east and down axes of the n-frame, thereby defining the orientation of the vehicle as described in Section 5.1. Since the vehicle can have any orientation, there is no fixed form of the transformation matrix. Instead, a differential equation governing the transformation operator will here be derived. This differential equation is formed using the measurements of angular rate, i.e. gyroscope observations. For this the rotational rates, $\omega_{nb}^b$, are needed. These rates can be derived from the observed angular rates, $\omega_{st}^s$, as

$$\omega_{nb}^b = \omega_{ne}^b + \omega_{ts}^b + \omega_{sb}^b = C_{bn}^n (\omega_{ts}^s + \omega_{sb}^s) - C_{bn}^n (\omega_{cn}^n + C_{cn}^n \omega_{te}^e),$$

(A.27)

where $\omega_{st}^s$ is computed from (A.24) based on position and velocity, $\omega_{te}^e$ is Earth’s rotation rate (A.21) and $\omega_{sb}^s$ is the angular velocity of the sensor with respect to the body of the vehicle. In strapdown mode, this term will vanish, but it is here included for generality in case the sensor is mounted on a moving platform. The transformation matrix, $C_{bn}^n$, is the variable that we intend to solve for (making it a coupled differential equation) and $C_{bn}^n$ is the transformation from the measurement or sensor frame to the body frame. For a strapdown system, this matrix will be constant (measured by the operator) and equal the identity matrix if the axes of the sensor frame are aligned with the axes of the body frame.

As described in Section 5.1, the transformation operator from the n-frame to the b-frame defines the orientation of the vehicle with respect to the north, east and vertical axes of the n-frame. This operator is therefore defined as an attitude of the vehicle and may be expressed either as a transformation matrix (direction cosines), three Euler angles or a quaternion. In the following, differential equations are therefore formed for each of these representations.

Direction Cosines

The differential equation governing the temporal evolution of $C_{bn}^n$ have already been introduced in (A.15) as

$$\dot{C}_{bn}^n = C_{bn}^n \Omega_{nb}^b,$$

(A.28)

where $\Omega_{nb}^b$ is formed using the observed angular rates. In practice some initial value, $C_{bn}^n(t)$, will be known and the above equation is used to solve for, $C_{bn}^n(t + \Delta t)$, at some later time. How this can be done is discussed in Appendix C.2, but there is of course more than one way to do this.

Euler Angles

The derivation of a differential equation governing the three Euler angles is done in [15, Sec. 1.5]. When using Euler angles, the transformation from the b-frame to the n-frame is accomplished by the sequence of rotations in (5.21) as

$$C_{bn}^n = R_z (-\gamma) R_y (-\beta) R_x (-\alpha) = C_{bn}^n b_{b_2}^n C_{b_2}^n b_1^b,$$

(A.29)

where the bank, elevation and heading angles, $\alpha$, $\beta$ and $\gamma$, are introduced in Section 5.1. This sequence of rotations can also be interpreted as three subsequent transformations, into two intermediate reference frames, $b_1$ and $b_2$, as indicated above. Since all of these frames are rotating with respect to one another, we can write the angular rate, $\omega_{nb}^b$, as
Although the angular rates sensed by the gyroscopes are the components of $\omega_{nb}$, the decomposition into the three terms $\omega_{nb2}$, $\omega_{nb1}$, and $\omega_{b1b}$ is useful because these are directly related to the Euler angles involved in the transformation as

$$\omega_{nb2} = \begin{bmatrix} 0 \\ 0 \\ \dot{\gamma} \end{bmatrix}, \quad \omega_{nb1} = \begin{bmatrix} 0 \\ \dot{\beta} \\ 0 \end{bmatrix} \quad \text{and} \quad \omega_{b1b} = \begin{bmatrix} \dot{\alpha} \\ 0 \\ 0 \end{bmatrix}. \quad (A.31)$$

This is due to the fact that subsequent rotations also rotate the initial axes, such that only the first rotation is directly related to the measured angular rate. Therefore, the measured angular rates, $\omega_{nb}$, must be transformed into the appropriate intermediate coordinate systems in order to determine the Euler angles. Combining the above two expressions and using (A.29), we obtain

$$\omega_{nb} = \mathbf{R}_x(\alpha) \mathbf{R}_y(\beta) \begin{bmatrix} 0 \\ 0 \\ \dot{\gamma} \end{bmatrix} + \mathbf{R}_x(\alpha) \begin{bmatrix} 0 \\ \dot{\beta} \\ 0 \end{bmatrix} + \begin{bmatrix} \dot{\alpha} \\ 0 \\ 0 \end{bmatrix} \quad (A.32)$$

relating the sensed angular rates, $\omega_{nb}$, to the Euler angles $\alpha$, $\beta$ and $\gamma$ of the transformation. Since, we actually want to determine the Euler angles from the measurement, we rewrite the above as [15, Eq. 1.95]:

$$\begin{bmatrix} \dot{\alpha} \\ \dot{\beta} \\ \dot{\gamma} \end{bmatrix} = \begin{bmatrix} 1 & \sin \alpha \tan \beta & \cos \alpha \tan \beta \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha \sec \beta & \cos \alpha \sec \beta \end{bmatrix} \omega_{nb} \quad (A.33)$$

which is the system of coupled differential equations, that may be integrated in order to obtain the attitude angles of the vehicle as a function of time. One should notice that these equations become singular for elevation angles $\beta = \pm 90^\circ$ due to the $\tan \beta$ and $\sec \beta$ terms.

This singularity issue is one reason why Euler angles are usually not solved for directly in practice. Another, more compelling argument, is that the Euler angles are not used directly in the implementing of the navigation equations and must therefore be transformed into a direction cosines matrix or a quaternion, introducing additional computational load.

**Quaternion**

Alternatively, one might express the attitude in terms of a quaternion and therefore desire a differential equation governing the quaternion attitude. From (5.44), we have that sequential rotations are carried out as

$$\mathbf{q}_b^e(+) = \delta \mathbf{q}_b^e \circ \mathbf{q}_b^e(-) = \mathbf{q}_b^e(-) \circ \delta \mathbf{q}_b^e \quad (A.34)$$
where the initial quaternion attitude, (−), is rotated by a small amount, \( \delta \alpha_{nb} = \omega_{nb} \delta t \), about the normalised axis, \( \mathbf{u} = (u_x, u_y, u_z) \), to arrive at the new attitude, (+). The rotation quaternion is formed using (5.41) as

\[
\delta \mathbf{q}^n = \begin{bmatrix}
\cos(\delta \alpha/2) \\
\sin(\delta \alpha/2) u^n_x \\
\sin(\delta \alpha/2) u^n_y \\
\sin(\delta \alpha/2) u^n_z
\end{bmatrix}
\text{ or } \delta \mathbf{q}^b = \begin{bmatrix}
\cos(\delta \alpha/2) \\
\sin(\delta \alpha/2) u^b_x \\
\sin(\delta \alpha/2) u^b_y \\
\sin(\delta \alpha/2) u^b_z
\end{bmatrix}.
\tag{A.35}
\]

As we let \( \delta t \to 0 \) we have that \( \delta \alpha_{nb} \to \omega_{nb} \), such that the above expression becomes a differential equation:

\[
\dot{\mathbf{q}}_b^n = \frac{1}{2} \begin{bmatrix}
0 \\
\omega^b_{nb,x} \\
\omega^b_{nb,y} \\
\omega^b_{nb,z}
\end{bmatrix} \circ \mathbf{q}_b^n = \frac{1}{2} \mathbf{q}_b^n \circ \begin{bmatrix}
0 \\
\omega^b_{nb,x} \\
\omega^b_{nb,y} \\
\omega^b_{nb,z}
\end{bmatrix},
\tag{A.36}
\]

where the small angle approximations, \( \cos \alpha \approx 1 \) and \( \sin \alpha \approx \alpha \), have been exploited. This can also be expressed in matrix form using (5.34) to arrive at

\[
\dot{\mathbf{q}}_b^n = \frac{1}{2} \mathbf{A}^n \mathbf{q}_b^n = \frac{1}{2} \mathbf{A}^b \mathbf{q}_b^n,
\tag{A.37}
\]

with

\[
\mathbf{A}^n = \begin{bmatrix}
0 & -\omega^b_{nb,x} & -\omega^b_{nb,y} & -\omega^b_{nb,z} \\
\omega^b_{nb,x} & 0 & -\omega^b_{nb,z} & \omega^b_{nb,y} \\
\omega^b_{nb,y} & \omega^b_{nb,z} & 0 & -\omega^b_{nb,x} \\
\omega^b_{nb,z} & \omega^b_{nb,x} & \omega^b_{nb,y} & 0
\end{bmatrix}
\text{ and } \mathbf{A}^b = \begin{bmatrix}
0 & -\omega^b_{nb,x} & -\omega^b_{nb,y} & -\omega^b_{nb,z} \\
\omega^b_{nb,x} & 0 & \omega^b_{nb,z} & -\omega^b_{nb,y} \\
\omega^b_{nb,y} & -\omega^b_{nb,z} & 0 & \omega^b_{nb,x} \\
\omega^b_{nb,z} & -\omega^b_{nb,x} & -\omega^b_{nb,y} & 0
\end{bmatrix}.
\tag{A.38}
B Ordinary Differential Equations and their Solution

In order to perform inertial navigation, we need to solve a set of coupled differential equations for each available observation. This appendix is included to introduce the tools we need to solve these equations. It is not the intent to fully develop the theory for differential equations and their solutions. In the following, the concept of Ordinary Differential Equations (ODEs) will be introduced, after which the topic will be constrained to linear differential equations and Initial Value Problems (IVPs). The concept of a state space formulation of a linear differential equation will also be introduced, since this is central to the Kalman filtering technique that is introduced in Section REF!!!. Having introduced these basic concepts, the two subsequent sections are devoted to the analytical and numerical solution of linear ODEs, respectively.

B.1 Ordinary Differential Equations

Suppose that the state of a system at any given time $t$ is described by some vector function $x(t)$. For example, the components of $x(t)$ might represent the spatial coordinates of a projectile. This vector $x(t)$ is known as the state vector, since it describes the state of the system at a given time $t$. A differential equation prescribes a relationship between this unknown state function $x(t)$ and one or more of its derivatives with respect to $t$, that must hold at any given time. In solving a differential equation the objective is to determine a differentiable function, $x(t)$, that satisfies the prescribed relationship. Finding such a solution of the differential equation is important because it will enable us to predict the future evolution of the system over time.

When there is only one independent variable, such as time, then all derivatives are with respect to that independent variable and we have an ODE. If more than one independent variable exists, the derivatives are partial derivatives and we have a partial differential equation (PDE). In the following, we will restrict ourselves to ODEs and denote the derivative with respect to that independent variable, which we will assume to be time, by a dot. The implicit form of such a $k$th order ODE may be written as

$$f \left( t, x, \dot{x}, \ddot{x}, \ldots, x^{(k)} \right) = 0,$$

(B.1)

where $f$ is a known function and $x(t)$ is a $k$ times differentiable function, that is to be determined. A $k$th order ODE is said to be explicit if it can be written on the form

$$x^{(k)} = f \left( t, x, \dot{x}, \ddot{x}, \ldots, x^{(k-1)} \right).$$

(B.2)

In order to obtain an expression on this form, some manipulation is usually required (this is not always possible). From hereon, we will consider only explicit ODEs. A further restriction that we will make is to only consider first order ODEs. This is however not a real restriction, since we can define $k$ new unknowns as

$$u_1(t) = x(t), \quad u_2(t) = \dot{x}(t), \quad \ldots, \quad u_k(t) = x^{(k-1)}(t),$$

and transform the $k$th order ODE into a system of coupled first order differential equations as
\[ \dot{u} = \begin{bmatrix} \dot{u}_1 \\ \dot{u}_2 \\ \vdots \\ \dot{u}_k \end{bmatrix} = \begin{bmatrix} u_2 \\ u_3 \\ \vdots \\ f(t, u_1, u_2, \ldots, u_k) \end{bmatrix} = g(t, u) , \quad (B.3) \]

where a matrix notation is naturally introduced. Since a dynamic system may be described by more than one differential equation and exploiting that higher order differential equations can be written as a set of coupled first order differential equations, we will in general be able to describe the system through a set of \( n \) coupled first order differential equations as

\[ \dot{x} = \dot{x}(t) = \begin{bmatrix} \dot{x}_1(t) \\ \dot{x}_2(t) \\ \vdots \\ \dot{x}_n(t) \end{bmatrix} = \begin{bmatrix} f_1(t, x) \\ f_2(t, x) \\ \vdots \\ f_n(t, x) \end{bmatrix} = f(t, x) , \quad (B.4) \]

This system of \( n \) coupled differential equations is said to have a solution on the interval \( \alpha < t < \beta \) if there exists a set of \( n \) functions

\[ x_1 = \phi_1(t) , \quad x_2 = \phi_2(t) , \ldots , \quad x_n = \phi_n(t) , \quad (B.5) \]

that are differentiable at all points in the interval \( \alpha < t < \beta \) and that satisfy the system of equations (B.4) at all points in this interval. However, although the solution exists, such a system of ODEs does not by itself determine a unique solution, because only the derivatives are known. Therefore, an infinite family of functions usually satisfy the ODE and in order to single out a particular solution, the value of the solution function \( x_0 \equiv x_0(t_0) \), at a particular time \( t_0 \), must be specified. This requirement is called an initial condition and an ODE together with an initial condition is called an **Initial Value Problem** (IVP). Starting from its initial state, \( x_0 \), at time, \( t_0 \), the ODEs govern the dynamic evolution of the system for \( t \geq 0 \), and we seek a function, \( x(t) \), that satisfies the initial condition and describes the state of the system as a function of time.

A linear system of differential equations is one where the functional, \( f(t, x) \), is linear with respect to the function, \( x(t) \), and all its derivatives. Such a system can therefore be expressed on the form

\[ \dot{x}(t) = f(t, x) = A(t) x(t) + b(t) , \quad (B.6) \]

where \( A(t) \) is an \( n \times n \) matrix, \( b(t) \) is a vector of length \( n \) and both are functions of \( t \). If the matrix \( A \) does not depend on \( t \), then the ODE is said to have **constant coefficients**, and if \( b(t) = 0 \), then the ODE is said to be **homogeneous**.

### B.2 Solving Linear Systems of Ordinary Differential Equations

In order to obtain a solution, \( x(t) \), to the linear system of ODEs (B.6), we could, in theory, perform an integration which, together with the initial conditions, leads to the integral equation

\[ x(t) = x_0 + \int_{t_0}^{t} \left\{ A(t') x(t') + b(t') \right\} \, dt' , \quad (B.7) \]
that must be satisfied by the solution, \( x(t) \), of the IVP. However, since the integral depends on the solution itself, this is usually no easier than solving the original IVP [11, p. ??]. Instead we resolve to other analytical or numerical means of determining the solution.

The usual approach is to separate the solution, \( x(t) \), into two components

\[
    x(t) = x_H(t) + x_P(t) ,
\]

(B.8)

where \( x_H(t) \) is denoted the complementary or homogeneous solution, satisfying the homogeneous equation, formed by setting \( b(t) = 0 \) in (B.6) to obtain

\[
    \dot{x}(t) = A(t) x(t) .
\]

(B.9)

The other component, \( x_P(t) \), is denoted the particular solution, which can be any function that satisfies (B.6), provided it is linearly independent of \( x_H(t) \). It should be emphasised that any form of \( x_P(t) \) is valid, no matter how simple or complicated this expression is. Inserting (B.8) into (B.6), we have that

\[
    \frac{d}{dt} [x_H(t) + x_P(t)] = A(t) [x_H(t) + x_P(t)] + b(t)
\]

\[
    \dot{x}_H(t) + \dot{x}_P(t) = [A(t) x_H(t)] + [A(t) x_P(t) + b(t)]
\]

(B.10)

showing that the sum of the homogeneous and particular solutions satisfies the differential equation (B.6).

It is important to notice that this method for finding the general solution to an ODE by superposition of a homogeneous and particular solution is based on the assumption that the ODE is linear. For non-linear equations this method cannot be used and it is often impossible to find closed-form solutions to such equations [18, Sec. 15].

### B.2.1 The Homogeneous Solution

The general form of the solution to the homogeneous equation (B.9) is a combination of \( n \) linearly independent functions that satisfy it [3, Sec. 7.4]. This can be expressed as

\[
    x_H(t) = c_1 x_{H,1}(t) + c_2 x_{H,2}(t) + \cdots + c_n x_{H,n}(t) ,
\]

(B.11)

where \( c_1, ..., c_n \) are arbitrary constants, which may be determined if \( n \) boundary conditions or initial values are provided, i.e. \( x_0 \) is provided. In order to write the solution as a linear combination, the individual solutions must be linearly independent. In other words, the independence of all the individual solutions assures that the solution exists, while an initial condition is necessary for the solution to be unique.

The above set \( x_{H,1}(t), ..., x_{H,n}(t) \) is known as a fundamental set of solutions and can be expressed more compactly as

\[
    x_H(t) = \sum_{j=1}^{n} c_j x_{H,j} = \Psi(t) c ,
\]

(B.12)

where \( \Psi(t) = [x_{H,1}, \cdots, x_{H,n}] \) is denoted the fundamental matrix and \( c = [c_1, c_2, ..., c_n]^\top \) is a vector of constants. Since the columns of \( \Psi(t) \) are linearly independent, the matrix is non-singular and the inverse exists. Using the initial conditions, we have that
\[ c = \Psi^{-1}(t_0)x_0, \]  
(B.13)

which leads to the solution
\[ x_H(t) = \Psi(t)\Psi^{-1}(t_0)x_0 = \Phi(t, t_0)x_0, \]  
(B.14)

where
\[ \Phi(t, t_0) = \Psi(t)\Psi^{-1}(t_0) \]  
(B.15)

is known as the transition matrix, because it transitions the state vector from its initial state, \( x_0 \), to its current state, \( x(t) \). Although the transition matrix, \( \Phi(t, t_0) \), is more complicated than the fundamental matrix, \( \Psi(t) \), it is especially helpful if the same system of differential equations is to be solved repeatedly, subject to different initial conditions.

Substituting \( B.14 \) into the homogeneous equation \( B.9 \), we have that
\[ \frac{d}{dt}\Phi(t, t_0) + A(t)\Phi(t, t_0) = 0, \]  
(B.16)

indicating that
\[ \frac{d}{dt}\Phi(t, t_0) + A(t)\Phi(t, t_0) = 0, \]  
(B.17)

with initial condition \( \Phi(t_0, t_0) = I \). This is the differential equation governing the transition matrix. However, no standard techniques apply for obtaining its solution [15, Sec. 2.3.1].

**B.2.2 Homogeneous Linear Systems with Constant Coefficients**

Assuming that we have only a single differential equation \( n = 1 \), with constant coefficient \( a \), the system reduces to the scalar initial value problem
\[ \dot{x}(t) = ax(t) \quad \text{with} \quad x(t_0) = x_0, \]  
(B.18)

with a solution of the form
\[ x(t) = x_0e^{a(t-t_0)}. \]  
(B.19)

Now, if we consider the corresponding initial value problem for an \( n \times n \) system with constant coefficients
\[ \dot{x}(t) = Ax(t) \quad \text{with} \quad x(t_0) = x_0, \]  
(B.20)

we have a solution on the form
\[ x_H(t) = \Phi(t, t_0)x_0, \quad \Phi(t_0, t_0) = I. \]  
(B.21)

If we compare the two solutions, it would suggest that the matrix \( \Phi(t, t_0) \) might have an exponential character. The scalar exponential function can be represented as a power series
\[ e^{a(t-t_0)} = 1 + \sum_{n=1}^{\infty} \frac{a^n(t-t_0)^n}{n!}, \]  
(B.22)
which converges for all \( t \). If we replace the scalar, \( a \), by the constant matrix, \( A \), we can consider the corresponding series

\[
I + \sum_{n=1}^{\infty} \frac{A^n (t - t_0)^n}{n!} = I + A (t - t_0) + \frac{A^2 (t - t_0)^2}{2!} + \cdots + \frac{A^n (t - t_0)^n}{n!} + \cdots , \tag{B.23}
\]

where each term in the series is an \( n \times n \) matrix. Each element of the resulting matrix sum will converge for all \( t \) as \( n \to \infty \) \cite[Sec. 7.7]{3}. Therefore, the sum of the series defines a new matrix, which we will denote as

\[
e^{A(t-t_0)} = I + \sum_{n=1}^{\infty} \frac{A^n (t - t_0)^n}{n!} , \tag{B.24}
\]

analogous to the expansion of the scalar function. By differentiating each term in the series, we obtain

\[
\frac{d}{dt} \left( e^{A(t-t_0)} \right) = \sum_{n=1}^{\infty} \frac{A^n (t - t_0)^{n-1}}{(n-1)!} = A \left[ I + \sum_{n=1}^{\infty} \frac{A^n (t - t_0)^n}{n!} \right] \equiv A e^{A(t-t_0)} . \tag{B.25}
\]

This indicates that \( e^{A(t-t_0)} \) satisfies the same differential equation (B.17) as \( \Phi \). Moreover, they also share the same initial condition

\[
e^{A(t-t_0)} \bigg|_{t=t_0} = I , \tag{B.26}
\]

which leads us to conclude that, when \( A \) is constant, the two matrices are are the same \cite[Eq. 2.58]{15}

\[
\Phi (t, t_0) = e^{A(t-t_0)} . \tag{B.27}
\]

This expression appears simple and compact and will be of great use to us later. However, in general it cannot be computed directly since the exponent of a matrix is not the matrix of its exponent. Instead, we resolve to using the expansion (B.23) and truncating the power series depending on the required accuracy.

### B.2.3 The Particular Solution

Having obtained a solution, \( x_H (t) \), to the homogeneous differential equation (B.9), we can obtain the particular solution, \( x_P (t) \), using the method of variation of parameters \cite[Sec. 7.9]{3}. We therefore return to the non-homogeneous equation (B.6), repeated here with initial conditions

\[
\dot{x}(t) = A(t) x(t) + b(t) , \tag{B.28}
\]

\[
x (t_0) = x_0 . \tag{B.29}
\]

This method seeks a solution that can be expressed as a linear combination

\[
x(t) = \sum_{j=1}^{n} u_j(t) x_{H,j} = \Psi(t) u(t) , \tag{B.30}
\]
with time-varying coefficients, $u(t)$, rather than the constant coefficients of (B.12). Again, $\Psi(t)$ is a fundamental matrix, meaning that it satisfies the condition $\dot{\Psi}(t) = A(t) \Psi(t)$. Inserting the above expression into (B.28), we obtain
\[
\Psi(t) u(t) + \dot{\Psi}(t) u(t) = A(t) \Psi(t) u(t) + b(t)
\]
\[
A(t) \Psi(t) u(t) + \dot{\Psi}(t) u(t) = A(t) \Psi(t) u(t) + b(t)
\]
\[
\Psi(t) \dot{u}(t) = b(t).
\]
(B.31)

Since $\Psi(t)$ is non-singular, the inverse exists, and we can isolate $u(t)$ by integration as
\[
u(t) = \int_{t_0}^{t} \Psi^{-1}(t') b(t') dt' + c,
\]
where $c$ is a constant vector. Inserting this into (B.30) we arrive at an expression for the general form of $x(t)$:
\[
x(t) = \Psi(t) c + \Psi(t) \int_{t_0}^{t} \Psi^{-1}(t') b(t') dt'.
\]
(B.33)

Now, we want to use the initial condition in order to determine $c$. For $t = t_0$, the integral part of the expression is zero, so the initial condition leads to the coefficients
\[
x_0 = \Psi(t_0) c \iff c = \Psi^{-1}(t_0) x_0.
\]
(B.34)

Substituting this back into (B.33), we have that
\[
x(t) = \Psi(t) \Psi^{-1}(t_0) x_0 + \Psi(t) \int_{t_0}^{t} \Psi^{-1}(t') b(t') dt'
\]
\[
= \Phi(t, t_0) x_0 + \int_{t_0}^{t} \Phi(t, t') b(t') dt',
\]
(B.35)

where $\Phi(t, t_0)$ is the transition matrix, satisfying $\Phi(t_0, t_0) = I$. Notice that the first term on the RHS is the solution to the homogeneous equation, $x_H(t)$. This indicates that the second term corresponds to the particular solution, $x_P(t)$.

**B.2.4 Generalisation to Matrix Differential Equations**

We can generalise the results derived in this section such that they concern linear differential equations of matrix functions. Such systems are on the form
\[
\dot{X}(t) = A(t) X(t) + B(t),
\]
(B.37)

where $X(t)$ and $B(t)$ are $n \times p$ matrices and $A(t)$ remains an $n \times n$ matrix. The initial condition is
\[
X(t_0) = X_0.
\]
(B.38)

Since we may think of $X(t)$ as a collection of column vectors
\[
X(t) = [x_1(t), \cdots, x_p(t)]
\]
(B.39)
the homogeneous solution to each of the individual vectors $x_1(t), ..., x_p(t)$ have the same form, but the coefficients of the linear combination are different, due to the different columns of the initial condition $X_0$. The general solution to the homogeneous equation can therefore be expressed according to (B.14) as

$$X_H(t) = \Phi(t,t_0)X_0 = e^{A(t-t_0)}X_0,$$

where the last equality only holds for constant $A$. A similar straightforward extension holds for the particular solution (B.35), where the vector of time-varying components $b(t)$ is simply substituted by the matrix $B(t)$ as

$$X(t) = \Phi(t,t_0)X_0 + \Phi(t,t_0) \int_{t_0}^{t} \Phi^{-1}(t',t_0) B(t') \, dt'$$

(B.41)

### B.3 Skew-Symmetric Matrices and Power Relations

The skew symmetric form of a vector was discretely introduced in Appendix A. Basically, the skew-symmetric form of a vector, $\psi$, is the matrix, $\Psi$:

$$[\psi \times] = \begin{bmatrix} \alpha \\ \beta \\ \gamma \end{bmatrix} \times = \begin{bmatrix} 0 & -\gamma & \beta \\ \gamma & 0 & -\alpha \\ -\beta & \alpha & 0 \end{bmatrix} = \Psi.$$  

such that the cross-product can be expressed as a matrix-vector dot product. The skew-symmetric form is often used for axial vectors, which is a triplet containing angles and therefore not a "true" vector. The term "skew symmetric" comes from the property that $\Psi^\top = -\Psi$. Notice that the matrix consists only of the components of the vector.

In inertial navigation, the skew-symmetric matrix enters the navigation equations when angular rates are integrated for attitude. They are therefore components of the differential equations that are to be solved. Typically, the attitude is updated iteratively using a transition matrix as in (B.27), which can be expressed as a power series

$$e^A = I_3 + \sum_{k=1}^{\infty} \frac{A^k}{k!} = I_3 + A + \frac{A^2}{2!} + \frac{A^3}{3!} + \cdots,$$

(B.43)

where $A$ will be a skew-symmetric matrix. This section will illustrate how the properties of skew-symmetric matrices can be exploited to arrive exact expressions for the power series. This exact expression is known as Rodrigues’ formula.

#### B.3.1 Power Relations

We let $[\alpha \times]$ be the skew-symmetric form of the vector $\alpha = [\alpha_x, \alpha_y, \alpha_z] \top$. This vector is characterised by a magnitude, $\alpha$, and a direction in the form of a unit vector, $e_\alpha$, as

$$\alpha = |\alpha| = \sqrt{\alpha_x^2 + \alpha_y^2 + \alpha_z^2} \quad \text{and} \quad e_\alpha = \frac{\alpha}{|\alpha|} = \begin{bmatrix} e_{\alpha,1} \\ e_{\alpha,2} \\ e_{\alpha,3} \end{bmatrix},$$

(B.44)
which allows us to write the skew-symmetric matrix as

\[
[\alpha \times] = a [e_\alpha \times] \quad \text{with} \quad [e_\alpha \times] = \begin{bmatrix}
0 & -e_{\alpha,3} & e_{\alpha,2} \\
e_{\alpha,3} & 0 & -e_{\alpha,1} \\
-e_{\alpha,2} & e_{\alpha,1} & 0
\end{bmatrix}.
\] (B.45)

The outer product of this basis vector with itself is

\[
e_\alpha e_\alpha^\top = \begin{bmatrix}
e_{\alpha,1} \\
e_{\alpha,2} \\
e_{\alpha,3}
\end{bmatrix} \begin{bmatrix}
e_{\alpha,1} & e_{\alpha,2} & e_{\alpha,3} \\
e_{\alpha,1} & e_{\alpha,2} & e_{\alpha,3} \\
e_{\alpha,1} & e_{\alpha,2} & e_{\alpha,3}
\end{bmatrix} = \begin{bmatrix}
e_{\alpha,1}^2 & e_{\alpha,1}e_{\alpha,2} & e_{\alpha,1}e_{\alpha,3} \\
e_{\alpha,2}e_{\alpha,1} & e_{\alpha,2}^2 & e_{\alpha,2}e_{\alpha,3} \\
e_{\alpha,3}e_{\alpha,1} & e_{\alpha,3}e_{\alpha,2} & e_{\alpha,3}^2
\end{bmatrix} = \begin{bmatrix}
e_{\alpha,1}^2 & -e_{\alpha,3} & e_{\alpha,2} \\
e_{\alpha,1} & -e_{\alpha,3}^2 & e_{\alpha,2}e_{\alpha,3} \\
e_{\alpha,1} & -e_{\alpha,2} & e_{\alpha,3}^2
\end{bmatrix} = \mathbf{I}_3 + [e_\alpha \times]^2,
\] (B.46)

where the relation \(e_{\alpha,1}^2 + e_{\alpha,2}^2 + e_{\alpha,3}^2 = 1\) was exploited. This can be re-arranged to obtain

\[
[e_\alpha \times]^2 = e_\alpha e_\alpha^\top - \mathbf{I}_3,
\] (B.47)

which can be used to form an expression for the third power of \([e_\alpha \times]\) as

\[
[e_\alpha \times]^3 = \left([e_\alpha \times]^2\right)^\top [e_\alpha \times] = (e_\alpha e_\alpha^\top - \mathbf{I})^\top [e_\alpha \times] = \left((e_\alpha e_\alpha^\top - \mathbf{I}) [e_\alpha \times] = e_\alpha e_\alpha^\top [e_\alpha \times] - [e_\alpha \times]\right) = \begin{bmatrix}
e_{\alpha,1}^2 & e_{\alpha,1}e_{\alpha,2} & e_{\alpha,1}e_{\alpha,3} \\
e_{\alpha,2}e_{\alpha,1} & e_{\alpha,2}^2 & e_{\alpha,2}e_{\alpha,3} \\
e_{\alpha,3}e_{\alpha,1} & e_{\alpha,3}e_{\alpha,2} & e_{\alpha,3}^2
\end{bmatrix} \begin{bmatrix}
e_{\alpha,1} & -e_{\alpha,3} & e_{\alpha,2} \\
e_{\alpha,1} & 0 & -e_{\alpha,1} \\
-e_{\alpha,2} & e_{\alpha,1} & 0
\end{bmatrix} - [e_\alpha \times] = 0 - [e_\alpha \times] = -[e_\alpha \times].
\] (B.48)

From heron, one can derive the expressions for higher powers of \([e_\alpha \times]\) as

\[
[e_\alpha \times]^4 = -[e_\alpha \times]^2 \\
[e_\alpha \times]^5 = -[e_\alpha \times]^3 = [e_\alpha \times] \\
[e_\alpha \times]^6 = -[e_\alpha \times]^4 = [e_\alpha \times]^2 \quad \text{etc.,}
\] (B.49)

from which we can arrive at the more general relations:

\[
[e_\alpha \times]^{2k} = (-1)^{k-1} [e_\alpha \times]^2 \quad \text{for} \quad k \geq 2
\]
\[
[e_\alpha \times]^{2k+1} = (-1)^k [e_\alpha \times] \quad \text{for} \quad k \geq 1.
\] (B.50)

If we also include the magnitude of the vector, we have that for powers larger than two:

\[
[\alpha \times]^{2k} = (-1)^{k-1} \alpha^{2k} [e_\alpha \times]^2 \\
= (-1)^{k-1} (\alpha_x^2 + \alpha_y^2 + \alpha_z^2)^k [e_\alpha \times]^2 \quad \text{for} \quad k \geq 2.
\] (B.51)
and
\[ [\alpha \times]^{2k+1} = (-1)^k \alpha^{2k+1} [e_\alpha \times] \]
\[ = (-1)^k (\alpha_x^2 + \alpha_y^2 + \alpha_z^2)^k [e_\alpha \times] \quad \text{for} \quad k \geq 1. \] (B.52)

### B.3.2 Rodrigues’ Formula

The objective here is to write the power series
\[ e^{[\alpha \times]} = I_3 + \sum_{k=1}^{\infty} \frac{[\alpha \times]^k}{k!} = I_3 + [\alpha \times] + \frac{[\alpha \times]^2}{2!} + \frac{[\alpha \times]^3}{3!} + \cdots, \] (B.53)
in terms of sines and cosines, since these have very similar power series and are, of course, related to the exponential through Euler’s formula
\[ e^{ix} = \cos x + i \sin x. \] (B.54)

We start by introducing the power series
\[ \cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k}}{(2k)!}, \]
\[ \sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \cdots = \sum_{k=0}^{\infty} (-1)^k \frac{x^{2k+1}}{(2k+1)!}, \] (B.55)
for the sine and cosine functions. We then make a power series expansion of the exponential \( e^{ix} \) to obtain the expression
\[ e^{ix} = 1 + ix + \frac{(ix)^2}{2!} + \frac{(ix)^3}{3!} + \frac{(ix)^4}{4!} + \frac{(ix)^5}{5!} + \frac{(ix)^6}{6!} + \cdots, \] (B.56)
in which we can exponentiate the \( i \) as \( i^2 = -1, i^3 = -i, i^4 = 1 \) and \( i^5 = i \) in order to obtain the relation
\[ e^{ix} = 1 + ix - \frac{x^2}{2!} + \frac{x^4}{4!} + \frac{x^5}{5!} - \frac{x^6}{6!} + \cdots = \left( 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots \right) + i \left( x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \cdots \right) \] (B.57)
\[ = \cos x + i \sin x. \]

Now, having introduced Euler’s formula and the power series expansion of the sine and cosine functions, we return to the expression (B.53), which we can reformulate in terms of the basis functions introduced in the previous section and apply the power properties of (B.50) to obtain
\[ e^{\alpha \times} = I_3 + \alpha [e_{\alpha} \times] + \frac{\alpha^2 [e_{\alpha} \times]^2}{2!} + \frac{\alpha^3 [e_{\alpha} \times]^3}{3!} + \frac{\alpha^4 [e_{\alpha} \times]^4}{4!} + \frac{\alpha^5 [e_{\alpha} \times]^5}{5!} + \cdots \]

\[ = I_3 + \alpha [e_{\alpha} \times] + \frac{\alpha^2 [e_{\alpha} \times]^2}{2!} - \frac{\alpha^3 [e_{\alpha} \times]^3}{3!} - \frac{\alpha^4 [e_{\alpha} \times]^4}{4!} + \frac{\alpha^5 [e_{\alpha} \times]^5}{5!} + \cdots \]  
\[(B.58)\]

From this expression we see how the terms inside the brackets are very similar to the power series expansions of the sine and cosine functions. Using (B.55) we can write the above as [6]:

\[ e^{\alpha \times} = I_3 + \sin \alpha [e_{\alpha} \times] + \frac{1 - \cos \alpha}{\alpha^2} [e_{\alpha} \times]^2, \]

\[(B.59)\]

which is known as Rodrigues’ rotation formula.

### B.3.3 Rodrigues’ Formula for Quaternions

Quaternions are used to represent the attitude of a vehicle and are introduced in Section 5.1. In contrast to vectors, quaternions have four components and the related "skew-symmetric" matrix is a $4 \times 4$ matrix

\[ [\sigma \wedge] = \begin{bmatrix} 0 & -\sigma_x & -\sigma_y & -\sigma_z \\ \sigma_x & 0 & \sigma_z & -\sigma_y \\ \sigma_y & -\sigma_z & 0 & \sigma_x \\ -\sigma_z & \sigma_y & -\sigma_x & 0 \end{bmatrix}, \]

\[(B.60)\]

where $\sigma = [\sigma_x, \sigma_y, \sigma_z]^T$ is a vector with magnitude and direction

\[ \sigma = |\sigma| = \sqrt{\sigma_x^2 + \sigma_y^2 + \sigma_z^2} \quad \text{and} \quad e_{\sigma} = \frac{\sigma}{|\sigma|} = \begin{bmatrix} e_{\sigma,1} \\ e_{\sigma,2} \\ e_{\sigma,3} \end{bmatrix}, \]

\[(B.61)\]

such that the above matrix can be written as

\[ [\sigma \wedge] = \sigma [e_{\sigma} \wedge] \quad \text{with} \quad [e_{\sigma} \wedge] = \begin{bmatrix} 0 & -e_{\sigma,1} & -e_{\sigma,2} & -e_{\sigma,3} \\ e_{\sigma,1} & 0 & e_{\sigma,3} & -e_{\sigma,2} \\ e_{\sigma,2} & -e_{\sigma,3} & 0 & e_{\sigma,1} \\ e_{\sigma,3} & e_{\sigma,2} & -e_{\sigma,1} & 0 \end{bmatrix}. \]

\[(B.62)\]

By exploiting that $e_{\sigma,1}^2 + e_{\sigma,2}^2 + e_{\sigma,3}^2 = 1$, it can be verified that
\[ [\mathbf{e}_\alpha \wedge]^2 = -\mathbf{I}_4 \]
\[ [\mathbf{e}_\alpha \wedge]^3 = [\mathbf{e}_\alpha \wedge]^2 \mathbf{e}_\alpha \wedge = -[\mathbf{e}_\alpha \wedge] \]
\[ [\mathbf{e}_\alpha \wedge]^4 = [\mathbf{e}_\alpha \wedge]^2 [\mathbf{e}_\alpha \wedge]^2 = \mathbf{I}_4 \]  \hspace{1cm} (B.63)
\[ [\mathbf{e}_\alpha \wedge]^5 = [\mathbf{e}_\alpha \wedge]^2 [\mathbf{e}_\alpha \wedge]^2 \mathbf{e}_\alpha \wedge = [\mathbf{e}_\alpha \wedge] \]
\[ [\mathbf{e}_\alpha \wedge]^6 = [\mathbf{e}_\alpha \wedge]^2 [\mathbf{e}_\alpha \wedge]^2 [\mathbf{e}_\alpha \wedge]^2 = -\mathbf{I}_4 \] etc.

which can be expressed in more general form as

\[ [\mathbf{e}_\alpha \wedge]^2k = (-1)^k \mathbf{I}_4 \quad \text{for} \quad k \geq 1 \]  \hspace{1cm} (B.64)

or with the magnitude included as

\[ [\mathbf{\sigma} \wedge]^2k = (-1)^k \sigma^{2k} \mathbf{I}_4 \quad \text{for} \quad k \geq 1 \]  \hspace{1cm} (B.65)

Now, following a development similar to that in the previous section, we have the power series

\[ e^{[\mathbf{\sigma} \wedge]} = \mathbf{I}_4 + \sum_{k=1}^{\infty} \frac{[\mathbf{\sigma} \wedge]^k}{k!} \]
\[ = \mathbf{I}_4 + [\mathbf{\sigma} \wedge] + \frac{[\mathbf{\sigma} \wedge]^2}{2!} + \frac{[\mathbf{\sigma} \wedge]^3}{3!} + \frac{[\mathbf{\sigma} \wedge]^4}{4!} + \frac{[\mathbf{\sigma} \wedge]^5}{5!} \cdots, \]  \hspace{1cm} (B.66)
\[ = \mathbf{I}_4 + \mathbf{\sigma} [\mathbf{e}_\sigma \wedge] - \sigma^2 \frac{\mathbf{I}_4}{2!} - \sigma^3 \frac{[\mathbf{e}_\sigma \wedge]}{3!} + \sigma^4 \frac{\mathbf{I}_4}{4!} + \sigma^5 \frac{[\mathbf{e}_\sigma \wedge]}{5!} \cdots, \]
\[ = \left(1 - \frac{\sigma^2}{2!} + \frac{\sigma^4}{4!} - \cdots\right) \mathbf{I}_4 + \left(\mathbf{\sigma} - \frac{\sigma^3}{3!} + \frac{\sigma^5}{5!} - \cdots\right) [\mathbf{e}_\sigma \wedge]. \]

Again, we can see the similarity with the power series for the sine and cosine functions (B.55), such that the above can be written as [10, Eq. E.38]:

\[ e^{[\mathbf{\sigma} \wedge]} = \cos \sigma \mathbf{I}_4 + \sin \sigma [\mathbf{e}_\sigma \wedge] \]
\[ = \cos \sigma \mathbf{I}_4 + \frac{\sin \sigma}{\sigma} [\mathbf{\sigma} \wedge], \]  \hspace{1cm} (B.67)

B.3.4 Logarithm of Rotation Matrix

The previous sections were concerned with expressions for the exponential of skew-symmetric matrices. This section is devoted to the inverse, namely finding the logarithm of a rotation matrix. Our starting point is therefore the rotation matrix

\[ \mathbf{R} = e^{[\mathbf{\alpha} \times]} = e^{\alpha [\mathbf{e}_\alpha \times]}, \]  \hspace{1cm} (B.68)

that rotates about the axis \( \mathbf{e}_\alpha \) by an angle \( \alpha = |\alpha| \), and our objective is to form an expression for \( [\mathbf{\alpha} \times] \). Repeating Rodrigues’ formula from (B.59), we have that
\[ \mathbf{R} = \mathbf{I}_3 + \sin \alpha [\mathbf{e}_\alpha \times] + (1 - \cos \alpha) [\mathbf{e}_\alpha \times]^2, \]  
(B.69)

from which we have that

\[ \text{Tr} [\mathbf{R}] = 3 + (1 - \cos \alpha) \text{Tr} [\mathbf{e}_\alpha \times]^2, \]  
(B.70)

noticing that the trace of a skew-symmetric matrix is zero. From (B.46) we have that

\[ \text{Tr} [\mathbf{e}_\alpha \times]^2 = -2 \mathbf{e}_{\alpha,2}^2 - \mathbf{e}_{\alpha,3}^2 - \mathbf{e}_{\alpha,1}^2 - \mathbf{e}_{\alpha,3}^2 - \mathbf{e}_{\alpha,1}^2 - \mathbf{e}_{\alpha,2}^2 = -2, \]  
(B.71)

such that the above can be written as

\[ \text{Tr} [\mathbf{R}] = 1 + 2 \cos \alpha \iff \alpha = \cos^{-1} \left( \frac{\text{Tr} [\mathbf{R}] - 1}{2} \right). \]  
(B.72)

Returning again to Rodrigues’ formula, we can exploit that \( \mathbf{I} \) and \([\mathbf{e}_\alpha \times]^2\) are symmetric in order to form the expression

\[ \mathbf{R}^\top = \mathbf{I}_3 + \sin \alpha [\mathbf{e}_\alpha \times]^\top + (1 - \cos \alpha) [\mathbf{e}_\alpha \times]^2, \]  
(B.73)

which can be subtracted to yield

\[ \mathbf{R} - \mathbf{R}^\top = \sin \alpha \left( [\mathbf{e}_\alpha \times] - [\mathbf{e}_\alpha \times]^\top \right). \]  
(B.74)

By inspection of (B.42) it can be confirmed that \([\mathbf{e}_\alpha \times] - [\mathbf{e}_\alpha \times]^\top = 2 [\mathbf{e}_\alpha \times]\), such that we can arrive at the desired expression [7]:

\[
\begin{bmatrix}
[\mathbf{e}_\alpha \times] \\
[\alpha \times]
\end{bmatrix} = \frac{1}{\sin \alpha} \begin{bmatrix}
\mathbf{R} - \mathbf{R}^\top \\
2
\end{bmatrix} \quad (B.75)
\]

In the case that \( \alpha = 0 \) or \( \alpha = \pi \), we are dividing by zero since \( \sin \alpha = 0 \). In the first case we have that

\[ \mathbf{R} = \mathbf{I} \quad \text{and} \quad [\alpha \times] = 0. \]  
(B.76)

In the second case, we can exploit that \( \sin \alpha = 0 \) and \( \cos \alpha = -1 \) in Rodrigues’ formula, to arrive at

\[ [\alpha \times] = \frac{\alpha}{\sin \alpha} \begin{bmatrix}
\mathbf{R} - \mathbf{I} \\
2
\end{bmatrix}. \]  
(B.77)
C Navigation Equations and Error Dynamics Equations

C.1 Navigation Equations

Navigation using an inertial navigation system is fundamentally based on the integration of inertially sensed acceleration with respect to time. Mathematically, this means solving the second-order differential equation presented in (4.3):

$$\ddot{r}^i = f^i + \bar{g}^i,$$

(C.1)

for the position, $r^i$. Here $f^i$ is the specific force sensed by the accelerometers and $\bar{g}^i$ the acceleration due to gravitational attraction. This set of second order differential equations can be transformed into a set of coupled first order differential equations as

$$\dot{r}^i = v^i$$

$$\dot{v}^i = f^i + \bar{g}^i,$$

(C.2)

noticing that both $r$ and $v$ are vectors, meaning that they each have three components. In these equations, the components are specified with respect to an inertial reference frame. In general however, ignoring modelling or numerical errors, any choice of representation is essentially equivalent, since they are based on the same dynamic laws of motion. One simply has to take into account that any other reference frame may be rotating with respect to inertial space. It is therefore desirable to have similar analytical expressions in other relevant coordinate frames. Independent of the choice of reference frame, these equations are known as the navigation equations.

The above expression can be transformed into any arbitrary reference frame, $a$, by applying a coordinate transformation, $C^a_i$, as

$$C^a_i \ddot{r}^i = C^a_i f^i + C^a_i \bar{g}^i = f^a + \bar{g}^a.$$

(C.3)

where $a$ will, in general, be rotating with respect to the inertial frame. Such rotational effects will introduce fictitious forces in the navigation equations, depending on the choice of reference frame. Using (A.19), the above expression becomes

$$\ddot{r}^a = -2\Omega_{ia}^s \dot{r}^a - \left( \dot{\Omega}_{ia}^s + \Omega_{ia}^s \Omega_{ia}^s \right) r^a + f^a + \bar{g}^a.$$

(C.4)

Although the choice of reference frame is generally a matter of convenience, the three components of specific force are always observed in the sensor frame ($s$-frame), which may be the body frame for a strapdown mechanisation or navigation frame for local-level gimbaled systems. In the above, we therefore have that

$$f^a = C^a_s f^s,$$

(C.5)

where $C^a_s$ is the transformation from the $s$-frame to the $a$-frame. The transformation matrix is obtained through the integration of the angular rates $\omega_{ia}^s$. The angular rates observed by the gyroscopes, $\omega_{ia}^s$, are again bound to the sensor frame and will always be with respect to inertial space. The observations are thus related to the desired quantity as

$$\omega_{ia}^s = \omega_{ia}^s + \omega_{ia}^s - \omega_{ia}^s = \omega_{ia}^s - C_a \omega_{ia}^s,$$

(C.6)

and can be expressed in differential form, using eq. (A.15), as
\[ \dot{C}_s = C_s^a \Omega_{as} \quad \text{with} \quad \Omega_{as} = [\omega_{as} \times] . \quad (C.7) \]

To summarize, we therefore have the general set of coupled first-order differential equations:

\[ \begin{align*}
\dot{r}^a &= v^a \\
\dot{v}^a &= C_s^a f^a - 2\Omega_{ia}^a v^a - \left( \dot{\Omega}_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a \right) r^a + \bar{g}^a \\
\dot{C}_s^a &= C_s^a \Omega_{as}^a ,
\end{align*} \quad (C.8) \]

where \( f^a \) is the observed specific force. The terms \( 2\Omega_{ia}^a v^a \) and \( \left( \dot{\Omega}_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a \right) r^a \) are fictitious forces that are functions of the vehicles position, velocity and rotation rate of the Earth. The gravitation term, \( \bar{g}^a \), is usually computed from a gravity model as described in appendix E.1 and the skew symmetric matrix, \( \Omega_{as}^a \), is formed from the observed angular rates using (C.6).

Most often, a gravity model is used instead of a gravitational model. The difference is that the gravity model includes the fictitious centripetal force, which is present in rotating reference frames. The two quantities are related as

\[ g \equiv \bar{g} - \Omega_{ie} \Omega_{ie} r , \quad (C.9) \]

where \( g \) is the gravity vector, \( \bar{g} \) the gravitational vector and \( \Omega_{ie} \) is the skew symmetric form of the inertially referenced angular velocity of the Earth. From (C.8) it is clear that this term appears in the general form of the navigation equations. This term will therefore often be consumed by the gravity term, as will become apparent shortly.

### C.1.1 The Inertial Reference Frame

In order to obtain an expression for the navigation equations with respect to the \( i \)-frame, we set \( a = i \) in (C.8). By doing this, all the fictitious force terms will vanish and we are left with the equations

\[ \begin{align*}
\dot{r}^i &= v^i \\
\dot{v}^i &= C_s^i f^i + \bar{g}^i \\
\dot{C}_s^i &= C_s^i \Omega_{is}^i ,
\end{align*} \quad (C.10) \]

where the skew-symmetric matrix, \( \Omega_{is}^i \), is formed directly from the observed angular rates. This is the simplest form of the navigation equations, but is not commonly used for applications close to the surface of the Earth. If one uses a gravity model in order to account for the gravity field, one must first correct this model for the centripetal acceleration using (C.9).

### C.1.2 The Terrestrial Reference Frame

In order to obtain the navigation equations in the terrestrial reference frame, we set \( e = a \) in (C.8) to obtain the expression
\[ \dot{r}^e = v^e \]
\[ \dot{v}^e = C_s^e f^s - 2 \Omega_{ic}^e v^e + g^e \]
\[ \dot{C}_s^e = C_s^e \Omega_{es}^e , \] (C.11)

where we have assumed that the rotational motion of the Earth is constant, i.e. \( \dot{\Omega}_{ic}^e = 0 \), and made the substitution

\[ g^e = \bar{g}^e - \Omega_{ic}^e \Omega_{ie}^e r^e , \] (C.12)

for the gravity vector. In this case we must consider the fact that our reference frame is rotating. This rotation is observed by the inertial sensors, but in order to navigate with respect to the rotating frame, we must correct our observations for the rotational effects of the reference frame. In terms of acceleration, the Earth rotation results in a centrifugal force, which is consumed by the gravity model, and a Coriolis term, \( 2 \Omega_{ie}^e v^e \), which is velocity dependent. In terms of angular rate, the gyroscopes will directly observe the Earth rotation, \( \omega_{ie}^e \), which can be corrected for as

\[ \omega_{es}^s = \omega_{is}^s - C_e^s \omega_{ie}^e . \] (C.13)

### C.1.3 The Navigation Frame

When dealing with the navigation frame, we define a velocity \( v^n \) relative to the surface of the Earth. Such a velocity is therefore referenced to the \( e \)-frame as

\[ v^n = C_n^e v^e , \] (C.14)

where \( v^n = (v_N, v_E, v_D) \). Note that from this definition \( v^n \neq \dot{i}^n \). Since the \( n \)-frame is fixed to the moving vehicle, the vehicle does not move in the \( n \)-frame. The desired velocity is therefore referenced to the \( e \)-frame, but decomposed in terms of the \( n \)-frame axes. We therefore need to transform the differential equation for velocity from the previous section, using the above relation. For the LHS we apply the transformation \( C_n^e \) and use the expressions \( v^e = C_n^e v^n \) from (C.14) and \( C_n^e = C_n^e \Omega_{en}^n \) from (A.15), such that

\[ C_n^e \dot{v}^e = C_n^e \frac{d}{dt} (C_n^e v^n) = C_n^e \left( \dot{C}_n^e v^n + C_n^e \dot{v}^n \right) \]
\[ = C_n^e \left( C_n^e \Omega_{en}^n v^n + C_n^e \dot{v}^n \right) = C_n^e C_n^e \Omega_{en}^n v^n + \dot{v}^n \] (C.15)

Similarly, applying the transformation, \( C_n^e \), and using again the relation \( v^e = C_n^e v^n \) together with \( \Omega_{ic}^e = C_n^e \Omega_{ie}^e C_n^e \) from (5.5), we have that

\[ C_n^e C_s^e f^s + 2 C_n^e \Omega_{ic}^e v^e + C_n^e g^e = C_n^e f^s + 2 C_n^e \Omega_{ic}^e C_n^e v^n + g^n \]
\[ = C_n^e f^s + 2 C_n^e \left( C_n^e \Omega_{ic}^e C_n^e \right) C_n^e v^n + g^n \] (C.16)

Equating the two expressions and rearranging, we obtain

\[ \dot{v}^n = C_n^e f^s - (2 \Omega_{ic}^n + \Omega_{en}^n) v^n + g^n , \] (C.17)
from which we can form the coupled system of differential equations:

\[
\begin{align*}
\dot{r}^e &= C_n^e v^n \\
\dot{v}^n &= C_s^n f^s - (2\Omega_{ie}^n + \Omega_{en}^n) v^n + g^n \\
\dot{C}_s^n &= C_s^n \Omega_{ns}^n,
\end{align*}
\] (C.18)

governing the dynamics of our system. Again, the fictitious terms due to Earth rotation appears. However, in this frame we must also account for the fact that the reference frame must be rotated as we move across the surface of the Earth, in order to keep the axes aligned along the north, east and down directions. This results in the term \(\Omega_{en}^n v^n\), known as the transport-rate term. Also the angular rates must be corrected for Earth rotation and transport rate as

\[
\omega_{ns}^s = \omega_{ne}^s + \omega_{es}^s = \omega_{is}^s - C_s^n (\omega_{en}^n + C_s^n \omega_{ie}^e) .
\] (C.19)

Most often, the position is expressed in terms of geodetic coordinates

\[
p = \begin{bmatrix} \phi \\ \lambda \\ h \end{bmatrix},
\] (C.20)

where \(\phi\) is latitude, \(\lambda\) is longitude and \(h\) is the ellipsoidal height. Using the multivariable chain rule, we have that

\[
\dot{r} = \frac{dr}{dt} = \frac{dr}{d\phi} \frac{d\phi}{dt} + \frac{dr}{d\lambda} \frac{d\lambda}{dt} + \frac{dr}{dh} \frac{dh}{dt} = \dot{\phi} \frac{dr}{d\phi} + \dot{\lambda} \frac{dr}{d\lambda} + \dot{h} \frac{dr}{dh},
\] (C.21)

where from (2.12):

\[
\begin{align*}
\dot{r}^e &= \begin{pmatrix} (R_E + h) \cos \phi \cos \lambda \\ (R_E + h) \cos \phi \sin \lambda \\ (R_E (1 - e^2) + h) \sin \phi \end{pmatrix},
\end{align*}
\] (C.22)

such that

\[
\dot{r} = \begin{bmatrix} -\dot{\phi} (R_N + h) \sin \phi \cos \lambda - \dot{\lambda} (R_E + h) \cos \phi \sin \lambda + \dot{h} \cos \phi \cos \lambda \\ -\dot{\phi} (R_N + h) \sin \phi \sin \lambda + \dot{\lambda} (R_E + h) \cos \phi \cos \lambda + \dot{h} \cos \phi \sin \lambda \\ \phi (R_N + h) \cos \phi + \dot{h} \sin \phi \end{bmatrix} .
\] (C.23)

Here, the expressions (2.9) and (2.10) were exploited to arrive at

\[
\begin{align*}
\frac{d}{d\phi} ((R_E + h) \cos \phi) &= -(R_N + h) \sin \phi \quad \text{and} \\
\frac{d}{d\phi} ((R_E (1 - e^2) + h) \sin \phi) &= (R_N + h) \cos \phi .
\end{align*}
\] (C.24)
Using the expression for $v^e$ in (C.23) and the transformation matrix in (A.23) we have that

$$v^n = C^n_e v^e = \begin{bmatrix} v_N \\ v_E \\ v_D \end{bmatrix} = \begin{bmatrix} \dot{\phi}(R_N + h) \\ \dot{\lambda}(R_E + h) \cos \phi \\ -\dot{h} \end{bmatrix},$$

(C.25)

where $v_N$, $v_E$ and $v_D$ are the north, east and down components of velocity, representing the components of the $n$-frame. Here, $R_N$ is the radius of curvature of the meridian (north direction) and $R_E$ is the radius of curvature of the prime vertical (east direction), see Section 2.2.2. Rearranging the above, we have that

$$\dot{\mathbf{p}} = \begin{bmatrix} \dot{\phi} \\ \dot{\lambda} \\ \dot{h} \end{bmatrix} = \begin{bmatrix} v_N/(R_N + h) \\ v_E/(R_E + h) \cos \phi \\ -v_D \end{bmatrix},$$

(C.26)

which replaces $\mathbf{r}^e = C^n_e v^n$ in (C.18).

C.1.4 The Wander-Azimuth Frame

The wander-azimuth reference frame is closely related to the navigation frame. The $z$-axes are coincidental, while the $x$- and $y$-axes are rotated about the $z$-axis by a wander angle, $\psi_{nw}$, that varies with position. In general, the wander angle is initialised at zero, at the start of navigation. The wander angle is the azimuthal or heading angle from the $n$-frame to the wander-azimuth frame, such that

$$C^w_n = \begin{bmatrix} \cos \psi_{nw} & \sin \psi_{nw} & 0 \\ -\sin \psi_{nw} & \cos \psi_{nw} & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and}$$

$$C^w_e = C^w_n C^n_e = \begin{bmatrix} \cos \psi_{nw} & \sin \psi_{nw} & 0 \\ -\sin \psi_{nw} & \cos \psi_{nw} & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

where (A.23) was introduced. The navigation equations for the $w$-frame are therefore similar to those of the $n$-frame. From (C.18) we have that

$$\mathbf{r}^e = C^w \mathbf{r}^w$$

$$\dot{\mathbf{v}}^w = C^w \dot{\mathbf{v}}^s - (2C^w C^e \Omega^w_{sw} C^e + \Omega^w_{sw}) \mathbf{v}^w + \mathbf{g}^w$$

(C.28)

indicating that we have to form two transformation operators, $C^w_s$ and $C^w_e$. The latter is governed by the differential equation

$$\dot{C^w_e} = C^w_e \Omega^w_{ew},$$

(C.29)

where the rotational rate, $\omega^w_{ew}$, is related to the wander angle, $\psi_{nw}$, as
\[ \omega_{ew}^w = C_n^w \omega_{en}^n = C_n^w (\omega_{en}^n + \omega_{ew}^n) = C_n^w \left( \begin{bmatrix} v_e / (R_E + h) \\ -v_N / (R_N + h) \\ -v_e \tan \phi / (R_E + h) \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ \dot{\psi}_{nw} \end{bmatrix} \right). \] (C.30)

The term \( \omega_{en}^n \) is the transport-rate and represents the amount we need to rotate the frame, in order to keep the axes along its north, east and down directions, as we move across the surface of the Earth. As we see above, the term

\[ \omega_{en,D}^n = -v_e \tan \phi / (R_E + h), \] (C.31)

becomes very large and eventually infinite as we approach the pole, i.e. when \( \phi \approx \pm 90^\circ \). The purpose of the wander-azimuth mechanisation is to avoid these singularities, by forcing the turn rate about the vertical axis to be zero as

\[ \dot{\psi}_{nw} = v_e / (R_E + h) \tan \phi. \] (C.33)

However, we are not interested in solving this equation for the wander angle. Instead, we intent to solve the differential equation for the transformation operator, \( C_{ew}^w \), directly. Therefore, we must form the skew-symmetric matrix \( \Omega_{ew}^w = [\omega_{ew}^w \times ] \). In order to do this, we must compute the rotational rate, \( \omega_{ew}^w \), which can be written in terms of the wander-referenced velocity, \( v^w \), as
where we have that \( R \) is the semi-major axis of the ellipsoid and \( e \) is the first eccentricity. The parameter \( e' = 1/(1 - e^2) \) is the second eccentricity of the ellipsoid. When we are close to the poles, we have that \( R_N = R_E = a/\sqrt{1 - e^2} \), such that the above may be approximated as

\[
\omega_{ew} \approx \left( \frac{a}{\sqrt{1 - e^2}} + h \right)^{-1} \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} v^w.
\]

Now, the latitude, longitude and wander angle, can be derived from the transformation matrix, \( C^w_e \), as

\[
\phi = -\arcsin(C^w_{c3,3})
\]

\[
\lambda = \arctan_2 \left( -C^w_{c3,2}, -C^w_{c3,1} \right)
\]

\[
\psi_{nw} = \arctan_2 \left( -C^w_{e2,3}, -C^w_{e2,1} \right)
\]

noting that the longitude and wander angle become undefined at the poles and may therefore become subject to significant computational rounding errors in these areas [10, Sec. 5.4.5]. Therefore, we do not need to solve explicitly for the latitude and longitude in the navigation equations, which then reduces to

\[
\omega_{ew}^w = C_{ew}^w \begin{bmatrix} \omega_{ew,N}^w \\ \omega_{ew,E}^n \end{bmatrix} = C_{ew}^w \begin{bmatrix} v_c / (R_E + h) \\ -v_N / (R_N + h) \end{bmatrix} = C_{ew}^w \begin{bmatrix} -1 / (R_N + h) \\ 0 \end{bmatrix} v^n
\]

\[
= C_{ew}^w \begin{bmatrix} 0 & 1 / (R_E + h) \\ 0 & 0 \end{bmatrix} C^n_w v^w
\]

\[
= \frac{1}{(R_N + h)(R_E + h)} \begin{bmatrix} \cos \psi_{nw} \sin \psi_{nw} - \cos \psi_{nw} \sin \psi_{nw} \\ -\cos^2 \psi_{nw} - \sin^2 \psi_{nw} \end{bmatrix} \begin{bmatrix} \cos^2 \psi_{nw} + \frac{\sin^2 \psi_{nw}}{R_N + h} \\ -\frac{\cos \psi_{nw} \sin \psi_{nw}}{R_N + h} \end{bmatrix} \begin{bmatrix} 0 \\ 0 \end{bmatrix} v^w
\]

\[
= \frac{1}{(R_N + h)(R_E + h)} \begin{bmatrix} e'^2 R_N C_{c1,2}^w C_{c2,3}^w \\ -R_N \left( 1 + \left( e' C_{c1,3}^w \right)^2 \right) \end{bmatrix} + h \begin{bmatrix} 0 \\ 0 \end{bmatrix} v^w.
\]
\[ \dot{h} = -v_D^w \]
\[ \dot{v}^w = C^w_s \Omega^s_{bw} + (2C^w_c \Omega^c_{bw} + \Omega^w_{bw}) v^w + g^w \]  
\[ \dot{C}^w_s = C^w_s \Omega^s_{ws} \]
\[ \dot{C}^w_e = C^w_e \Omega^e_{bw} . \]  

\[ (C.38) \]

In order to solve for the transformation matrix, \( C^w_s \), we need to form the angular rate vector, \( \omega^s_{ws} \), as
\[ \omega^s_{ws} = \omega^s_{we} + \omega^s_{ei} + \omega^s_{is} = \omega^s_{is} - \omega^s_{ew} - \omega^s_{ie} \]
\[ = \omega^s_{is} - C^s_w (\omega^w_{ew} + \omega^w_{ie}) \]
\[ = \omega^s_{is} - C^s_w (\omega^w_{ew} + C^w_e \omega^e_{ie}) , \]  

where \( \omega^w_{ew} \) is formed using (C.34).

### C.2 Implementation of the Navigation Equations

In this section, it will be discussed how the navigation equations can be implemented. It should be noted that there is no unique way of doing this and as will become apparent, such an implementation also depends on the desired complexity, precision and computational power. Only an implementation in the navigation frame, i.e. an implementation of the system in (5.61), will be considered here. For other implementations, the reader is referred to [10, Sec. 5]. Additionally, only the strapdown configuration is considered, meaning that observations are obtained directly in the \( b \)-frame of the vehicle, i.e. \( s = b \). In this case, the system of equations become:

\[ \dot{\phi} = v_N / (R_N + h) \]  
\[ \dot{\lambda} = v_E / (R_E + h) \cos \phi \]  
\[ \dot{h} = -v_D \]  
\[ \dot{v}^n = C^b_n \Omega^b_{bn} - (2\Omega^i_{en} + \Omega^e_{en}) v^n + g^n \]  
\[ \dot{C}^n_b = C^n_b \Omega^b_{nb} , \]  

where the geodetic coordinates are utilized and
\[ \omega^b_{nb} = \omega^b_{ne} + \omega^b_{ei} + \omega^b_{ib} = \omega^b_{ib} - C^b_n (\omega^e_{en} + C^n_e \omega^e_{ie}) . \]  

Here \( C^n_e \) may be computed from the position using (A.23) and \( \omega^e_{ie} = (0, 0, \omega^e_{ie}) \) such that
\[ \omega^n_{ie} = \omega_{ie} \begin{bmatrix} \cos \phi \\ 0 \\ -\sin \phi \end{bmatrix} . \]  

The transport rate, \( \omega^e_{en} \), may be computed from a combination of (A.24) and (5.64) as
\[ \omega^e_{en} = \begin{bmatrix} v_E / (R_E + h) \\ -v_N / (R_N + h) \\ -v_E \tan \phi / (R_E + h) \end{bmatrix} . \]  

\[ (C.43) \]
The skew-symmetric form of the angular rate is formed using (A.8) and the gravity component is computed from a (normal) gravity model as described in Appendix E.1. If one desires to express the attitude in terms of a quaternion (C.40e) may be replaced by (A.37):

\[
\dot{q}_n^b = \frac{1}{2} A^b q_n^b \quad \text{with} \quad A^b = \begin{bmatrix}
0 & -\omega_{nb,x}^b & -\omega_{nb,y}^b & -\omega_{nb,z}^b \\
\omega_{nb,x}^b & 0 & -\omega_{nb,y}^b & -\omega_{nb,z}^b \\
\omega_{nb,y}^b & \omega_{nb,z}^b & 0 & -\omega_{nb,x}^b \\
\omega_{nb,z}^b & \omega_{nb,y}^b & \omega_{nb,x}^b & 0
\end{bmatrix}.
\]

(C.44)

In the implementation, the set of differential equations are solved iteratively at the end of each sampling or measurement interval. At each iteration step, the differential equations are usually solved sequentially as

1. **Step 1: Attitude Update**
   Compute the transformation matrix, \( C_n^b \), or rotation quaternion, \( q_n^b \), using the measured angular rates, \( \omega_{ib}^b \),

2. **Step 2: Specific Force Transformation**
   Transform the observed specific force, \( f_b \), into an \( n \)-frame representation, \( f_n \),

3. **Step 3: Velocity Update**
   Correct the specific force, \( f_n \), for the Coriolis and transport-rate terms, \( (2\Omega_n^b + \Omega_{en}^n) v_n \), along with the gravity acceleration, \( g_n \), in order to obtain the vehicle acceleration, \( \dot{a}_n \).
   Integrate the vehicle acceleration, \( \dot{v}_n \), over the sampling interval, in order to obtain the velocity, \( v_n \), and

4. **Step 4: Position Update**
   Integrate the velocity, \( v_n \), over the sampling interval in order to obtain the position, \( p \).

Each of these steps can be performed more or less accurate depending on approximations and the degree of truncations, along with the solution strategy or integration method. Since the equations are coupled, increased precision may also be obtained through several iterations. In the following, each of these four steps will be discussed and different solution strategies will be presented. This is followed by a discussion concerning precision and computational cost, which should both be considered when choosing an implementation strategy.

The observations, \( f_b \) and \( \omega_{ib}^b \), at some epoch, \( k \), are associated with a time stamp, \( t_k \). It will be assumed that \( t_k \) refers to the end of the measurement interval, such that the observations represent average values over the interval \( \delta t = t_k - t_{k-1} \), from the previous to the current time stamp. The interval, \( \delta t \), represents the interval over which we want to update our navigation solution. In order to distinguish between quantities at the beginning and the end of the update interval, values at the beginning of the interval, i.e. \( t_{k-1} \), will be denoted by \((-)\) and values at the end of the interval, i.e. \( t_k \), will be denoted by \((+)\). The values

\[
p(-), \quad v^n(-), \quad C_n^b(-) \quad \text{or} \quad q_n^b(-)
\]

therefore represent the position, velocity and attitude from the previous iteration (or initial values). These are also the variables that need to be updated for each iteration.
C.2.1 Step 1: Attitude Update

In order to determine the transformation operator (and therefore the attitude), we first need to correct the gyro measurements, $\omega^b_i$, for the Earth’s rotation, $\omega^b_{ie}$, and the transport rate, $\omega^b_{en}$. However, this expression unfortunately involves the transformation, $C^b_n = (C^b_n)^T$, that is to be determined. As a first approximation, we can assume that all terms are constant over the update interval:

$$\omega^b_{nb} \approx \omega^b_{ib} - C^b_n (-) ^T (\omega^n_{ie} (-) + \omega^n_{en} (-)),$$

where we have used the transformation matrix $C^b_n$ from the previous epoch and computed the terms $\omega^n_{ie}$ and $\omega^n_{en}$ using the position and velocity from the previous epoch. In high-precision, high-dynamic applications, the variation of the transport-rate term over the update interval may be significant. In such situations, it may be necessary to perform a two-step recursive method in order to properly account for the variation in the transport rate during the update interval as

$$\omega^b_{nb} \approx \omega^b_{ib} - C^b_n (-) ^T \left[ \omega^n_{ie} (-) + \frac{1}{2} \omega^n_{en} (-) + \frac{1}{2} \omega^n_{en} (+) \right],$$

where $C^b_n$ is an average transformation operator, which will be further discussed in the next section. Having corrected the measured angular rates, we can solve the differential equation governing the attitude in terms of either (C.40e) or (C.44). Both of these differential equations are homogeneous, indicating that their solution can be expressed in terms of a transition matrix, $\Phi (t, t_0)$, using (B.14) as

$$x (+) = \Phi (+, -) x (-),$$

where $x$ corresponds to the terms $C^b_n$ or $q^b_n$. If we assume that the rotational rate, $\omega^b_{nb}$, is constant during the update interval, $\delta t$, it can be written on the form (B.27). The solution to the differential equations (C.40e) and (C.44) then becomes

$$C^b_n (+) = C^b_n (-) e^{\Omega^b_{n,b} \delta t} \quad \text{and} \quad q^b_n (+) = e^{A^b \delta t / 2} q^b_n (-).$$

These equations allow us to update the attitude from the beginning of the measurement interval, $t_{k-1}$, to the end of the measurement interval, $t_k$, under the assumption that $\omega^b_{nb}$ is constant during this interval.

Solving for the Direction Cosine Matrix

As previously mentioned, we start by correcting the measured angular rates for Earth rotation and transport rate, forming the skew-symmetric matrix

$$\Omega^b_{nb} = \left[ \omega^b_{nb} \times \right] = \left[ \left[ \omega^b_i - C^b_n (-) (\omega^n_{ie} (-) + \omega^n_{en} (-)) \right] \times \right]$$

$$= \Omega^b_{ib} - C^b_n (-) \left[ \Omega^n_{ie} (-) + \Omega^n_{en} (-) \right] C^b_n (-),$$

where $C^b_n (-)$ is the attitude at the previous epoch and $\Omega^b_{ie} (-)$ and $\Omega^b_{en} (-)$ are computed using the position and velocity at the previous epoch. Then, assuming that the rotational rate is constant during the update interval, we can compute the angle increment, $\alpha^b_{nb}$, as
\[ \alpha_{nb}^b = \omega_{nb}^b \delta t \quad \text{with} \quad [\alpha_{nb}^b \times] = \Omega_{nb}^b \delta t, \]  
(C.50)

from which we want to form the transition matrix according to (C.48a) as

\[ \Phi (+, -) = e^{[\alpha_{nb}^b \times]}, \]  
(C.51)

that allows us to transition from the previous attitude, \( C_{n}^b (-) \), to the current attitude, \( C_{n}^b (+) \). In forming the transition matrix, we can use the power series expansion from (B.23):

\[ e^{[\alpha_{nb}^b \times]} = I + \sum_{k=1}^{\infty} \frac{[\alpha_{nb}^b \times]^k}{k!} = I + [\alpha_{nb}^b \times] + \frac{[\alpha_{nb}^b \times]^2}{2!} + \frac{[\alpha_{nb}^b \times]^3}{3!} + \cdots, \]  
(C.52)

and then truncate the series at some order, depending on the desired precision. By truncating the series after the first two terms, we obtain the first-order scheme

\[ C_{n}^b (+) = C_{n}^b (-) \left( I + [\alpha_{nb}^b \times] \right) = C_{n}^b (-) \left( I + \Omega_{nb}^b \delta t \right). \]  
(C.53)

As shown in Appendix B.3.2, the transition matrix can also be expressed on a closed form known as Rodrigues' formula from (B.59):

\[ e^{[\alpha_{nb}^b \times]} = I + a_s [\alpha_{nb}^b \times] + a_c [\alpha_{nb}^b \times]^2, \]  
(C.54)

where the coefficients, \( a_s \) and \( a_c \), can be computed using trigonometric functions as

\[ a_s = \sin \left| \frac{\alpha_{nb}^b}{|\alpha_{nb}^b|} \right| \quad \text{and} \quad a_c = \frac{1 - \cos \left| \frac{\alpha_{nb}^b}{|\alpha_{nb}^b|} \right|}{|\alpha_{nb}^b|^2}, \]  
(C.55)

which may be computationally expensive. Moreover, in order to avoid division by zero, this formula should be replaced by an approximate version whenever \( |\alpha_{nb}^b| \) is very small. A series expansion of the coefficients is given in (B.58), which could for example be truncated at fourth order to yield

\[ a_s = 1 - \frac{|\alpha_{nb}^b|^2}{6} \quad \text{and} \quad a_c = \frac{1}{2} - \frac{|\alpha_{nb}^b|^2}{24}. \]  
(C.56)

As we iterate through the observations, the transformation matrix might drift away from being orthonormal. It is therefore necessary to re-orthonormalise the transformation matrix at regular intervals. This procedure is described in Section C.2.6.

Solving for the Quaternion Attitude

The approach for updating the quaternion attitude is almost identical to the approach when using a direction cosine attitude. First the angle increment, \( \alpha_{nb}^b \), is formed using (C.49) and (C.50), which is then used to form the transition matrix from (C.48b) as

\[ \Phi (+, -) \approx e^{\frac{1}{2} \Omega^b \delta t}, \]  
(C.57)

under the assumption that \( \omega_{nb}^b \) is constant during the update interval. The exponent matrix is as
where \( \alpha_{nb}^b \) is again the angle increment. The transition matrix can be formed using a series expansion from (B.66):  
\[
\exp \left[ \frac{1}{2} \hat{\alpha}_{nb}^b \right] = a_c \mathbf{I}_4 + a_s \left[ \alpha_{nb}^b \right],
\]
where the coefficients can be computed exactly using Rodrigues’ formula from (B.67):  
\[
a_c = \cos \left( \frac{\left| \alpha_{nb}^b \right|}{2} \right) \quad \text{and} \quad a_s = \frac{\sin \left( \frac{\left| \alpha_{nb}^b \right|}{2} \right)}{\left| \alpha_{nb}^b \right|},
\]
or using a series expansion from (B.66) to e.g. fourth order:  
\[
a_c \approx 1 - \frac{\left| \alpha_{nb}^b \right|^2}{8} + \frac{\left| \alpha_{nb}^b \right|^4}{384} \quad \text{and} \quad a_s \approx \frac{1}{2} \frac{\left| \alpha_{nb}^b \right|^2}{48},
\]
which is particularly relevant for the sine term, \( a_s \), since we want to avoid division by very small values of \( \left| \alpha_{nb}^b \right| \). Again, it will be necessary to re-orthonormalise the quaternion attitude at regular intervals. This procedure is described in Section C.2.6.

Finally, it is possible to write the transition (C.48b) in terms of a Hamilton product as was also shown in Appendix A.2.4:

\[
\mathbf{q}^b_n = \left( a_c \mathbf{I}_4 + a_s \left[ \alpha_{nb}^b \right] \right) \mathbf{q}^b_n (-)
\]

\[
\begin{bmatrix}
    a_c & -a_s \alpha_{nb,x}^b & -a_s \alpha_{nb,y}^b & -a_s \alpha_{nb,z}^b \\
    -a_s \alpha_{nb,x}^b & a_c & a_s \alpha_{nb,z}^b & -a_s \alpha_{nb,y}^b \\
    -a_s \alpha_{nb,y}^b & -a_s \alpha_{nb,z}^b & a_c & a_s \alpha_{nb,x}^b \\
    -a_s \alpha_{nb,z}^b & a_s \alpha_{nb,y}^b & -a_s \alpha_{nb,x}^b & a_c \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a & b & c & d \\
    a & b & c & d \\
    a & b & c & d \\
    a & b & c & d \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a_c \\
    a_s \alpha_{nb,x}^b \\
    a_s \alpha_{nb,y}^b \\
    a_s \alpha_{nb,z}^b \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a_c \\
    a_s \alpha_{nb,x}^b \\
    a_s \alpha_{nb,y}^b \\
    a_s \alpha_{nb,z}^b \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a & b & c & d \\
    a & b & c & d \\
    a & b & c & d \\
    a & b & c & d \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
    a_c \\
    a_s \alpha_{nb,x}^b \\
    a_s \alpha_{nb,y}^b \\
    a_s \alpha_{nb,z}^b \\
\end{bmatrix}
\]

C.2.2 Step 2: Specific Force Transformation

Having determined the direction cosine matrix, \( \mathbf{C}^n_b \), or similarly the quaternion attitude, \( \mathbf{q}^n_b \), we can perform the transformation of the sensed specific force, \( \mathbf{f}^b \), into a representation in the \( n \)-frame. However, as mentioned previously, the observations represent average values over a measurement time interval, \( \delta t \). In order to transform the observations from the \( b \)-frame to the \( n \)-frame, we need to similarly construct a transformation operator that reflects the “average” direction during the measurement interval.

For this step, only the formation of an average operator in the form of a direction cosine matrix, \( \bar{\mathbf{C}}^n_b \), will be considered. If a quaternion attitude implementation is used, it may
therefore be necessary to form the corresponding direction cosine attitude matrix using the transpose of (5.51) as
\[
C^b_n (-) = \begin{bmatrix}
(a^2 + b^2 - c^2 - d^2) & 2(bc - ad) & 2(bd + ac) \\
2(bc + ad) & (a^2 - b^2 + c^2 - d^2) & 2(cd - ab) \\
2(bd - ac) & 2(cd + ab) & (a^2 - b^2 - c^2 + d^2)
\end{bmatrix}, \tag{C.63}
\]
with \(q^b_n (-) = [a, b, c, d]^T\).

Assuming that we could form a transformation matrix, \(C^b_n\), representing the "average" orientation during the update interval, \(\delta t\), the specific force transformation would be accomplished as
\[
f^n = C^b_n f^b. \tag{C.64}
\]

A simple approximation of this average operator is
\[
C^b_n = \frac{C^b_n (-) + C^b_n (+)}{2}, \tag{C.65}
\]
which assumes that the angular rate is constant. This is however not always satisfactory, since the mean of two transformation matrices does not precisely produce the mean of the two attitudes [10, Sec. 5.2.2]. For a more precise estimate, we can resolve to the integral
\[
C^b_n = \frac{1}{\delta t} \int_0^{\delta t} C^b_n (t') \, dt'. \tag{C.66}
\]
Assuming still that the angular velocity is constant, the variation of the transition matrix over the update interval will be linear. This can be expressed as
\[
C^b_n (t') = C^b_n (-) \left[ \left\{ \alpha^b_{nb} \left( \frac{t'}{\delta t} \right) \right\} \times \right] = C^b_n (-) \left[ I + \sum_{k=1}^{\infty} \left( \frac{\alpha^b_{nb} \times}{k!} \right)^k \left( \frac{t'}{\delta t} \right)^k \right], \tag{C.67}
\]
with \(0 \leq t' \leq \delta t\). Inserting this into the above integral, we obtain the expression
\[
C^b_n = \frac{C^b_n (-)}{\delta t} \int_0^{\delta t} \left[ I + \sum_{k=1}^{\infty} \left( \frac{\alpha^b_{nb} \times}{k!} \right)^k \left( \frac{t'}{\delta t} \right)^k \right] \, dt' = C^b_n (-) \left[ I + \sum_{k=1}^{\infty} \left( \frac{\alpha^b_{nb} \times}{k!} \right)^k \frac{1}{\delta t^k} \int_0^{\delta t} t'^k \, dt' \right] = C^b_n (-) \left[ I + \sum_{k=1}^{\infty} \left( \frac{\alpha^b_{nb} \times}{k!} \right)^k \frac{1}{\delta t^k} \frac{1}{k+1} \right] = C^b_n (-) \left[ I + \sum_{k=1}^{\infty} \left( \frac{\alpha^b_{nb} \times}{(k+1)!} \right)^k \right], \tag{C.68}
\]
onto which we can apply Rodrigues’ formula (B.59) to obtain
C.2 Implementation of the Navigation Equations

\[ \mathbf{C}_b^e = \mathbf{C}_b^e (-) \left( \mathbf{I} + a_c \left[ \alpha_{n_b}^b \times \right] + a_s \left[ \alpha_{n_b}^b \times \right]^2 \right), \]  
(C.69)

with

\[ a_c = \frac{1 - \cos |\alpha_{n_b}^b|}{|\alpha_{n_b}^b|^2} \quad \text{and} \quad a_s = \frac{1}{6} - \frac{|\alpha_{n_b}^b|^2}{120}. \]  
(C.70)

This expression allows us to compute the "average" transformation matrix, under the assumption that the angular rate is constant during the measurement interval. Again, in order to avoid division by zero, this expression should be replaced by an approximate version whenever \(|\alpha_{n_b}^b|\) is very small. A fourth order approximation according to (B.58) is obtained with the coefficients

\[ a_c = \frac{1}{2} - \frac{|\alpha_{n_b}^b|^2}{24} \quad \text{and} \quad a_s = \frac{1}{6} - \frac{|\alpha_{n_b}^b|^2}{120}. \]  
(C.71)

C.2.3 Step 3: Velocity Update

Having resolved the specific force measurements about the \(n\)-frame axes, i.e. \(\mathbf{f}^n = [f_N, f_E, f_D]^T\), we can obtain the vehicle velocity by integrating the coupled set of differential equations

\[ \dot{\mathbf{v}}^n = \mathbf{f}^n - (2\Omega_{ie}^n + \Omega_{en}^n) \mathbf{v}^n + \mathbf{g}^n. \]  
(C.72)

However, once again, we have the issue that the variable we are trying to solve for depends on itself. Again, we can handle this issue through an approximation. The Coriolis term, \(\Omega_{ie}^n\), and the transport-rate term, \(\Omega_{en}^n\), will be smaller than both the specific force, \(\mathbf{f}^n\), and gravity, \(\mathbf{g}^n\). In most applications, it is therefore a reasonable approximation to neglect their variation over the integration interval \([10, \text{Sec. 5.4.3}]\). That is,

\[ (2\Omega_{ie}^n + \Omega_{en}^n) \mathbf{v}^n \approx (2\Omega_{ie}^n (-) + \Omega_{en}^n (-)) \mathbf{v}^n (-). \]  
(C.73)

Moreover, the gravity term, \(\mathbf{g}^n\), is computed using a gravity model and therefore depends on the position. The gravity field however, varies only slowly with position. It is therefore also generally sufficient to use the previous position \(\mathbf{p}^n (-)\), in order to compute the gravity term. To summarize, the vehicle acceleration can be approximated as

\[ \dot{\mathbf{v}}^n \approx \mathbf{f}^n - (2\Omega_{ie}^n (-) + \Omega_{en}^n (-)) \mathbf{v}^n (-) + \mathbf{g}^n (-), \]  
(C.74)

using the Coriolis, transport-rate and gravity terms as computed using the velocity and position at the previous epoch. The velocity of the vehicle is then obtained by integrating this equation with respect to time as

\[ \mathbf{v}^n (+) \approx \mathbf{v}^n (-) + \left[ \mathbf{f}^n - (2\Omega_{ie}^n (-) + \Omega_{en}^n (-)) \mathbf{v}^n (-) + \mathbf{g}^n (-) \right] \delta t. \]  
(C.75)

If greater precision is desired, this can again be accomplished using a two-step recursive update, by first "predicting" the velocity using (C.75) and completing all the steps to obtain an estimate of the position, \(\mathbf{p}^n (+)\). Using this position, the transport rate, \(\Omega_{en}^n (+)\), and Earth
rotation rate, $\Omega_{ie}(+)$, at the end of the update interval can be formed and a second iteration
is performed. In the second iteration, the velocity update is then performed as
\[
\mathbf{v}^n(+) \approx \mathbf{v}^n(-) + \left\{ \mathbf{f}^n - \frac{1}{2} [2\Omega_{ie}^n(-) + \Omega_{en}^n(-)] \mathbf{v}^n(-) \\
- \frac{1}{2} [2\Omega_{ie}^n(+)] \mathbf{v}^{n'} + \mathbf{g}^n(-) \right\} \delta t .
\]
(C.76)

C.2.4 Step 4: Position Update
The position is governed by the differential equations (C.40a), (C.40b) and (C.40c). This
coupled set of differential equations are, again, dependent on themselves and each other, such
that we must, once again, resolve to approximations. Since the variation of $R_N$ with latitude
is weak, it is acceptable to neglect its variation with latitude over the integration interval
[10, Sec. 5.4.4]. Therefore, assuming that the velocity varies as a linear function of time over
the integration interval, the above equations can be integrated sequentially as
\[
h(+) = h(-) - \frac{\delta t}{2} (v_E^b(-) + v_E^b(+) ) ,
\]
(C.77)
\[
\phi(+) = \phi(-) + \frac{\delta t}{2} \left( \frac{v_N^n(-)}{R_N(-) + h(-)} + \frac{v_N^n(+)}{R_N(+)} \right) ,
\]
(C.78)
after which the radius of curvature $R_E(\cdot)$ can be computed using $h(\cdot)$ and $\phi(\cdot)$. This
allows us to integrate for the longitude as
\[
\lambda(+) = \lambda(-) + \frac{\delta t}{2} \left( \frac{v_E^b(-)}{[R_E(-) + h(-)] \cos \phi(-)} + \frac{v_E^b(+)}{[R_E(+) + h(+)] \cos \phi(+)} \right) .
\]
(C.79)

C.2.5 Deriving Euler Angles
The Euler attitude representation in terms of the bank, $\alpha_{nb}$, elevation, $\beta_{nb}$, and heading, $\gamma_{nb}$,
angles are usually not used to perform inertial navigation. However, they do have a much
more intuitive nature than the direction cosines matrix and quaternion attitude. They can
be derived from the direction cosines matrix using (5.48):
\[
\alpha_{nb} = \arctan_2 \left( \mathbf{C}^n_{63,2}, \mathbf{C}^n_{63,3} \right)
\]
\[
\beta_{nb} = -\arcsin \left( \mathbf{C}^n_{63,1} \right)
\]
\[
\gamma_{nb} = \arctan_2 \left( \mathbf{C}^n_{62,1}, \mathbf{C}^n_{61,1} \right) ,
\]
(C.80)
or from the quaternion attitude using (5.54):
\[
\alpha_{nb} = \arctan_2 \left\{ 2 (ab + cd), (1 - 2h^2 - 2c^2) \right\}
\]
\[
\beta_{nb} = \arcsin \left\{ 2 (ac - bd) \right\}
\]
\[
\gamma_{nb} = \arctan_2 \left\{ 2 (ad + bc), (1 - 2c^2 - 2d^2) \right\} ,
\]
(C.81)
The Euler angles can therefore easily be extracted at the end of an implementation algo-
rithm, after the navigation equations have been solved. Notice, however, that four-quadrant
arctangent functions are needed.
C.2.6 Orthonormalisation of the Transformation Operator

In order for a rotation operator to represent a pure rotation, the transformation matrix must be orthonormal and the quaternion must have unit length. These requirements can be expressed as

\[ CC^\top = I \quad \text{and} \quad |q| = \sqrt{q^\top q} = 1. \quad \text{(C.82)} \]

These conditions should theoretically be maintained through exact solutions to the differential equations. However, due to numerical round-off errors and the use of approximations, the sequential computation of the transformation operators might cause them to deviate from these requirements. Therefore, in order to obtain a stable and precise algorithm, we should re-orthonormalise the operators at regular intervals. This is most easily done for the quaternion as

\[ q' = \frac{1}{\sqrt{q^\top q}} q, \quad \text{(C.83)} \]

while it is somewhat more cumbersome for a matrix in terms of Gram-Schmidt orthonormalisation. However, in practical applications, other factors will contribute to the uncertainty and precision of the computed orientation, meaning that precise methods are not needed. Instead we can resolve to approximate methods that are simpler and more efficient. [10, Sec. 5.1.1] suggests the following method, which breaks the matrix down into three rows as

\[ C = \begin{bmatrix} c_1^\top \\ c_2^\top \\ c_3^\top \end{bmatrix}. \quad \text{(C.84)} \]

Then if we compute the product for each pair of rows as

\[ \Delta_{ij} = c_i^\top c_j, \quad \text{(C.85)} \]

the matrix can be orthogonalised by applying a correction to each row as

\[ c_i' = c_i - \frac{1}{2} \Delta_{12} c_2 - \frac{1}{2} \Delta_{13} c_3 \]
\[ c_2' = c_2 - \frac{1}{2} \Delta_{12} c_1 - \frac{1}{2} \Delta_{23} c_3 \]
\[ c_3' = c_3 - \frac{1}{2} \Delta_{13} c_1 - \frac{1}{2} \Delta_{23} c_2, \quad \text{(C.86)} \]

and, subsequently, normalised as

\[ c_i'' = \frac{1}{\sqrt{c_i'^\top c_i'}} c_i' \approx \frac{2}{1 + c_i'^\top c_i'} c_i'. \quad \text{(C.87)} \]

This approach can also be used by breaking the matrix down into three columns and following the same procedure. Notice that these corrections work best when the departure from orthonormality is small.
C.2.7 Implementation Examples

In this section, two example implementations of the navigation equations are presented. These two implementations differ in complexity, computational load and precision. These algorithms represent single iterations of the navigation equations and assumes that the initial attitude, $\mathbf{C}_b^n(-)$ or $\mathbf{q}_b^n(-)$, velocity, $\mathbf{v}^n(-)$ and position, $(\phi(-), \lambda(-), h(-))$, is known from the previous iteration or initialisation strategy. The gravity component, $\mathbf{g}^n(-)$, is moreover assumed to be computed using some gravitational model.

The first example algorithm uses a direction cosines attitude matrix and a first-order approximation of the rotation operator in order to avoid the computationally requiring tasks of evaluating sine and cosine functions.

Example Algorithm: First-Order Implementation, $b$-frame to $n$-frame

1. Extract time interval $\delta t$, gyroscope observation $\omega_{ib}^b$ and accelerometer observation $\mathbf{f}^b$ from data representing the current epoch.

**Step 1: Correct Gyro Observations**

2. Compute Earth rotational rate in $n$-frame using (A.23)

$$
\mathbf{g}_n^e(-) = \begin{bmatrix}
\omega_e \cos \phi(-) \\
0 \\
-\omega_e \sin \phi(-)
\end{bmatrix}
$$

3. Compute radii of curvature using (2.9) and (2.10):

$$
R_E(-) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(-)}} \quad \text{and} \quad R_N(-) = R_E(-) \frac{1 - e^2}{1 - e^2 \sin^2 \phi(-)}.
$$

4. Compute transport-rate using (C.43)

$$
\omega_{en}^n(-) = \begin{bmatrix}
v_E(-)/[R_E(-) + h(-)] \\
-v_N(-)/[R_N(-) + h(-)] \\
-v_E(-) \tan \phi(-)/[R_E(-) + h(-)]
\end{bmatrix}.
$$

5. Correct gyro measurements for rotation effects

$$
\omega_{nb}^b = \omega_{ib}^b - \mathbf{C}_b^n(-) [\omega_{en}^n(-) + \omega_{te}^n(-)].
$$
Step 2: Specific Force Transformation

6. Compute angle increment and form skew-symmetric matrix

\[ \alpha^b_{nb} = \omega^b_{nb} \delta t, \quad |\alpha^b_{nb}| = \sqrt{\alpha^b_{nb} \, \alpha^b_{nb} \top} \]

\[ [\alpha^b_{nb} \times] = \begin{bmatrix} 0 & -\alpha^b_{nb,3} & \alpha^b_{nb,2} \\ \alpha^b_{nb,3} & 0 & -\alpha^b_{nb,1} \\ -\alpha^b_{nb,2} & \alpha^b_{nb,1} & 0 \end{bmatrix} \]

7. Form average transformation matrix using (C.71)

\[ C^n_b = C^n_b (-) \left[ I + \left( \frac{1}{2} - \frac{|\alpha^b_{nb}|^2}{24} \right) [\alpha^b_{nb} \times] \right] + \left( \frac{1}{6} - \frac{|\alpha^b_{nb}|^2}{120} \right) [\alpha^b_{nb} \times]^2 \]

8. Apply transformation

\[ f^n = C^n_b f^b \]

Step 3: Velocity Update

9. Correct and integrate specific force using (C.75)

\[ v^n(+) = v^n(-) + [f^n - (2\Omega^n_{ie}(-) + \Omega^n_{en}(-)) v^n(-) + g^n(-)] \delta t. \]

Step 4: Position Update

10. Update height and latitude using (C.77) and (C.78):

\[ h(+) = h(-) - \frac{\delta t}{2} (v^n_D(-) + v^n_D(+)), \]

\[ \phi(+) = \phi(-) + \frac{\delta t}{2} \left( \frac{v^n_N(-)}{R_N(-) + h(-)} + \frac{v^n_N(+)}{R_N(-) + h(+)} \right). \]

11. Compute radii of curvature using (2.9) and (2.10):

\[ R_E(+) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(+)}} \quad \text{and} \quad R_N(+) = R_E(+) \frac{1 - e^2}{1 - e^2 \sin^2 \phi(+)}. \]

12. Update longitude using (C.79):

\[ \lambda(+) = \lambda(-) + \frac{\delta t}{2} \left( \frac{v^n_E(-)}{[R_E(-) + h(-)] \cos \phi(-)} + \frac{v^n_E(+)}{[R_E(+) + h(+)] \cos \phi(+)}. \]
Step 5: Attitude Update

13. Update DCM attitude using (C.53):

\[ \mathbf{C}_b^u (+) = \mathbf{C}_b^u (-) \left( \mathbf{I} + \left[ \alpha_{nb}^b \times \right] \right) \]

14. Ortho-normalise the DCM by forming the product of each pair of rows as

\[ \Delta_{12} = c_1^\top c_2 \quad \text{with} \quad c_1 = C_{2,:}^n; \]
\[ \Delta_{13} = c_1^\top c_3 \quad \text{with} \quad c_2 = C_{3,:}^n; \]
\[ \Delta_{23} = c_2^\top c_3 \quad \text{with} \quad c_3 = C_{1,:}^n. \]

First, the matrix is orthogonalised by applying a correction to each row as

\[ c'_1 = c_1 - \frac{1}{2} \Delta_{12} c_2 - \frac{1}{2} \Delta_{13} c_3 \]
\[ c'_2 = c_2 - \frac{1}{2} \Delta_{12} c_1 - \frac{1}{2} \Delta_{23} c_3 \]
\[ c'_3 = c_3 - \frac{1}{2} \Delta_{13} c_1 - \frac{1}{2} \Delta_{23} c_2, \]

and, subsequently, normalised as

\[ c''_i = \frac{1}{\sqrt{c'_i^\top c'_i}} c'_i. \]

---

The second implementation example uses a quaternion attitude. In order to yield more accurate representations of the transformation matrix and quaternion attitude, Rodrigues’ formula is used in forming these components. Additionally, a semi-iterative approach is applied by forming average values of the rotational rates using the updated position at the end of the algorithm.

Example Algorithm: Precise Implementation, \( b \)-frame to \( n \)-frame

1. Extract time interval \( \delta t \), gyroscope observation \( \omega_{ib}^b \) and accelerometer observation \( f_{ib}^b \) from data representing the current epoch.

2. Form direction cosines matrix from quaternion \( \mathbf{q}_u^n (-) = (a, b, c, d) \) using (5.51):

\[ \mathbf{C}_{b}^u (-) = \begin{bmatrix} (a^2 + b^2 - c^2 - d^2) & 2(bc - ad) & 2(bd + ac) \\ 2(bc + ad) & (a^2 - b^2 + c^2 - d^2) & 2(cd - ab) \\ 2(bd - ac) & 2(cd + ab) & (a^2 - b^2 - c^2 + d^2) \end{bmatrix}, \]
Step 1: Correct Gyro Observations

3. Compute Earth rotational rate in $n$-frame using (A.23)

$$\omega_n^e(-) = \begin{bmatrix} \omega_{ie} \cos \phi(-) \\ 0 \\ -\omega_{ie} \sin \phi(-) \end{bmatrix}$$

4. Compute radii of curvature using (2.9) and (2.10):

$$R_E(-) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(-)}}$$

and

$$R_N(-) = R_E(-) \frac{1 - e^2}{1 - e^2 \sin^2 \phi(-)}.$$  

5. Compute transport-rate using (C.43)

$$\omega_{en}^n(-) = \begin{bmatrix} v_E(-) / [R_E(-) + h(-)] \\ -v_N(-) / [R_N(-) + h(-)] \\ -v_E(-) \tan \phi(-) / [R_E(-) + h(-)] \end{bmatrix}.$$  

6. Correct gyro measurements for rotation effects

$$\omega_{nb}^b = \omega_{ib}^b - C_{nb}^b (\omega_{en}^n(-) + \omega_{ie}^n(-))$$

Step 2: Specific Force Transformation

7. Compute angle increment and form skew-symmetric matrix

$$\alpha_{nb}^b = \omega_{nb}^b \delta t, \quad |\alpha_{nb}^b| = \sqrt{\alpha_{nb}^b \cdot \alpha_{nb}^b} \quad \text{and} \quad [\alpha_{nb}^b \times] = \begin{bmatrix} 0 & -\alpha_{nb,3}^b & \alpha_{nb,2}^b \\ \alpha_{nb,3}^b & 0 & -\alpha_{nb,1}^b \\ -\alpha_{nb,2}^b & \alpha_{nb,1}^b & 0 \end{bmatrix}$$

8. Form average transformation matrix using (C.69) or (C.71)

if $|\alpha_{nb}^b| > 10^{-8}$

$$C_{nb}^b = C_{nb}^n(-) \left[ I + \frac{1 - \cos |\alpha_{nb}^b|}{|\alpha_{nb}^b|^2} [\alpha_{nb}^b \times] + \frac{1}{|\alpha_{nb}^b|^4} \left( 1 - \frac{\sin |\alpha_{nb}^b|}{|\alpha_{nb}^b|^2} \right) [\alpha_{nb}^b \times]^2 \right]$$

else

$$C_{nb}^b = C_{nb}^n(-) \left[ I + \left( \frac{1}{2} - \frac{|\alpha_{nb}^b|^2}{24} \right) [\alpha_{nb}^b \times] + \left( \frac{1}{8} - \frac{|\alpha_{nb}^b|^2}{120} \right) [\alpha_{nb}^b \times]^2 \right]$$

end
9. Apply transformation
\[ f^n = \bar{C}^n_b f^b \]

### Step 3: Velocity Update

10. Correct and integrate specific force using (C.75)
\[ v^n(+) = v^n(-) + \left[ f^n - (2\Omega_{ie}^n(-) + \Omega_{en}^n(-)) v^n(-) + g^n(-) \right] \delta t. \]

### Step 4: Position Update

11. Update height and latitude using (C.77) and (C.78):
\[ h(+) = h(-) - \frac{\delta t}{2} (v_E^b(-) + v_D^b(+)) \]
\[ \phi(+) = \phi(-) + \frac{\delta t}{2} \left( \frac{v_R^b(-)}{R_N(-) + h(-)} + \frac{v_R^b(+)}{R_N(-) + h(+)} \right). \]

12. Compute radii of curvature using (2.9) and (2.10):
\[ R_E(+) = \frac{a}{\sqrt{1 - e^2 \sin^2 \phi(+)}} \quad \text{and} \quad R_N(+) = \frac{R_E(+) \left( 1 - e^2 \right)}{1 - e^2 \sin^2 \phi(+)}. \]

13. Update longitude using (C.79):
\[ \lambda(+) = \lambda(-) + \frac{\delta t}{2} \left( \frac{v_E^b(-)}{[R_E(-) + h(-)] \cos \phi(-)} + \frac{v_E^b(+)}{[R_E(+) + h(+)] \cos \phi(+)}. \]

### Step 5: Attitude Update

14. Compute Earth rotational rate in n-frame using (A.23)
\[ \omega_{ie}^n(+) = \begin{bmatrix} \omega_{ie} \cos \phi(+) \\ 0 \\ -\omega_{ie} \sin \phi(+) \end{bmatrix} \]

15. Compute transport-rate using (C.43)
\[ \omega_{en}^n(+) = \begin{bmatrix} v_E(+) / [R_E(+) + h(+)] \\ -v_N(+) / [R_N(+) + h(+)] \\ -v_E(+) \tan \phi(+) / [R_E(+) + h(+)] \end{bmatrix}. \]

16. Correct gyro measurements for rotation effects using (C.46):
\[ \omega_{nb}^b = \omega_{nb}^b - \frac{1}{2} \bar{C}_n^b \left[ \omega_{ie}^n(-) + \omega_{ie}^n(+) + \omega_{en}^n(-) + \omega_{en}^n(+) \right]. \]
17. Compute angle increment and form skew-symmetric matrix

\[ \alpha_{nb}^b = \omega_{nb}^b \delta t, \quad |\alpha_{nb}^b| = \sqrt{\alpha_{nb,1}^b \alpha_{nb,1}^b} \text{ and} \]

\[ [\alpha_{nb}^b \times] = \begin{bmatrix} 0 & -\alpha_{nb,3}^b & \alpha_{nb,2}^b \\ \alpha_{nb,3}^b & 0 & -\alpha_{nb,1}^b \\ -\alpha_{nb,2}^b & \alpha_{nb,1}^b & 0 \end{bmatrix} \]

18. Update quaternion attitude using (C.59) and (C.62):

\[
\begin{align*}
\text{if } & |\alpha_{nb}^b| > 10^{-8} \\
& a_c = \cos \left( |\alpha_{nb}^b| / 2 \right) \text{ and } a_s = \frac{\sin \left( |\alpha_{nb}^b| / 2 \right)}{|\alpha_{nb}^b|} \\
\text{else} & \\
& a_c = \cos \left( |\alpha_{nb}^b| / 2 \right) \text{ and } a_s = \frac{1}{2} - \frac{|\alpha_{nb}^b|^2}{48} \\
\end{align*}
\]

\[ q_{nb}^b(+ \circ = q_{nb}^b(-) \circ \begin{bmatrix} a_c \\ a_s \alpha_{nb,x}^b \\ a_s \alpha_{nb,y}^b \\ a_s \alpha_{nb,z}^b \end{bmatrix} \]

19. Normalise quaternion using (C.83)

\[ q_{nb}^b(+) = \frac{1}{\sqrt{q_{nb}^b(+) \cdot q_{nb}^m(+)}} q_{nb}^m(+) , \]

---

C.3 Error Dynamics Equations

In this section a set of equations governing the propagation and evolution of errors in the navigation equations are developed. First, we are interested in how measurement errors, \( \delta \omega_{is} \), and \( \delta f^s \), propagate onto the navigation solution in terms of attitude, velocity and position. These sensor errors can be decomposed into components of noise, bias, scale factor, etc. as described in Section 6. Second, we want to investigate how errors in attitude, \( \delta \psi_{as} \), velocity, \( \delta v^a \), and position, \( \delta r^a \), evolve with time and propagate onto one another as time progresses and inertial navigation is performed. Here, \( a \) refers to an arbitrary reference frame, i.e. \( i- \), \( e- \) or \( n- \) frame. Third, since we are especially interested in the gravity component, we want to figure out how errors in the gravity component, \( \delta g^a \), are related to all of the components above. In airborne gravimetry, the objective is to estimate the error in the gravity model and thereby gravity itself. The ability to do so depends on the interrelation between gravity and other components in the navigation equations.
To summarize, we are interested in errors in attitude, velocity, position, observed angular
rates, observed specific force and the gravity model:

\[
(\delta \psi_a, \delta v^a, \delta r^a, \delta \omega_s, \delta f^s, \delta g^a), \tag{C.89}
\]
where each term can be decomposed and expanded to represent several components, but
also in relation to stochastic models. As described in Section 6, the actual sensor errors
are naturally unknown to us. However, we are able to describe these errors in a probabilistic
sense using stochastic models, which sometimes requires a decomposition of the sensor er-
rors. It should noted that the attitude errors are here in terms of three Euler angles, which
are assumed to be small, meaning that a small angle approximation can be applied. The
attitude, velocity and position errors therefore together constitute nine terms, whereas the
gyroscopic and accelerometer errors constitute six terms and the errors in the gravity model
constitutes three terms. In a Kalman filter setting, these 18 terms comprise a state-vector,
whose elements we intend to estimate.

The following development will follow an approach similar to that in [15, Sec. 5], by
first developing a general framework. The starting point is therefore the general form of the
navigation equations (C.8), repeated here as

\[
\dot{r}^a = v^a
\]
\[
\dot{v}^a = C_s^a f^s - 2 \Omega_{ia}^a v^a - \left( \dot{\Omega}_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a \right) r^a + \bar{g}^a
\]
\[
C_s^a = C_s^a \Omega_{as}^s, \tag{C.90}
\]
referenced to the arbitrary \( a \)-frame. The error equations are then obtained by perturbing the
system by a small amount. We will refer to this perturbation as applying a differential or
perturbation operator, \( \delta \), and assume that it commutes with the time differential operator,
\( d/dt \), i.e. the dot. We will assume that all errors are small and that a linear approximation
is sufficient in order to describe the errors. We therefore neglect all higher order terms and
obtain:

\[
\frac{d}{dt} \delta C_s^a = \delta C_s^a \Omega_{as}^s + C_s^a \delta \Omega_{as}^s \tag{C.91a}
\]
\[
\frac{d}{dt} \delta v^a = \delta C_s^a f^s + C_s^a \delta f^s - 2 \delta \Omega_{ia}^a v^a - 2 \Omega_{ia}^a \delta v^a
\]
\[
- \left( \delta \Omega_{ia}^a + \delta \Omega_{ia}^a \Omega_{ia}^a + \Omega_{ia}^a \delta \Omega_{ia}^a \right) r^a \tag{C.91b}
\]
\[
- \left( \Omega_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a \right) \delta r^a + \delta g^a (r^a)
\]
\[
\frac{d}{dt} \delta r^a = \delta v^a. \tag{C.91c}
\]

We then want to reformulate the above equations in terms of the error components in
(C.89). This means that terms such as \( \delta \Omega_{as}^a \) should be decomposed into components of these
errors. Eventually, we want to arrive at an expression that is linear with respect to these
18 terms. This will be done in the remainder of this section. First, since the attitude error
in (C.91a) is in terms of a direction cosine matrix, we want to reformulate this in terms of
errors in the Euler angles.

\begin{center}
\textbf{Attitude}
\end{center}
The relationship between the attitude error, \( \delta C_s^a \), and the (small) errors in the Euler angles, \( \delta \psi_{as}^a \), is given by (6.13) as
\[
\delta C_s^a = [\delta \psi_{as}^a \times] C_s^a ,
\] (C.92)
which we can differentiate with respect to time, in order to obtain the expression
\[
\frac{d}{dt} \delta C_s^a = \frac{d}{dt} [\psi_{as}^a \times] C_s^a + [\psi_{as}^a \times] \frac{d}{dt} C_s^a = \frac{d}{dt} [\psi_{as}^a \times] C_s^a + [\psi_{as}^a \times] C_s^a \Omega_{as} ^s .
\] (C.93)
Replacing the LHS of (C.91a), we have that
\[
\frac{d}{dt} [\psi_{as}^a \times] C_s^a + \delta C_s^a \Omega_{as} ^s = \delta C_s^a \Omega_{as} ^s + C_s^a \delta \Omega_{as} ^s \iff (C.94)
\]
\[
\frac{d}{dt} [\psi_{as}^a \times] C_s^a = C_s^a \delta \Omega_{as} ^s \iff (C.95)
\]
\[
\frac{d}{dt} [\psi_{as}^a \times] = C_s^a \delta \Omega_{as} ^s C_a ^s ,
\] (C.96)
which, in terms of vectors, is equivalent to
\[
\delta \dot{\psi}_{as}^a = C_a ^s \delta \omega_{as} ^s ,
\] (C.97)
where \( \delta \omega_{as} ^s \) is the error in the rotation rate of the \( s \)-frame with respect to the \( a \)-frame.

This expression can then be further separated into explicit components of gyro errors and orientation errors. The gyros sense the rotation rates, \( \omega_{is}^s \), with respect to inertial space, which can be written as the sum
\[
\omega_{is}^s = \omega_{ia}^s + \omega_{as}^s = C_a ^s \omega_{ia}^s + \omega_{as}^s .
\] (C.98)
Noting that the transpose of (C.92) is
\[
\delta C_s^a = ([\delta \psi_{as}^a \times] C_s^a )^\top = C_s^a [\delta \psi_{as}^a \times]^\top = -C_s^a [\delta \psi_{as}^a \times] ,
\] (C.99)
we can perturb the expression above by applying the perturbation operator, \( \delta \), to obtain
\[
\delta \omega_{is}^s = \delta C_a ^s \omega_{ia}^s + C_a ^s \delta \omega_{is}^s + \delta \omega_{as}^s
\]
\[
= -C_a ^s [\delta \psi_{as}^a \times] \omega_{ia}^s + C_a ^s \delta \omega_{ia}^s + \delta \omega_{as}^s ,
\] (C.100)
which can be inserted into (C.97) to yield
\[
\delta \ddot{\psi}_{as}^a = C_s^a (\delta \omega_{is}^s + [\delta \psi_{as}^a \times] \omega_{ia}^s - C_a ^s \delta \omega_{ia}^s )
\]
\[
= C_s^a \delta \omega_{is}^s + [\delta \psi_{as}^a \times] \omega_{ia}^s - \delta \omega_{ia}^s
\] (C.101)
\[
= C_s^a \delta \omega_{is}^s - [\omega_{ia}^s \times] \delta \psi_{as}^a - \delta \omega_{ia}^s .
\]
This is the differential equation governing the dynamic behaviour of \( \delta \psi_{as}^a \), representing the error in the sensed angles between the true and estimated frames. The term \( \delta \omega_{is}^s \) represents the error in the sensed angular rates, while the term \( \delta \psi_{as}^a \) represents the attitude error. The last term, \( \delta \omega_{ia}^s \), represents the error in sensing the orientation of the \( a \)-frame with respect to the \( i \)-frame. It is of little value to investigate this term further until an explicit reference frame is specified.
Velocity

The differential equation governing the velocity error (C.91b) contains a number of components that need further clarification. However, as before, it is of little value to explore the term \( \delta \omega^a_{as} \) and its derivative further until an explicit reference frame is specified. The remaining terms are the attitude-sensor error, \( \delta C^a_{as} f^s \), and the error in the gravitational model, \( \delta \bar{g} (r^a) \). If we start by considering the attitude error, we have from (C.92) that

\[
\delta C^a_{as} f^s = [\delta \psi^a_{as} \times] C^a_{as} f^s = \delta \psi^a_{as} \times f^a
\]

\[
= -f^a \times \delta \psi^a_{as} = -[f^a \times] \delta \psi^a_{as} ,
\]

(C.102)

where the term \( f^a \) is now written on skew-symmetric form, such that we obtain a linear relation with the attitude errors \( \delta \psi^a_{as} \).

For the gravity component, we need to consider two sources of error. One is an error in the gravity model itself. The other is that if the position is wrong, we will be computing the gravity value at a wrong location. These two terms appear, when the perturbation operator is applied to the gravity term as

\[
\delta \bar{g} (r^a) = \delta \bar{g} + \frac{\partial \bar{g}}{\partial r^a} \delta r^a = \delta \bar{g} + \bar{\Gamma}^a \delta r^a ,
\]

(C.103)

where the matrix \( \bar{\Gamma}^a \) is the Jacobian tensor composed of gravitational gradients in the \( a \)-frame.

Position

The differential equation governing position (C.91c), is already linearly related to the velocity. However, if one wishes to use geodetic coordinates, we need to apply the perturbation operator to (C.26) as

\[
\frac{\text{d}}{\text{d}t} \delta \mathbf{p} = \frac{\text{d}}{\text{d}t} \left[ \begin{array}{l} \delta \phi \\ \delta \lambda \\ \delta h \end{array} \right] \approx \left[ \begin{array}{l} \frac{\delta v_N}{R_N + h} - \frac{v_N}{(R_N + h)^2} \delta h \\ \frac{\delta v_E}{(R_E + h) \cos \phi} + \frac{v_E \sin \phi}{(R_E + h)^2 \cos \phi} \delta \phi - \frac{-v_N}{(R_E + h)^2 \cos \phi} \delta h \\ -\delta v_D \end{array} \right] ,
\]

(C.104)

where the terms involving \( \delta R_N \) and \( \delta R_E \) have been neglected. We can write this in matrix-form as

\[
\frac{\text{d}}{\text{d}t} \delta \mathbf{p} = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ \frac{1}{(R_N + h) \cos \phi} & 0 & 0 \\ 0 & \frac{1}{(R_E + h) \cos \phi} & 0 \end{array} \right] \left[ \begin{array}{l} \delta v_N \\ \delta v_E \\ \delta v_D \end{array} \right] + \left[ \begin{array}{ccc} 0 & 0 & -\frac{v_N}{(R_N + h)^2} \\ \frac{v_E \sin \phi}{(R_E + h)^2 \cos \phi} & 0 & 0 \\ 0 & \frac{-v_E}{(R_E + h)^2 \cos \phi} & 0 \end{array} \right] \left[ \begin{array}{l} \delta \phi \\ \delta \lambda \\ \delta h \end{array} \right] ,
\]

(C.105)

which constitutes a linear set of equations, with respect to the relevant error terms. As is apparent from the above expression, this relation is mostly relevant for the navigation frame implementation, where the velocity is coordinates along the local north, east and down directions.

Finally, combining the above expressions, we arrive at the general form of the linearised error dynamics equations:
\[\begin{align*}
\delta \psi_{is}^a &= C_s^a \delta \omega_{is}^s - [\omega_{ia}^a \times] \delta \psi_{as}^a - \delta \omega_{ia}^a \\
\frac{d}{dt} \delta v^a &= -[F^a \times] \delta \psi_{as}^a + C_s^a \delta F^a - 2 \delta \Omega_{ia}^a v^a - 2 \Omega_{ia}^a \delta v^a \\
& \quad - \left( \delta \Omega_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a + \Omega_{ia}^a \delta \Omega_{ia}^a \right) r^a \\
& \quad - \left( \dot{\Omega}_{ia}^a + \Omega_{ia}^a \Omega_{ia}^a \right) \delta r^a + \delta g^a + \dot{\Gamma}^a \delta r^a \\
\frac{d}{dt} \delta r^a &= \delta v^a,
\end{align*}\] (C.106)

which, being referenced to the arbitrary \(a\)-frame, form the basic setting for deriving the error dynamics equations in any desired reference frame. In the following, the error dynamics equations will be derived for the inertial, terrestrial, navigation and wander-azimuth frames. These equations will be expressed in a linear state-space formulation, which is fundamental to the Kalman filtering approach.

### C.3.1 Inertial Frame Equations

In order to arrive at the error dynamics equations in the \(i\)-frame, we set \(a = i\) in (C.106). Exploiting that \(\Omega_i^i = \delta \Omega_i^i = 0\), we obtain the equations

\[\begin{align*}
\frac{d}{dt} \delta \psi_i^i &= C_s^i \delta \omega_{is}^s \\
\frac{d}{dt} \delta v^i &= C_s^i \delta F^i - [F^i \times] \delta \psi_{is}^i + \delta g^i + \dot{\Gamma}^i \delta r^i \\
\frac{d}{dt} \delta r^i &= \delta v^i,
\end{align*}\] (C.107)

governing the error dynamics in the \(i\)-frame. These are non-homogenous, linear differential equations for the orientation, velocity and position errors, formulated in the \(i\)-frame. These may be expressed in state-space form as

\[\dot{x}^i = F^i x^i,\] (C.108)

with

\[x^i = \begin{bmatrix} \delta \psi_{is}^i & \delta v^i & \delta r^i & \delta F^i & \delta \omega_{is}^s & \delta g^i \end{bmatrix}^\top\] (C.109)

and

\[F^i = \begin{bmatrix}
0_3 & 0_3 & 0_3 & 0_3 & C_s^i & 0_3 \\
-\dot{F}^i & 0_3 & \tilde{\Gamma}^i & C_s^i & 0_3 & I_3 \\
0_3 & I_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3 \\
0_3 & 0_3 & 0_3 & 0_3 & 0_3 & 0_3
\end{bmatrix},\] (C.110)

where \(0_3\) denotes a \(3 \times 3\) matrix of zeros, \(I_3\) is the \(3 \times 3\) identity matrix and \([-\dot{F}^i \times]\) is the skew symmetric form of \(-\dot{F}^i\).
\[
[-\mathbf{f} \times] = \begin{bmatrix}
0 & f_z^i & -f_y^i \\
-f_z^i & 0 & f_x^i \\
f_y^i & -f_x^i & 0
\end{bmatrix}.
\] (C.111)

### C.3.2 Terrestrial Frame Equations

For the terrestrial frame we set \( a = e \) in (C.106). Then assuming that the Earth rotational rate is constant and known very accurately, we can set \( \delta \Omega_{ie}^e = \dot{\Omega}_{ie}^e = \delta \dot{\Omega}_{ie}^e = 0 \), to obtain

\[
\begin{align*}
\frac{d}{dt} \delta \psi_{es}^e &= C_s^e \delta \omega_{is}^s \quad - \Omega_{ie}^e \delta \psi_{es}^e \\
\frac{d}{dt} \delta v^e &= -2 \Omega_{ie}^e \delta v^e - (\Omega_{ie}^e \Omega_{ie}^e - \bar{\Gamma}^e) \delta r^e + C_s^e \delta f^e - [\mathbf{f}^e \times] \delta \psi_{es}^e + \delta g^e \\
\frac{d}{dt} \delta r^e &= \delta v^e,
\end{align*}
\] (C.112)

governing the error dynamics in the \( e \)-frame. This may, again, be expressed in state-space form as

\[
\dot{x}^e = F^e x^e,
\] (C.113)

with

\[
x^e = \begin{bmatrix}
\delta \psi_{es}^e \\
\delta v^e \\
\delta r^e \\
\delta f^s \\
\delta \omega_{is}^s \\
\delta g^e
\end{bmatrix}^T
\] (C.114)

and

\[
F^e = \begin{bmatrix}
-\Omega_{ie}^e & 0 & 0 & 0 & 0 & 0 \\
[\mathbf{f}^e \times] & -2 \Omega_{ie}^e & - (\Omega_{ie}^e \Omega_{ie}^e - \bar{\Gamma}^e) & 0 & C_s^e & 0 \\
0 & I_3 & 0 & 0 & 0 & 0 \\
0 & 0 & I_3 & 0 & 0 & 0 \\
0 & 0 & 0 & I_3 & 0 & 0 \\
0 & 0 & 0 & 0 & I_3 & 0 \\
0 & 0 & 0 & 0 & 0 & I_3
\end{bmatrix}
\] (C.115)

where \( 0_3 \) denotes a \( 3 \times 3 \) matrix of zeros, \( I_3 \) is the \( 3 \times 3 \) identity matrix and \([\mathbf{f}^e \times]\) is the skew symmetric form of \( -\mathbf{f}^e \).

### C.3.3 Navigation Frame Equations

Since the velocity, \( v^n \), in the \( n \)-frame is defined with respect to the \( e \)-frame, we cannot simply set \( a = n \) in (C.106) in order to arrive at the desired expression. Instead, we must apply the perturbation operator \( \delta \) directly to (C.17) to obtain
\[\frac{d}{dt} \delta v^n = -\delta (2\Omega_{en}^n + \Omega_{enn}^n) v^n - (2\Omega_{ic}^n + \Omega_{ien}^n) \delta v^n + \delta f^n + \delta g^n (r^n)\]
\[= -\delta (2\Omega_{ic}^n + \Omega_{enn}^n) v^n - (2\Omega_{ic}^n + \Omega_{ien}^n) \delta v^n + C_s^n \delta f^n - [f^n \times \delta \psi_{ns}^n + \delta g^n + \Gamma^n \delta p^n],\]

where the special notation \(\delta p^n\) was introduced to denote the position differentials along the latitudinal, longitudinal and vertical axes:

\[\delta p^n = \begin{bmatrix} \delta \phi & \delta \lambda & \delta h \end{bmatrix}^\top.\]

### Velocity Errors

The first two terms in (C.116) involve the rotational rates \(\Omega_{en}^n\) and \(\Omega_{ic}^n\), which can be expressed as

\[\Omega_{en}^n = \begin{bmatrix} 0 & \frac{\nu_E \tan \phi}{R_N + h} & -\frac{v_N}{R_N + h} \\ -\frac{\nu_E \tan \phi}{R_N + h} & 0 & \frac{\nu_E}{R_N + h} \\ \frac{v_N}{R_N + h} & \frac{\nu_E}{R_N + h} & 0 \end{bmatrix}\]

and

\[\Omega_{ic}^n = \begin{bmatrix} 0 & \omega_{ie} \sin \phi & 0 \\ -\omega_{ie} \sin \phi & 0 & -\omega_{ie} \cos \phi \\ 0 & \omega_{ie} \cos \phi & 0 \end{bmatrix}.\]

These can be combined to yield

\[\Omega_{en}^n + 2\Omega_{ic}^n = \begin{bmatrix} 0 & \frac{\nu_E \tan \phi}{R_N + h} + \omega_{ie} \sin \phi & \frac{-v_N}{R_N + h} \\ -\frac{\nu_E \tan \phi}{R_N + h} - \omega_{ie} \sin \phi & 0 & \frac{-\nu_E}{R_N + h} - \omega_{ie} \cos \phi \\ \frac{v_N}{R_N + h} + \omega_{ie} \cos \phi & \frac{\nu_E}{R_N + h} + \omega_{ie} \cos \phi & 0 \end{bmatrix}.\]

In order to derive an expression for the term \(\delta (2\Omega_{ic}^n + \Omega_{en}^n) v^n\), we apply the perturbation operator to the above expression one term at a time, assuming that \(\delta R_N = \delta R_E = \delta \omega_{ie} = 0\).

Doing this we have that

\[\delta (\Omega_{en}^n + 2\Omega_{ic}^n)_{12} = \frac{\delta v_E \tan \phi + v_E \delta \phi \sec^2 \phi}{R_E + h} \frac{\nu_E \tan \phi}{(R_E + h)^2} \delta h + 2\omega_{ie} \delta \phi \cos \phi\]

\[\delta (\Omega_{en}^n + 2\Omega_{ic}^n)_{13} = -\frac{\delta v_N}{R_N + h} + \frac{v_N}{(R_N + h)^2} \delta h\]

\[\delta (\Omega_{en}^n + 2\Omega_{ic}^n)_{23} = -\frac{\delta v_E}{R_E + h} + \frac{v_E}{(R_E + h)^2} \delta h + 2\omega_{ie} \delta \phi \sin \phi.\]

The remaining terms are simply zero or equals one of the above with reverse sign. Inserting them into the matrix, we have that
\[
\delta (\Omega^n_{en} + 2\Omega^n_{ie}) = \begin{bmatrix}
\frac{\tan \phi}{R_E + h} \delta v_E + \left(\frac{v_E \sec^2 \phi}{R_E + h} + \frac{v_E \tan \phi}{(R_E + h)^2} \delta h\right) - \frac{1}{R_N + h} \delta v_N \\
-\frac{1}{R_N + h} \delta v_N - \left(\frac{u_N \tan \phi}{R_E + h} + 2 v_N \omega_{ie} \cos \phi \right) \delta \phi - \frac{v_E \tan \phi}{(R_E + h)^2} \delta h \\
\frac{1}{R_E + h} \delta v_E - 2 \omega_{ie} \sin \phi \delta \phi + \frac{v_E \tan \phi}{(R_E + h)^2} \delta h
\end{bmatrix} \]  

(C.122)

Then forming the product with \(v^n\), we have that

\[
\delta (\Omega^n_{en} + 2\Omega^n_{ie}) v^n = \begin{bmatrix}
\frac{u_E \tan \phi}{R_E + h} \delta v_E + \left(\frac{v_E \sec^2 \phi}{R_E + h} + 2 v_N \omega_{ie} \cos \phi \right) \delta \phi - \frac{v_E^2 \tan \phi}{(R_E + h)^2} \delta h - \frac{v_D v_N}{(R_N + h)} \delta v_N \\
-\frac{v_D v_N}{(R_N + h)} \delta v_N - \left(\frac{u_N \tan \phi}{R_E + h} + 2 v_N \omega_{ie} \cos \phi \right) \delta \phi - \frac{v_D v_E}{(R_E + h)^2} \delta h \\
\frac{v_N}{R_N + h} \delta v_N - \frac{v_E}{R_E + h} \delta v_E - 2 v_E \omega_{ie} \sin \phi \delta \phi - \frac{v_E^2}{(R_E + h)^2} \delta h
\end{bmatrix} \]  

(C.123)

Combining this expression with (C.120) we have that
\[ -\delta \left( 2\Omega_{ie}^n + \Omega_{en}^n \right) v^n - (2\Omega_{ie}^n + \Omega_{en}^n) \delta v^n + \Gamma^n \delta p^n \]

\[ = \begin{bmatrix} \frac{v_E \tan \phi}{R_N + h} - \frac{2v_E \tan \phi}{R_E + h} - \omega_{ie} \sin \phi & \frac{v_E}{R_N + h} - \frac{2v_E}{R_E + h} + \omega_{ie} \cos \phi & \frac{2v_E}{R_E + h} + 2\omega_{ie} \cos \phi \\ v_E \tan \phi + 2\omega_{ie} \sin \phi & \frac{v_E}{R_N + h} - \frac{2v_E}{R_E + h} - 2\omega_{ie} \cos \phi & 0 \end{bmatrix} \begin{bmatrix} \delta v_N \\ \delta v_D \\ \delta v_E \end{bmatrix} \]

\[ + \begin{bmatrix} \Gamma_{11} + \frac{v_N \sec^2 \phi}{R_E + h} - 2v_E \omega_{ie} \cos \phi & \Gamma_{12} & \Gamma_{13} + \frac{\frac{1}{2} v_E \tan \phi}{(R_E + h)^2} - \frac{v_D}{(R_N + h)^2} \\ \Gamma_{21} & \Gamma_{22} & \Gamma_{23} + \frac{2v_N \omega_{ie} \cos \phi - v_D v_E}{(R_E + h)^2} \\ \Gamma_{31} + 2v_E \omega_{ie} \sin \phi & \Gamma_{32} & \Gamma_{33} + \frac{\frac{1}{2} v_E}{(R_N + h)^2} + \frac{\frac{1}{2} v_E}{(R_E + h)^2} \end{bmatrix} \begin{bmatrix} \delta \phi \\ \delta \lambda \\ \delta h \end{bmatrix} \]

\[ = F_{22}^{n} \delta v^n + F_{23}^{n} \delta p^n. \]

Finally, we therefore have that

\[ \frac{d}{dt} \delta v^n = -[f^n \times] \delta \psi^n_{ns} + F_{22}^{n} \delta v^n + F_{23}^{n} \delta p^n + \delta g^n \]  

(C.125)
Position Errors

The position components, $\phi$, $\lambda$, and $h$, are the components that we want to use as our position in the $n$-frame implementation. Moreover, the velocity component, $v^n$, is Earth-referenced, but resolved about the axes of the $n$-frame. This issue therefore requires extra consideration. From (C.26) we have that

$$\dot{\phi} = \frac{v_N}{R_N + h},$$
$$\dot{\lambda} = \frac{v_E}{(R_E + h) \cos \phi},$$
$$\dot{h} = -v_D,$$

(C.126)

to which we can apply the perturbation operator in order to arrive at

$$\delta \dot{\phi} \approx \delta \frac{v_N}{R_N + h} - \frac{v_N}{(R_N + h)^2} \delta h,$$
$$\delta \dot{\lambda} \approx \frac{\delta v_E}{(R_E + h) \cos \phi} + \frac{v_E \sin \phi}{(R_E + h) \cos^2 \phi} \delta \phi - \frac{v_E}{(R_E + h)^2 \cos \phi} \delta h,$$
$$\delta \dot{h} \approx -\delta v_D,$$

(C.127)

where the terms involving $\delta R_N$ and $\delta R_E$ have been neglected. We can write this in matrix-form as

$$\frac{d}{dt} \delta \mathbf{p} = \begin{bmatrix} \frac{1}{R_N + h} & 0 & 0 \\ 0 & \frac{1}{(R_E + h) \cos \phi} & 0 \\ 0 & 0 & -1 \end{bmatrix} \begin{bmatrix} \delta v_N \\ \delta v_E \\ \delta v_D \end{bmatrix} + \begin{bmatrix} 0 & 0 & -\frac{v_N}{(R_N + h)^2} \\ \frac{v_E \sin \phi}{(R_E + h) \cos^2 \phi} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} \delta \phi \\ \delta \lambda \\ \delta h \end{bmatrix} = F_{32}^{n} \delta v^n + F_{43}^{n} \delta \mathbf{p}^n.$$

(C.128)

Attitude Errors

For the attitude errors, we set $a = n$ in (C.101) in order to arrive at

$$\dot{\delta \psi}_{ns} = C_a^n \delta \omega_{ls} - \Omega^n_i \delta \psi_{ns} - \delta \omega^n_i,$$

(C.129)

in which we have to derive an expression for $\delta \omega^n_i$. An expression for the rotational rate $\omega^n_i$ can be formed using (A.23) and (A.24). Applying the perturbation operator to this expression, we arrive at
\[-\delta \omega_{in} = -\delta \omega_{ie} - \delta \omega_{en} = \begin{bmatrix} \omega_{ie} \sin \phi \delta \phi & 0 \\ \omega_{ie} \cos \phi \delta \phi \end{bmatrix} - \begin{bmatrix} \frac{1}{R_{E+h}} \delta v_E - \frac{v_E}{(R_{E+h})^2} \delta h \\ -\frac{1}{R_{N+h}} \delta v_N + \frac{v_N}{(R_{N+h})^2} \delta h \end{bmatrix} \]

\[
= \begin{bmatrix} -\frac{1}{R_{E+h}} \delta v_E + \frac{v_E}{(R_{E+h})^2} \delta h + \omega_{ie} \sin \phi \delta \phi \\ \frac{1}{R_{N+h}} \delta v_N - \frac{v_N}{(R_{N+h})^2} \delta h \end{bmatrix} \begin{bmatrix} \tan \phi \delta v_E + \frac{v_E \sec^2 \phi}{R_{E+h}} \delta \phi - \frac{v_E \tan \phi}{(R_{E+h})^2} \delta h + \omega_{ie} \cos \phi \delta \phi \end{bmatrix}
\]

\[
= \begin{bmatrix} 0 \\ -\frac{1}{R_{E+h}} \delta v_N \\ 0 \\ -\frac{\tan \phi}{R_{E+h}} \delta v_D \end{bmatrix} + \begin{bmatrix} \omega_{ie} \sin \phi & 0 & 0 \\ 0 & 0 & 0 \\ \frac{v_E}{(R_{E+h})^2} - \frac{v_N}{(R_{N+h})^2} \\ \frac{v_E \sec^2 \phi}{R_{E+h}} & \frac{v_E \tan \phi}{(R_{E+h})^2} & 0 \\ \frac{v_E \tan \phi}{(R_{E+h})^2} & \frac{v_E \sec^2 \phi}{R_{E+h}} & 0 \\ \frac{1}{R_{E+h}} & \frac{1}{R_{N+h}} & 0 \end{bmatrix} \begin{bmatrix} \delta \phi \\ \delta \lambda \\ \delta h \end{bmatrix}
\]

\[
= F_{12}^n \delta v^n + F_{13}^n \delta p^n ,
\]

which is then inserted into the previous expression to obtain

\[
\delta \psi_{ns} = C_{s}^n \delta \omega_{is} - \Omega_{in}^n \delta \psi_{ns} + F_{12}^n \delta v^n + F_{13}^n \delta p^n .
\]

**State-Space Formulation**

Finally, putting everything together we have that

\[
x^n = F^n x^n ,
\]

with

\[
x^n = \begin{bmatrix} \delta \psi_{ns}^n & \delta v^n & \delta p^n & \delta f^n & \delta \omega_{is}^n & \delta g^n \end{bmatrix}^T
\]

and

\[
F^n = \begin{bmatrix}
-\Omega_{in}^n & F_{12}^n & F_{13}^n & 0 & C_{s}^n & 0 \\
-F^n & F_{22}^n & F_{23}^n & 0 & 0 & I_3 \\
0 & 0 & F_{32}^n & F_{33}^n & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

noticing again that
The wander-azimuth frame is different from the other frames, since the navigation equations (C.3.4 Wander-Azimuth Frame Equations) a long-term systematic effect and is responsible for the rapid error growth in the vertical dynamics of the navigation errors. The $\Gamma$ localised and random in character, meaning that they would not significantly affect the $\psi$ (and $\lambda$). The components of $\mathbf{F}$ correspond to small or at least of less consequence when compared to the velocity products in the corresponding matrix elements. These components are therefore usually omitted. The actual $\mathbf{F}$-frame coordinate axes were always perfectly aligned with the tangent to the local plumb line and the level surface, then all horizontal components of the gravity vector and its gradients would vanish. Therefore all components of $\mathbf{F}$, except for $\Gamma_{33}^n$, are expected to be small or at least of less consequence when compared to the velocity products in the corresponding matrix elements. These components are therefore usually omitted. The actual $\mathbf{F}$-frame is however defined with respect to the ellipsoidal normal and the difference between this direction and the plumb line is known as the deflection of the vertical. The components of $\mathbf{F}$ are only expected to be of significance in rough terrain, in which they are also extremely localised and random in character, meaning that they would not significantly affect the dynamics of the navigation errors. The $\Gamma_{33}^n$ term is however very important, since it represents a long-term systematic effect and is responsible for the rapid error growth in the vertical channel of the INS [15, p. 156-157]

### C.3.4 Wander-Azimuth Frame Equations

The wander-azimuth frame is different from the other frames, since the navigation equations (C.3.8) involve a transformation matrix, $\mathbf{C}_{w}$, rather than the horizontal coordinates $\phi$ and $\lambda$ (and $\psi_{nw}$). The state vector therefore looks like

$$
\mathbf{F}_{12}^n = \begin{bmatrix}
0 & \frac{-1}{R_{E+h}} & 0 \\
\frac{1}{R_{N+h}} & 0 & 0 \\
0 & \frac{\tan \phi}{R_{E+h}} & 0 \\
\end{bmatrix},
$$

(C.135)

$$
\mathbf{F}_{13}^n = \begin{bmatrix}
\omega_{ie} \sin \phi & 0 & \frac{v_E}{(R_{E+h})^2} \\
0 & 0 & -\frac{v_N}{(R_{N+h})^2} \\
\frac{v_E \sec^2 \phi}{R_{E+h}} + \omega_{ie} \cos \phi & 0 & -\frac{v_E \cos \phi}{(R_{E+h})^2} \\
\end{bmatrix},
$$

(C.136)

$$
\mathbf{F}_{22}^n = \begin{bmatrix}
\frac{v_E \tan \phi}{R_{E+h}} + 2 \omega_{ie} \sin \phi & -\frac{2v_E \tan \phi}{R_{E+h}} - \omega_{ie} \sin \phi & \frac{v_N}{R_{N+h}} \\
\frac{v_E \tan \phi}{R_{E+h}} & \frac{v_E}{R_{E+h}} + \frac{v_D}{R_{E+h}} & \frac{v_E}{R_{E+h}} + 2 \omega_{ie} \cos \phi \\
\frac{-2v_N}{R_{N+h}} & \frac{-2v_N}{R_{N+h}} & 0 \\
\end{bmatrix},
$$

(C.137)

$$
\mathbf{F}_{23}^n = \begin{bmatrix}
\Gamma_{11}^n + \frac{-v_N^2 \sec^2 \phi}{R_{E+h}} - 2v_E \omega_{ie} \cos \phi & \Gamma_{12}^n & \Gamma_{13}^n + \frac{v_N^2 \tan \phi}{(R_{E+h})^2} - \frac{v_D v_N}{(R_{N+h})^2} \\
\Gamma_{21}^n + \frac{v_N \sec^2 \phi}{R_{E+h}} + 2v_N \omega_{ie} \cos \phi & \Gamma_{22}^n & \Gamma_{23}^n + \frac{-v_N v_E \tan \phi - v_D v_E}{(R_{E+h})^2} \\
\Gamma_{31}^n + 2v_E \omega_{ie} \sin \phi & \Gamma_{32}^n & \Gamma_{33}^n + \frac{v_N^2}{(R_{N+h})^2} + \frac{v_E^2}{(R_{E+h})^2} \\
\end{bmatrix},
$$

(C.138)

$$
\mathbf{F}_{32}^n = \begin{bmatrix}
\frac{1}{R_{N+h}} & 0 & 0 \\
0 & \frac{1}{(R_{E+h}) \cos \phi} & 0 \\
0 & 0 & -1 \\
\end{bmatrix},
$$

(C.139)

and

$$
\mathbf{F}_{33}^n = \begin{bmatrix}
0 & \frac{v_E \sin \phi}{(R_{E+h}) \cos \phi} & 0 \\
0 & 0 & \frac{-v_E}{(R_{E+h}) \cos \phi} \\
0 & 0 & 0 \\
\end{bmatrix}.
$$

(C.140)
\[ x^w = \begin{bmatrix} \delta \psi_{ws}^w & \delta v^w & \delta \psi_{ew}^w & \delta h & \delta f^s & \delta \omega_{is}^w & \delta g^a \end{bmatrix}^\top, \]  

(C.141)

where \( \delta \psi_{ws}^w \) are errors on the Euler angles of the \( C_w^w \) matrix.

**Attitude Errors**

Turning first our attention to the attitude errors, we have from (C.101) that

\[
\delta \dot{\psi}_{ws}^w = C_w^w \delta \omega_{is}^w - \Omega_{iw}^w \delta \psi_{ws}^w - \delta \omega_{ew}^w = C_w^w \delta \omega_{is}^w - \Omega_{iw}^w \delta \psi_{ws}^w - \delta \omega_{ie}^w - \delta \omega_{ew}^w,
\]

(C.142)

where we need to express \( \delta \omega_{ie}^w \) and \( \delta \omega_{ew}^w \) in terms of our error states. For the first term we have that

\[
\delta \omega_{ie}^w = \delta \left( \begin{bmatrix} C_w^w \omega_{ie}^w \end{bmatrix} \right) = \delta C_w^w \omega_{ie}^w + C_w^w \delta \omega_{ie}^w
\]

\[
= \left[ \delta \psi_{we}^w \times \right] C_w^w \left[ \begin{array}{c} 0 \\ \omega_{ie}^w \end{array} \right] = - \left[ \delta \psi_{ew}^w \times \right] C_w^w \left[ \begin{array}{c} 0 \\ \omega_{ie}^w \end{array} \right]
\]

(C.143)

where (6.13) was used to introduce (small angle) attitude errors. For the second term, we apply the perturbation operator to (C.34) in order to obtain

\[
\delta \omega_{ew}^w = \delta \left[ C_w^w \cdot \right] \delta \psi_{ew}^w,
\]

(C.144)

where

\[
W = \begin{bmatrix}
\cos \psi_{nw} \sin \psi_{nw} & -\cos \psi_{nw} \sin \psi_{nw} & \cos^2 \psi_{nw} + \sin^2 \psi_{nw} & 0 \\
-\cos^2 \psi_{nw} \sin \psi_{nw} & -\sin^2 \psi_{nw} & \cos \psi_{nw} \sin \psi_{nw} & 0 \\
0 & 0 & -\cos \psi_{nw} \sin \psi_{nw} & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

(C.145)

Applying the perturbation operator to the \( W \) matrix, neglecting higher-order error products and variation in the radii of curvature parameters, we have that
\[
\delta W \approx \begin{bmatrix}
\frac{-\sin^2 \psi_w + \cos^2 \psi_w}{R_N + h} \delta \psi_w - \frac{\cos \psi_w \sin \psi_w}{(R_N + h)^2} \delta h & \frac{-2 \sin \psi_w \cos \psi_w}{R_N + h} \delta \psi_w - \frac{\cos^2 \psi_w}{(R_N + h)^2} \delta h \\
\frac{\sin \psi_w \cos \psi_w}{R_N + h} \delta \psi_w + \frac{\cos \psi_w \sin \psi_w}{(R_N + h)^2} \delta h & \frac{2 \sin \psi_w \cos \psi_w}{R_N + h} \delta \psi_w - \frac{\sin^2 \psi_w}{(R_N + h)^2} \delta h
\end{bmatrix}
\]

Then, forming the product with \( v^w \), we arrive at the expression
\[
\delta W w \approx \begin{bmatrix}
- v_x^w \cos \psi_{nw} - v_y^w \cos 2\psi_{nw} - v_y^w \sin 2\psi_{nw} + v_y^w \sin 2\psi_{nw} \\
v_x^w \sin 2\psi_{nw} + v_y^w \cos 2\psi_{nw} + v_y^w \cos 2\psi_{nw} - v_y^w \cos 2\psi_{nw} \\
v_x^w \sin \psi_{nw} - v_y^w \sin \psi_{nw}
\end{bmatrix} \delta \psi_{nw} + 0 + \begin{bmatrix}
-v_x^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \sin \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw} \\
v_x^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \sin \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} \\
v_x^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \sin \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw}
\end{bmatrix} \delta h
\]

\[
= \begin{bmatrix}
0 & 0 & - v_x^w \cos 2\psi_{nw} - v_y^w \sin 2\psi_{nw} \\
v_x^w \sin 2\psi_{nw} + v_y^w \cos 2\psi_{nw} + v_y^w \cos 2\psi_{nw} - v_y^w \cos 2\psi_{nw} \\
v_x^w \sin \psi_{nw} - v_y^w \sin \psi_{nw}
\end{bmatrix} \delta \psi_{nw} + 0 + \begin{bmatrix}
- v_x^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \sin \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw} \\
v_x^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \sin \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} \\
v_x^w \cos \psi_{nw} \sin \psi_{nw} - v_y^w \sin \psi_{nw} \sin \psi_{nw} - v_y^w \cos \psi_{nw} \sin \psi_{nw} + v_y^w \cos \psi_{nw} \sin \psi_{nw}
\end{bmatrix} \delta h
\]

= W_2 \delta \psi_{nw} + w_3 \delta h ,

where we have exploited that \( \delta \psi_{nw} = \delta \psi_{nw,3} \) and it is noted that \( W_2 \) is a 3 \times 3 matrix, while \( w_3 \) is a 3 \times 1 vector. In the polar regions, the wander angle approaches \( \pm 90^\circ \), such that \( \sin \psi_{nw} \approx 1 \) and \( \cos \psi_{nw} \approx 0 \). This can cause some significant numerical rounding errors, when evaluating the above matrices. Instead, the following approximations should be used:
\[
W \approx \left( \frac{a}{\sqrt{1 - e^2}} + h \right)^{-1} \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}
\]

\[
W_2 \approx 0_3 \tag{C.147}
\]

\[
w_3 \approx \left( \frac{a}{\sqrt{1 - e^2}} + h \right)^{-2} \begin{bmatrix} -v^w_x \\ v^w_y \\ 0 \end{bmatrix},
\]

where \( a \) is the semi-major axis of the ellipsoid and \( e \) is the eccentricity.

To summarize, we have that

\[
\delta \dot{\psi}^w_{ws} = -\Omega^w_{ie} \delta \psi^w_{ws} - W \delta v^w - \{ \omega_{ie} \left[ C^w_{c,3} \times \right] + W_2 \} \delta \psi^w_{ew} - w_3 \delta h + C^w_s \delta \psi^s_{ws}. \tag{C.148}
\]

**Velocity Errors**

Applying the perturbation operator to the differential equation governing the velocity in (C.38), we have that

\[
\frac{d}{dt} \delta v^w = \delta f^w - \delta (2 \Omega^w_{ie} + \Omega^w_{ew}) v^w - (2 \Omega^w_{ie} + \Omega^w_{ew}) \delta v^w + \delta g^w (p)
\]

\[
= C^w_s \delta f^s - [\mathbf{F}^w \times] \delta \psi^w_{ws} - (2 \delta \Omega^w_{ie} + \delta \Omega^w_{ew}) v^w - (2 \Omega^w_{ie} + \Omega^w_{ew}) \delta v^w
\]

\[
+ \delta g^w + \Gamma^w \delta p^w \tag{C.149}
\]

\[
= C^w_s \delta f^s - [\mathbf{F}^w \times] \delta \psi^w_{ws} + 2 [v^w \times] \delta \omega^w_{ie} + [v^w \times] \delta \omega^w_{ew} - (2 \Omega^w_{ie} + \Omega^w_{ew}) \delta v^w
\]

\[
+ C^w_n \delta g^n + \Gamma^w \delta p^w,
\]

where the position changes \( \delta p^w \) are along the forward, starboard and through-the-floor directions of the wander-azimuth frame:

\[
\delta p^w = \begin{bmatrix} \delta \psi^w_{ew,1} \\ \delta \psi^w_{ew,2} \\ \delta h \end{bmatrix}. \tag{C.150}
\]

The expressions for \( \delta \omega^w_{ie} \) and \( \delta \omega^w_{ew} \) in the above have just been derived in the previous section as

\[
\delta \omega^w_{ie} = \omega_{ie} \left[ C^w_{c,3} \times \right] \delta \psi^w_{ew} \quad \text{and}
\]

\[
\delta \omega^w_{ew} = W_2 \delta \psi^w_{ew} + w_3 \delta h + W \delta v^w, \tag{C.151}
\]

such that the above can be written as

\[
\delta v^w = -[\mathbf{F}^w \times] \delta \psi^w_{ws} + \{ 2 [-C^w_{c,3} \omega^w_{ie} \times] + [-\omega^w_{ew} \times] + [v^w \times] W \} \delta v^w
\]

\[
+ \{ 2 \omega_{ie} [v^w \times] \left[ C^w_{c,3} \times \right] + [v^w \times] W_2 + \Gamma_2 \} \delta \psi^w_{ew} + \{ [v^w \times] w_3 + \Gamma_3 \} \delta h
\]

\[
+ C^w_s \delta f^s + C^w_n \delta g^n. \tag{C.152}
\]
Position Errors
The latitude, longitude and wander azimuth errors are contained in the error angles

\[ \delta \omega_{ew}^{w} = W \delta v^{w} + W_{2} \delta \psi_{ew}^{w} + w_{3} \delta h, \]  

while the vertical position error is

\[ \delta h \approx -\delta v_{z}^{w}. \]  

State-Space Representation
Finally, putting everything together, we have that

\[ \dot{x}^{w} = F^{w} x^{w}, \]  

with

\[ x^{w} = \begin{bmatrix} \delta \psi_{ws}^{w} & \delta v^{w} & \delta \psi_{ew}^{w} & \delta h & \delta f^{s} & \delta \omega_{is}^{w} & \delta g^{n} \end{bmatrix}^{T}. \]  

The system matrix is

\[ F^{w} = \begin{bmatrix} -\omega_{ew}^{w} \times & -W & F_{13}^{w} & -w_{3} & 0 & C_{s}^{w} & 0 & 0 \\ -v^{w} \times & F_{22}^{w} & F_{23}^{w} & F_{24}^{w} & C_{s}^{w} & 0 & C_{n}^{w} & 0 \\ 0 & W & W_{2} & w_{3} & 0 & 0 & 0 & 0 \\ 0_{1 \times 3} & [0, 0, -1] & 0_{1 \times 3} & 0 & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} & 0_{1 \times 3} \end{bmatrix}, \]  

where

\[ F_{13}^{w} = -\omega_{ie} \left[ C_{e,3}^{w} \times \right] - W_{2}, \]  

\[ F_{22}^{w} = 2 \left[ -C_{e}^{w} \omega_{ie}^{w} \times \right] + \left[ -\omega_{ew}^{w} \times \right] + \left[ v^{w} \times \right] W, \]  

\[ F_{23}^{w} = 2 \omega_{ie} \left[ v^{w} \times \right] \left[ C_{e,3}^{w} \times \right] + \left[ v^{w} \times \right] W_{2} + \begin{bmatrix} \Gamma_{11} & \Gamma_{12} & 0 \\ \Gamma_{21} & \Gamma_{22} & 0 \\ \Gamma_{31} & \Gamma_{32} & 0 \end{bmatrix}, \]  

and

\[ F_{24}^{w} = [v^{w} \times] w_{3} + \begin{bmatrix} \Gamma_{13} \\ \Gamma_{23} \\ \Gamma_{33} \end{bmatrix}. \]
D Stochastic Processes, Error Models and Linear Dynamic Systems

D.1 Random Processes

When we consider a signal representing some physical quantity, usually as a function of time or space, we are in fact considering real variables. Such signals may be deterministic or random and should be described appropriately.

- A signal is said to be **deterministic** if it can be predicted exactly for the time span of interest. Deterministic signals can usually be described using a functional relationship, $x(t)$, such that any value of $x$ can be determined exactly if we specify the numeric value of $t$.

- A **random** or **stochastic** signal, on the other hand, will have some element of chance associated with it, meaning that it will not be predictable in a deterministic sense. The outcome of the stochastic process, $X(t)$, at time $t$ is simply random.

Notice that capital letters refer to stochastic processes, while lower case letters refers to deterministic functions. In order to start analysing a random signal, we can imagine taking samples of the signal at subsequent times $t_1$, $t_2$, $t_3$, etc., noticing that the outcome of each sample will be governed by chance. However, in order to fully explore the behaviour of the signal, it is not sufficient to sample the same signal at different points in time, since such samples would not be independent. A fundamental concept in random signals is therefore the conceptual scenario of an **ensemble of sample realisations**, all obtained under independent, but completely identical circumstances. Obviously, in most cases, an ensemble of sample realisations is not available and we must attempt to describe the signal based on a single realisation of the stochastic process. In the following subsections, we will further explore how random processes can be described under such circumstances, based on some assumptions.

D.1.1 Probabilistic Description of a Random Process

Typically, stochastic signals are described in terms of probability density functions and their joint distributions. If we again consider a single random signal as shown in Figure D.1, we can imagine taking samples at subsequent times $t_1$, $t_2$, ..., $t_k$ in order to sample the variables $X(t_1)$, $X(t_2)$, ..., $X(t_k)$. Each of these random variables will be governed by a first-order density distribution $f_{X_1}(x)$, $f_{X_2}(x)$, ..., $f_{X_k}(x)$, which may or may not be identical. These first-order densities supply information on the amplitude distribution of the process.

![Figure D.1: Sample signal of a typical noise process. Image credit: [5, Fig. 2.5].](image)

Specifying the second-order density distributions, $f_{X_1 X_2}(x_1, x_2)$, $f_{X_1 X_3}(x_1, x_3)$, etc., is important in order to describe how rapidly the signal changes with time and therefore also
concerns the spectral content of the signal. Similarly, the third, fourth and sub-sequent higher-order density functions will add information to the description of the process. Consequently, in order to completely describe the characteristics of the signal, a $k$th order density function is required. In practice, the formulation of a complete multivariate density function is generally impossible. Instead, one usually approximates the stochastic process by considering only the first- and second-order joint density functions.

Probability density functions are often described more compactly in terms of moments of the distribution. The first two moments, namely the mean and variance of the distribution, considering only the first- and second-order joint density functions.

The autocorrelation function, which will be presented in the next section.

The autocorrelation function is an important descriptor of the random process, $X(t)$, since it represents a compact way of describing how the signal evolves with time. More specifically, it contains information on how well the process is correlated with itself at two different times. It may be defined as

$$ R_X(t_1, t_2) = E[X(t_1)X(t_2)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x(t_1) x(t_2) f_{X_1, X_2}(x(t_1), x(t_2)) \, dx(t_1) \, dx(t_2) , $$

where $t_1$ and $t_2$ are arbitrary sample times. A related measure is the auto-covariance function, defined as

$$ C_X(t_1, t_2) = E[(X(t_1) - \mu_X(t_1))(X(t_2) - \mu_X(t_2))] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \{x(t_1) - \mu_X(t_1)\} \{x(t_2) - \mu_X(t_2)\} f_{X_1, X_2}(x(t_1), x(t_2)) \, dx(t_1) \, dx(t_2) , $$

which reduces to the usual variance measure for $t_1 = t_2$. The autocorrelation and auto-covariance functions are simply related as

$$ C_X(t_1, t_2) = E[(X(t_1) - \mu_X(t_1))(X(t_2) - \mu_X(t_2))] = E[X(t_1)X(t_2)] - E[X(t_1)\mu_X(t_2)] - E[\mu_X(t_1)X(t_2)] + E[\mu_X(t_1)\mu_X(t_2)] = R_X(t_1, t_2) - \mu_X(t_1)\mu_X(t_2) - \mu_X(t_1)\mu_X(t_2) + \mu_X(t_1)\mu_X(t_2) = R_X(t_1, t_2) - \mu_X(t_1)\mu_X(t_2) . $$

(D.5)
The reader should notice that the definitions of the autocorrelation and auto-covariance functions are not consistent in the literature. Sometimes the autocorrelation function, as defined here, is referred to as the auto-covariance function.

The idea of autocorrelation may be extended to describe the relation between two different stochastic processes, \( X(t) \) and \( Y(t) \). This concept is known as the cross-correlation function and is defined as

\[
R_{XY}(\tau) = \mathbb{E}[X(t_1)Y(t_2)] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x(t_1)y(t_2) f_{XY}(x(t_1), y(t_2)) \, dx(t_1) \, dy(t_2),
\]

which is related to a similarly defined cross-covariance matrix as

\[
C_{XY}(t_1, t_2) = R_{XY}(t_1, t_2) - \mu_X(t_1) \mu_Y(t_2).
\]

Before continuing, I would like to add a comment to the idea of autocorrelation of a process (or the cross-correlation between two stochastic processes for that matter). A process is said to be uncorrelated in time if

\[
R_Z(t_1, t_2) = \mathbb{E}[X(t_1)X(t_2)] = \mathbb{E}[X(t_1)] \mathbb{E}[X(t_2)] \quad \text{for} \quad t_1 \neq t_2,
\]

which is obviously related to the concept of independence. A process which is independent (white) is also uncorrelated. However, since the concept of correlation only concerns the second moment of the process, a process that is uncorrelated is generally not independent. This is because a stochastic process is generally not completely described in terms of the first two moment only and independence is consequently related to all higher-order moments also.

With the concepts of autocorrelation and cross-correlation introduced, we will now continue to present the properties of stationarity and ergodicity of stochastic processes. These properties will certainly not characterise all stochastic processes, but will only be valid for certain processes. If the stochastic process is either stationary or ergodic, this will significantly simplify the description and analysis of the associated process.

### D.1.3 Stationarity

A process is said to be (time) stationary if all of its statistics are invariant when subject to a time shift. To phrase this in a more mathematical way, consider a set of time samples, \( X(t_1), X(t_2), \ldots, X(t_k) \), of the random process. We then have that

\[
f(X(t_1), X(t_2), \ldots, X(t_k)) = f(X(t_1 + \tau), X(t_2 + \tau), \ldots, X(t_k + \tau)),
\]

which must also hold for any marginal probability distribution of the process. Consequently, any statistical parameters, such a mean and variance, do also not change over time. This kind of stationarity is commonly known as **strict stationarity** in order to distinguish it from **wide-sense stationarity**, which is a less restrictive form of stationarity, that concerns only the first- and second-order probabilities. A process that is wide-sense stationary has some very convenient properties [5, p. 67-68]:

1. The mean of the first-order probability distribution is constant in time, i.e. \( \mu_X(t) = \mathbb{E}[X(t)] = \text{constant} \)
2. The variance of the first-order probability distribution is constant in time, i.e. \( \sigma^2_X = \mathbb{E} \left[ (X(t) - \mu_X)^2 \right] = \text{constant} \)

3. The autocorrelation and auto-covariance functions, related to the second-order probability distribution, depends only on the time difference \( \tau = t_2 - t_1 \). That is, \( R_X(\tau) = \mathbb{E} [X(t)X(t + \tau)] \)

4. The value \( R_X(\tau = 0) \) is the mean-square of the stationary process. If the mean is zero, it is the variance

5. The autocorrelation is an even function, i.e. \( R_X(\tau) = R_X(-\tau) \)

6. The autocorrelation function attains its maximum value at \( \tau = 0 \), such that \( R_X(|\tau|) \leq R_X(0) \) for all \( \tau \). More specifically, this means that the correlation between the two random variables, \( X(t) \) and \( X(t + \tau) \), can never be greater than the correlation of the variable with itself.

A typical stationary auto-correlation function is shown in figure D.2. It usually decreases, at least for small values of \( \tau \), and tends to zero as \( \tau \to 0 \). That is, unless \( X(t) \) contains some periodic element.

![Figure D.2: Typical stationary autocorrelation function. Image credit: [15, Fig. 6.3].](image)

The **correlation time**, \( \tau_c \), of the stochastic signal is a measure of the time interval, where the process is considered to be correlated with itself. In practice, such a measure is only approximate and usually defined as being some time interval, where the autocorrelation is a significantly reduced fraction of the variance. Some examples of its definition are [15, Eq. 6.41]:

\[
\frac{R_X(\tau_c)}{R_X(0)} = \frac{1}{2} \quad \text{or} \quad \frac{R_X(\tau_c)}{R_X(0)} = e^{-1}.
\]  

As we have just seen, these properties related to stationarity of a stochastic process are very convenient and greatly simplifies the treatment of the signal. In general, we concern
ourselves only with the first two orders of the probability density distribution when describing random signals. Consequently, we also generally concern ourselves with wide sense stationarity. In the following, we will look at an important "subclass" of stationarity, which further simplifies the treatment of a relevant stochastic process.

D.1.4 Ergodicity

First of all, the concept of ergodicity is related only to stationary stochastic processes. Such a process is said to be ergodic if its statistical properties can be deduced from a single, sufficiently long, sample of the process. This means that time averaging is equivalent to ensemble averaging and that no additional information is gained by observing an ensemble of signal realisations over a single realisation. Consequently, the mean, variance and higher-order moments associated with the underlying probabilities can be derived using only the temporal average of a single sample. For example, the mean can be estimated from a single realisation, \( X_A(t) \), as

\[
\mu_X = E[X(t)] = \lim_{T \to \infty} \frac{1}{T} \int_0^T X_A(t) \, dt \approx \frac{1}{T} \int_0^T X_A(t) \, dt ,
\]

where the integration from 0 to \( T \) is over the entire sample. In theory, the integration interval should be infinitely long, but in practice, the process is realised for only a limited time interval. Therefore, the estimate reduces to an approximate value.

This property is very useful in practice, since we often have only a single realisation of the process. It should, however, be noticed that there is no easy way of telling whether a real signal is ergodic or not. Often one simply assumes ergodicity in order to derive statistical parameters from the signal. For example, assuming ergodicity, the autocorrelation function may be estimated from a single realisation using a time average, rather than an ensemble average, as

\[
R_X(\tau) = \lim_{T \to \infty} \frac{1}{T} \int_0^T X_A(t) X_A(t + \tau) \, dt \\
\approx \frac{1}{T} \int_0^T X_A(t) X_A(t + \tau) \, dt ,
\]

where it is tacitly assumed that the sample realisation is adequately long.

D.1.5 Power Spectral Density

The autocorrelation function is often used as a descriptor of stochastic signals. Qualitatively, it tells us something about how fast the signal changes with time. Therefore, the autocorrelation function contains information about the frequency content of the process. Similar to deterministic signals, Fourier transform theory can be exploited to form a frequency-domain representation of the process known as the Power Spectral Density (PSD) function. For a wide-sense stationary process, the PSD is defined in terms of the autocorrelation function, \( R_X(\tau) \), as [5, Eq. 2.7.1]:

\[
S_X(f) = \mathfrak{F} [R_X(\tau)] = \int_{-\infty}^{\infty} R_X(\tau) e^{-i2\pi f \tau} \, d\tau ,
\]
where \( \mathcal{F} \)[.] denotes the Fourier transform and \( f \) is the frequency, which has the units of Hz = 1/s. In general, the PSD will therefore contain both real and imaginary components, being even and odd functions with respect to the frequency, \( f \), respectively [17, Sec. 4.3]. The unit of the PSD will be \((\text{quantity})^2/\text{Hz}\).

As with deterministic signals, we can apply the inverse Fourier transform in order to retrieve the time-wise signal from its spectral description. The autocorrelation function can therefore be obtained from the PSD as

\[
R_X(\tau) = \mathcal{F}^{-1}[S_X(f)] = \int_{-\infty}^{\infty} S_X(f) e^{i2\pi f \tau} df ,
\]

which, for \( \tau = 0 \), equals the mean square value of the (stationary) random process. This expression also hints as to why \( S_X(f) \) is called the power spectral density function. A relatively large value of the PSD, at a particular frequency, suggests that a high degree of correlation occurs at this frequency. Therefore the process has high power at this frequency. If we wanted to obtain the signal power in a finite band, we could integrate over the appropriate band of frequencies as

\[
\text{Power in the range } f_1 \leq f \leq f_2 = \int_{-f_2}^{-f_1} S_X(f) df + \int_{f_1}^{f_2} S_X(f) df .
\]

For a deterministic signal, the spectral content is obtained by applying the Fourier transform to the mathematical functional description of the signal. For the stochastic signal, the Fourier transform is applied to the autocorrelation function. The two concepts are therefore clearly related, but the connection is not straightforward. First of all, if the process \( X(t) \) is stationary, the signal wanders on ad infinitum and cannot be integrated. Thus, in order to make the integral converge, we must consider only a limited part of the signal, \( X_T(t) \), which is truncated to zero outside some timespan, \( T \). Under this assumption, the Fourier transform of a sample realisation will exist. We can then consider the Fourier transform, \( \mathcal{F}[X_T(t)] \), of a sample realisation, \( X_T(t) \). This means that, for every realisation, \( X_T(t) \), exists a corresponding Fourier transform, \( \mathcal{F}[X_T(t)] \), and for every ensemble of realisations exists a corresponding ensemble of Fourier transforms. These Fourier transforms will therefore have stochastic attributes, which can be estimated in terms of mean, variance and so forth. The expectation of the ensemble of Fourier transforms is related to the PSD as [5, Eq. 2.7.9]:

\[
E\left[\frac{1}{T} |\mathcal{F}[X_T(t)]|^2\right] \Rightarrow \int_{-\infty}^{\infty} R_X(\tau) e^{-i2\pi f \tau} d\tau \text{ as } T \to \infty ,
\]

where the quantity inside the brackets is known as the periodogram of the particular sample realisation, \( X_T(t) \). The term on the LHS above is therefore the average periodogram, where the average is done over an ensemble of Fourier transforms, while the term of the RHS is the PSD. This relation is very important, since it relates the probabilistic concept of a PSD to the Fourier transform of a signal in the time domain. It therefore provides the tie between probabilistic and spectral descriptors of the process.

This concludes the short introduction to stochastic processes and its probabilistic description. In the applications related to this dissertation, we will attempt to model stochastic signals in terms of their autocorrelation functions. These stochastic processes are most
frequently described in terms of their PSD. However, as we have just seen, the PSD and autocorrelation functions are complementary descriptors and one can be retrieved from the other. In the following, we will have a look at some common random processes, that are relevant for our purposes. That is, for the random signals that we encounter, we will attempt to model them as one of these known processes, although their true nature does not fit this description exactly.

D.2 White Noise

A white noise process, $\mathcal{W}(t)$, is a stationary process that is defined in terms of its PSD and autocorrelation function as

$$S_{\text{wn}}(f) = A \quad \text{and} \quad R_{\text{wn}}(\tau) = A\delta(\tau), \quad (D.17)$$

where $A$ is the spectral amplitude and $\delta$ denotes the Dirac delta function. These functions are sketched in Figure D.3. The PSD therefore describes a process with equal power at any frequency, while the autocorrelation function describes a signal that is completely decorrelated with itself, except at $\tau = 0$ where the correlation is infinite. This also means that the variance of the signal is infinite. Qualitatively, this would suggest a signal that jumps around infinitely fast and infinitely far.

![Figure D.3: White noise. (a) Autocorrelation function. (b) Power spectral density function. Image credit: [5, Fig. 2.12]](image)

A true continuous white noise process is only a conceptual process that never truly occurs in the real world. Such a process would require infinite bandwidth and infinite power. Luckily, all physical systems are bandlimited to some extent. Bandlimited white noise is characterised by having a constant amplitude over some finite range of frequencies and zero amplitude outside that range. A bandlimited white noise process, where the bandwidth includes the origin, can be described as

$$S_{\text{bwn}}(f) = \begin{cases} A & \text{for } |f| \leq B \\ 0 & \text{for } |f| > B \end{cases}, \quad (D.18)$$

where $B$ is the bandwidth (in Hz). The corresponding autocorrelation function is obtained from (D.14), using Euler’s formula, as
\[ R_{\text{wn}}(\tau) = 2BA \frac{\sin (2\pi B\tau)}{2\pi B\tau}. \] (D.19)

The PSD and autocorrelation function of bandlimited white noise are sketched in Figure D.4. Figure D.4a shows that the autocorrelation function is zero at the points \( \tau = 1/2B, B, 3/2B, \) etc. This suggests that, if we sample the signal at a rate of \( 2B \) Hz, i.e. the Nyquist rate, the resulting set of random variables will be uncorrelated.

![Figure D.4: Bandlimited white noise. (a) Autocorrelation function. (b) Power spectral density function. Image credit: [5, Fig. 2.13]](image)

In the real world, pure bandlimited white noise does also not occur, since the bandwidth will usually not be truncated as nicely, i.e. the PSD will not be box-shaped. However, it is common for noise processes to be approximately white at some limited portion of low frequencies and coloured at high frequencies\(^4\), with some transition zone between the two. In this case, the process may be treated as white when sampled at time scales that greatly exceed the correlation time of the process.

A **white noise sequence**, \( W(t_k) \), is the discrete-time equivalent of the white noise process. It is a time-wise sequence of mutually uncorrelated random variables from a zero mean distribution with the property that

\[
\text{cov}(w_i, w_j) = \text{E}[w_iw_j] = \begin{cases} 
\sigma_w^2 & \text{for } i = j \\
0 & \text{for } i \neq j
\end{cases},
\] (D.20)

where \( w_i \) and \( w_j \) are the samples. The transition from a continuous to a discrete white noise process can be defined in terms of an averaging procedure [15, p. 179]. In this case, the discrete random variable at time \( t_k \) is the average of the continuous white noise process over a small interval, \( \Delta t \), as

\[
W(t_k) = \frac{1}{\Delta t} \int_{t_k-\Delta t}^{t_k} W(t) \, dt.
\] (D.21)

This leads to the following relation between the spectral amplitude, \( A \), of the continuous white process and the variance, \( \sigma_w^2 \), of the discrete white noise sequence

\(^4\)Noise processes that are not white are referred to as coloured.
\[ \sigma_w^2 = \mathbb{E}[W(t_k)W(t_k)] = \frac{1}{(\Delta t)^2} \int_{t_k}^{t_k+\Delta t} \int_{t_k}^{t_k+\Delta t} \mathbb{E}[W(t)W(t')] \, dt \, dt' \]

\[ = \frac{1}{(\Delta t)^2} \int_{t_k}^{t_k+\Delta t} \int_{t_k}^{t_k+\Delta t} A\delta(t-t') \, dt \, dt' = \frac{A}{\Delta t} . \tag{D.22} \]

Again, assuming that a bandlimited white noise process is sampled at a rate much less than the bandwidth, the sample sequence may be treated as a white noise sequence. The variance of the discrete white noise process and the PSD of the continuous white noise process is simply related as described above.

If the distribution of each random variable of the white noise process, i.e. each sample, is normally distributed with zero mean, the process is called a Gaussian white noise process. In this case, the process can be denoted

\[ W_k \sim \mathcal{N}(0, A/\Delta t) \quad \text{or} \quad W \sim \mathcal{N}(0, A) , \tag{D.23} \]

where \( A \) is the spectral amplitude of the continuous signal and \( \Delta t \) is the averaging interval of the discrete-time sequence.

### D.3 Stochastic Error Models

This section introduces three stochastic processes that will become useful when attempting to model the errors of an inertial navigation system. They can all be described using linear differential equations. The largest source of error in such a navigation system is the presence of a bias in the output of accelerometers and gyroscopes. Such a bias may be modelled as a random constant. The random walk and Gauss-Markov processes can both be used to model systems driven by white noise, which we assume that our sensor output contains to some extent.

#### D.3.1 Random Constant

A random constant is a stochastic process that is constant for all times. It can be described using the differential equation with initial condition:

\[ \dot{X}(t) = 0 \quad \text{and} \quad X(t_0) = X_0 , \tag{D.24} \]

where the constant \( X_0 \) is a random variable. This means that the initialisation of the process is random, while the realisation will continue to have this constant initialisation value for all future times. This behaviour is characteristic for accelerometers and gyroscopes. When the instrument is turned on, its output will be subject to an unknown bias. This bias will be different each time the sensor is turned on. By turning the device on and off repeatedly, one may obtain information about the mean and variance of the bias.

The mean of the process may be assumed zero. This is usually assured through instrument calibration. The autocorrelation function of the process will be constant for all values of \( \tau \) as
\[ \mu_X = 0 \quad \text{and} \quad R_X(\tau) = \sigma_X^2 , \]  
(D.25)

where \( \sigma_X^2 \) is the variance of the random variable. Notice that, given the value of the process at some time, it is known for all times without uncertainty. We should also notice that the process is stationary, but not ergodic, since the temporal average will not equal the ensemble average. From (D.13) we obtain the PSD of the process:

\[ S_X(f) = \sigma_X^2 \delta(f) , \]  
(D.26)

where the units of the delta function are \([s] = [1/\text{Hz}]\). The autocorrelation and PSD functions are illustrated in Figure D.5.

Figure D.5: Random constant. (a) Autocorrelation function. (b) Power spectral density function.

### D.3.2 Random Walk

A random walk process is defined as integrated white noise and can be described using the differential equation with initial condition:

\[ \dot{X}(t) = W(t) \quad \Rightarrow \quad X(t) = \int_{t_0}^{t} W(t') \, dt' \quad \text{and} \quad X(t_0) = 0 . \]  
(D.27)

In inertial navigation systems one integrates the sensed accelerations and angular rates in order to perform navigation. If the sensor output contains a white noise component, the stochastic process underlying the resulting estimates (velocity and attitude) can be modelled as a random walk process. The expectation value of the process is zero, since

\[ \mu_X = \mathbb{E}[X(t)] = \int_{t_0}^{t} \mathbb{E}[W(t')] \, dt' = 0 , \]  
(D.28)

and the autocorrelation is
\[ R_X(t_1, t_2) = E[X(t_1)X(t_2)] = \int_{t_0}^{t_2} \int_{t_0}^{t_1} E[W(t_1')W(t_2')] \, dt_1' dt_2' \]

\[ = \int_{t_0}^{t_2} \int_{t_0}^{t_1} A \delta(t_2' - t_1') \, dt_1' dt_2' \]

\[ = \begin{cases} 
A(t_1 - t_0) & \text{for } t_2 \geq t_1 > t_0 \\
A(t_2 - t_0) & \text{for } t_1 > t_2 > t_0 
\end{cases} \]

where \( A \) is the spectral amplitude of the white noise process. Since the mean of the process is zero, the variance of the process will be

\[ \sigma^2_X = R_X(t, t) = A(t - t_0), \quad \text{(D.30)} \]

which grows linearly with time, indicating that the random walk is not a stationary process and that a PSD cannot be formed for this process. The process is therefore also not ergodic.

If the underlying white noise process is Gaussian, then the resulting random walk will also be Gaussian. This is because integration is a linear operation and Gaussianity is preserved under linear operations. In this case the process is known as a Wiener or Brownian-motion process.

### D.3.3 Gauss-Markov Process

The introduction of the random constant and random walk processes was motivated by known error characteristics of the system. The Gauss-Markov process on the other hand can be used more generally to model stochastic processes. As shown in Figure D.2, the autocorrelation function for a stationary process is often decreasing exponentially for small values of \( \tau \). This is the motivation for the introduction of the stationary Gauss-Markov process, which has an exponentially decreasing autocorrelation function of the form

\[ R_X(\tau) = \sigma^2 e^{-\beta|\tau|} \quad \text{and} \quad S_X(f) = \frac{2\sigma^2 \beta}{4\pi^2 f^2 + \beta^2}, \quad \text{(D.31)} \]

where \( \sigma^2 \) is the variance and \( \beta \geq 0 \) is a constant. The exponential autocorrelation function indicates that the samples become increasingly uncorrelated as the separation between them increases. The PSD of the process is flat at low frequencies and then tails off at frequencies comparable to \( 1/\beta \), which is defined as the correlation time of the process. The autocorrelation and PSD functions are illustrated in Figure D.6, noticing that the plots converge to those of white noise in Figure D.3 as \( 1/\beta \to 0 \) and to those of a random constant in Figure D.5 as \( 1/\beta \to \infty \). This is a kind of bandlimited process that is a good approximation to many practical systems.

Besides being a good approximation to many physical systems, the Gauss-Markov model is also tractable due to its mathematical simplicity. The differential equation governing the process is of the form

\[ \dot{X}(t) + \beta X(t) = W(t) \iff \dot{X}(t) = -\beta X(t) + W(t), \quad \text{(D.32)} \]

indicating that the future value of \( X(t) \) depends only on its present value and a white noise process \( W(t) \). Since this is a first-order differential equation, the process is also known as a first-order Gauss-Markov process. The auto-correlation of the white noise process is [15, Eq. 6.70]:

Similarly, a first-order Gauss-Markov sequence is the discrete-time sequence, $X_k$, which depends only on its previous value, $X_{k-1}$, and a white noise sequence, $W_{k-1}$, as

$$X_k = e^{-\beta \Delta t} X_{k-1} + W_{k-1}, \quad (D.34)$$

where $\Delta t = t_k - t_{k-1}$ is the time between the samples. Since the next value in the sequence depends only on the current value of the sequence, the process may be said to be memoryless, which is the definition of the Markov property. As an extension, any process that depends on the previous $n$ values is known as an $n$th order Markov process. If the probability density function governing the white noise component, $W(t)$, is Gaussian, the adjective "Gauss" is added to the name.

A second-order Gauss-Markov process can be defined in terms of a second-order differential equation

$$\ddot{X}(t) + 2\beta_2 \dot{X}(t) + \beta_2^2 X(t) = W(t), \quad (D.35)$$

with white noise auto-correlation function [15, Eq. 6.79]:

$$R_{wn,2} (\tau) = 4\sigma^2 \beta^3 \delta(\tau). \quad (D.36)$$

This may be expressed conveniently in vector form as

$$\frac{d}{dt} \begin{bmatrix} X(t) \\ \dot{X}(t) \\ \ddot{X}(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ -\beta_2^2 & -2\beta_2 & 1 \\ -3\beta_3 & -3\beta_3^2 & -3\beta_3 \end{bmatrix} \begin{bmatrix} X(t) \\ \dot{X}(t) \\ \ddot{X}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ W(t) \end{bmatrix}. \quad (D.37)$$

In a similar form, the third-order Gauss-Markov process is defined in [16]:

$$\frac{d}{dt} \begin{bmatrix} X(t) \\ \dot{X}(t) \\ \ddot{X}(t) \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ -\beta_3^3 & -3\beta_3^2 & -3\beta_3 \end{bmatrix} \begin{bmatrix} X(t) \\ \dot{X}(t) \\ \ddot{X}(t) \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ W(t) \end{bmatrix}. \quad (D.38)$$

with white noise auto-correlation function [15, Eq. 6.81]:

$$R_{wn,3} (\tau) = \frac{16}{3} \sigma^2 \beta^5 \delta(\tau). \quad (D.39)$$
In Table D.1, the form of the autocorrelation and PSD functions are listed for any order of the Gauss-Markov process and in Figure D.7, the autocorrelation and PSD functions are illustrated for first-, second- and third-order processes.

<table>
<thead>
<tr>
<th>Order</th>
<th>PSD $S_X(f)$</th>
<th>Auto-Correlation $R_X(\tau)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{2\beta_1 \sigma^2}{(2\pi f)^2 + \beta_1^2}$</td>
<td>$\sigma^2 e^{-\beta_1</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{4\beta_2^2 \sigma^2}{(2\pi f)^2 + \beta_2^2}$</td>
<td>$\sigma^2 e^{-\beta_2</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{16 \beta_3^2 \sigma^2}{3[(2\pi f)^2 + \beta_3^2]}$</td>
<td>$\sigma^2 e^{-\beta_3</td>
</tr>
<tr>
<td>$n$</td>
<td>$\frac{(2\beta_n)^{2n-1}</td>
<td>\Gamma(n)</td>
</tr>
</tbody>
</table>

Table D.1: Characteristics of the stationary Gauss-Markov process from [9, Tab. 2.2-1]. $\Gamma(n)$ denotes the Gamma function.

Figure D.7: Auto-correlation and power spectral density functions for the first, second and third order Gauss-Markov processes. The variance is $\sigma^2 = 1$ and the correlation parameter for the first order case is $\beta_1 = 1$. The second and third order correlation parameter is adjusted such that $R_X(\tau = 1) = \sigma^2 e^{-\beta_1}$. (Left): auto-correlation; (Right): power spectral density.

D.4 Linear Dynamic System Models

Suppose we are confronted with a physical system that can be subjected to both controllable deterministic input and uncontrollable stochastic input. Moreover, suppose that the dynamics of such a system can be described "adequately" in the form of a linear differential equation which we can express using state-space notation as [17, Eq. 2-38]:

$$\dot{x}(t) = F(t)x(t) + B(t)u(t) + G(t)w(t), \quad (D.40)$$
where

\[ x(t) \] is an \( n \)-dimensional state vector containing the set of \( n \) variables that are used to describe the system. In inertial navigation, these variables are typically position, velocity, attitude and sensor biases.

\[ F(t) \] is an \( n \times n \) system matrix describing the dynamics of the situation and typically represents the "physics" of the situation. In inertial navigation it is formed using the navigation equations or the error dynamics equations.

\[ u(t) \] is an \( r \)-dimensional vector representing deterministic input to the system.

\[ B(t) \] is an \( n \times r \) input matrix, relating the input forces to the state variables.

\[ w_s(t) \] is a \( k \)-dimensional vector representing stochastic input to the system.

Here we restrict ourselves to Gaussian white noise.

\[ G(t) \] is an \( n \times k \) system noise distribution matrix relating white noise to the state variables of the system.

From this physical system, we want to extract certain outputs and characterise them in terms of their mean and covariance values at all times. This can be expressed as [17, Eq. 2-39]:

\[ z(t) = H(t) x(t) + w_m(t), \tag{D.41} \]

where

\[ z(t) \] is an \( m \)-dimensional measurement vector.

\[ H(t) \] is an \( m \times n \) measurement matrix relating the state variables to the system output or observables.

\[ w_m(t) \] is an \( m \)-dimensional measurement noise vector.

such that each system observable is assumed to be a linear combination of state variables, corrupted by white Gaussian noise.

Since we are dealing with stochastic processes, the state vector, \( x(t) \), and measurement vector, \( z(t) \), will represent probability distributions. These distributions will be characterised by their first- and second-order moments, i.e. the mean values, \( \bar{x}(t) \) and \( \bar{z}(t) \), and the associated error covariance matrix, \( P(t) \), and measurement noise covariance matrix, \( R(t) \), respectively. These are defined as

\[ Q(t) = E \left[ w_s(t) w_s^\top(t) \right] \quad \text{(system noise covariance matrix)} \]

\[ R(t) = E \left[ w_m(t) w_m^\top(t) \right] \quad \text{(measurement noise covariance matrix)} \]

\[ P(t) = E \left[ \{x(t) - \bar{x}(t)\} \{x(t) - \bar{x}(t)\}^\top \right] = E \left[ \delta x(t) \delta x^\top(t) \right] \quad \text{(error covariance matrix)} \]

where the system noise covariance matrix, \( Q(t) \), was also introduced. The error covariance related to the state vector is therefore defined in terms of the state vector residual, \( \delta x(t) \), which is the difference between the true state vector, \( x(t) \), and the Kalman filter estimates thereof, \( \hat{x}(t) \). Since we will assume that these distributions are Gaussian, the first two
moments fully describe the probability distribution and no higher order moments are needed. The system noise, measurement noise and state vector residuals are moreover assumed to be non-correlated:

\[
E \left[ w_s(t) w_m^\top(t) \right] = E \left[ w_m(t) w_s^\top(t) \right] = 0 \tag{D.42}
\]

\[
E \left[ w_s(t) \delta x^\top(t) \right] = E \left[ \delta x(t) w_s^\top(t) \right] = 0 \tag{D.43}
\]

\[
E \left[ w_m(t) \delta x^\top(t) \right] = E \left[ \delta x(t) w_m^\top(t) \right] = 0 \tag{D.44}
\]

and assuming that the noise sources are white, the system and measurement noise vectors will be uncorrelated in time:

\[
E \left[ w_s(t) w_s^\top(t') \right] = Q(t) \delta (t - t') \tag{D.45}
\]

where \( \delta \) is the Dirac delta function. Since the noise sources are assumed white, a comparison with (D.17) implies that \( Q(t) \) and \( R(t) \) are diagonal matrices comprising the amplitude of the power spectral density components. They are therefore known as spectral density matrices that can be converted to covariance matrices through multiplication by the Dirac delta function.

The equations (D.40) and (D.41) represent the basic continuous-time description of a linear dynamic system and the associated measurements. For the applications in this dissertation, we can omit the deterministic driving terms in the system model. Moreover, we are interested in data samples rather than continuous output. The system and measurement models may therefore be modified for our purposes [10, Eqs. 3.26, 3.51]:

\[
\dot{x}(t) = F(t)x(t) + G(t)w_s(t), \tag{D.46a}
\]

\[
z(t_k) = H(t_k)x(t_k) + w_m(t_k), \tag{D.46b}
\]

where the state vector, \( x(t) \), and measurement vector, \( z(t_k) \), are characterised in terms of both mean values and error covariance. The dynamic processes underlying the system model will be continuous in time, while the measurement model has a discrete-time nature, \( t_k \), related to the sampling times.

### D.4.1 Sampled Continuous-Time Systems

In order to obtain samples from the linear system, we need to solve the differential equation (D.46a) at discrete instances in time. From (B.35) the solution can be written on the form\(^5\)

\[
x(t_k) = \Phi(t_k, t_0)x(t_0) + \int_{t_0}^{t_k} \Phi(t_k, t') G(t') w_s(t') \, dt', \tag{D.47}
\]

where \( \Phi(t_k, t_0) \) is known as the state transition matrix and is governed by the matrix differential equation

\[
\frac{d}{dt} \Phi(t_k, t_0) + F(t) \Phi(t_k, t_0) = 0 \quad \text{with} \quad \Phi(t_k, t_k) = I, \tag{D.48}
\]

\(^5\)A proper derivation of this expression, taking into account the stochastic nature of the second term, can be found in [17, Sec. 4.4-4.8]
and where \( t_0 \) is the time at which we know the initial or current value of \( x \). This may seem like we have just substituted one differential equation for another. However, in the case that \( F(t) = F \) is a constant matrix, the transition matrix may be expressed in the form \( (D.27) \)

\[
\Phi (t_k, t_0) = e^{F(t_k - t_0)} = I + \sum_{n=1}^{\infty} \frac{F^n (t_k - t_0)^n}{n!} , \tag{D.49}
\]

where the solution must be written as a truncated series, since \( e^{F(t_k - t_0)} \) cannot be evaluated on closed form. Thus, assuming that \( F(t) \) is constant during each update interval, \( \delta t = t_k - t_{k-1} \), the state vector may be propagated recursively as

\[
x (t_k) = \Phi (t_k, t_{k-1}) x (t_{k-1}) + \int_{t_{k-1}}^{t_k} \Phi (t_k, t') G (t') w (t') \, dt' \tag{D.50}
\]

\[
= \Phi (t_k, t_{k-1}) x (t_{k-1}) + w_d (t_{k-1}) ,
\]

between each time sample, \( t_k \), or possibly at even smaller time increments in order to achieve better precision. This expression is closely related to the discrete-time system model

\[
x_k = \Phi_{k-1} x_{k-1} + \Gamma_{k-1} w_{s,k-1} , \tag{D.51}
\]

where

\[
\Phi_{k-1} \equiv \Phi (t_k, t_{k-1}) = e^{F(t_k - t_{k-1})} \quad \text{and}
\Gamma_{k-1} w_{s,k-1} \equiv w_d (t_{k-1}) = \int_{t_{k-1}}^{t_k} \Phi (t_k, t') G (t') w_s (t') \, dt' , \tag{D.52}
\]

noticing that \( \Gamma_{k-1} w_{s,k-1} \) is a vector of stochastic processes and that only the matrix-vector product is defined, not the individual terms, \( \Gamma_{k-1} \) and \( w_{s,k-1} \).

Now, having derived such a discrete-time model from the continuous-time model, we are interested in the propagation of the first two moments of the stochastic process, namely the mean and the covariance of the process, over the update interval, \( \delta t = t_k - t_{k-1} \). These two will be treated separately in the following.

**The State Vector**

The mean value of the stochastic process, \( \hat{x} \), represents the estimate of the state vector and is defined as

\[
\hat{x} (t_k) \equiv E [x (t_k)] = E [\Phi (t_k, t_{k-1}) x (t_{k-1}) + w_d (t_{k-1})]
\]

\[
= \Phi (t_k, t_{k-1}) E [x (t_{k-1})] + E [w_d (t_{k-1})] \tag{D.53}
\]

\[
= \Phi (t_k, t_{k-1}) \hat{x} (t_{k-1}) ,
\]

where it was assumed that the expectation operator, \( E [\cdot] \), commutes with the transition matrix, \( \Phi (t_k, t_{k-1}) \), since it is a known function and that

\[
E [w_d (t_k)] = E \left[ \int_{t_{k-1}}^{t_k} \Phi (t_k, t') G (t') w_s (t') \, dt' \right]
\]

\[
= \int_{t_{k-1}}^{t_k} \Phi (t_k, t') G (t') E [w_s (t')] \, dt' \tag{D.54}
\]

\[
= 0 ,
\]
since the mean of a Gaussian white noise process is zero.

The Error Covariance Matrix

The covariance of the stochastic process, \( P \), corresponds to the error covariance matrix associated with the state vector and is defined as

\[
P(t_k) \equiv E \left[ \delta x(t_k) \delta x^\top(t_k) \right] = E \left[ \left( \Phi(t_k, t_{k-1}) \delta x(t_{k-1}) + w_d(t_{k-1}) \right) \left( \Phi(t_k, t_{k-1}) \delta x(t_{k-1}) + w_d(t_{k-1}) \right)^\top \right]
\]

\[
= E \left[ \Phi(t_k, t_{k-1}) \delta x(t_{k-1}) + w_d(t_{k-1}) \right] \left\{ \delta x^\top(t_{k-1}) \Phi^\top(t_k, t_{k-1}) + w_d^\top(t_{k-1}) \right\}
\]

\[
= E \left[ \delta x(t_{k-1}) \delta x^\top(t_{k-1}) \Phi^\top(t_k, t_{k-1}) + \Phi(t_k, t_{k-1}) \delta x(t_{k-1}) w_d^\top(t_{k-1}) \right.
\]

\[
+ \left. w_d(t_{k-1}) \delta x^\top(t_{k-1}) \Phi^\top(t_k, t_{k-1}) + w_d(t_{k-1}) w_d^\top(t_{k-1}) \right]\]  

(D.55)

where the non-correlation properties of (D.42) were exploited and the system noise covariance matrix is defined as

\[
Q_k \equiv E \left[ w_d(t_{k-1}) w_d^\top(t_{k-1}) \right] = E \left[ \left\{ \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') w_s(t') dt' \right\} \left( \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') w_s(t') dt' \right)^\top \right]^\top
\]

\[
= \int_{t_{k-1}}^{t_k} \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') E \left[ w_s(t') w_s^\top(t') \right] G^\top(t') \Phi^\top(t_k, t') dt' dt''
\]

(D.56)

\[
= \int_{t_{k-1}}^{t_k} \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') Q(t') \delta(t' - t'') G^\top(t'') \Phi^\top(t_k, t'') dt' dt''
\]

\[
= \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') Q(t') G^\top(t') \Phi^\top(t_k, t') dt'.
\]

This expression may again be related to a discrete-time system model as

\[
\Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^\top = Q_k = \int_{t_{k-1}}^{t_k} \Phi(t_k, t') G(t') Q(t') G^\top(t') \Phi^\top(t_k, t') dt',
\]

(D.57)

where

\[
\Gamma_{k-1} Q_{k-1} \Gamma_{k-1}^\top = E \left[ \left( \Gamma_{k-1} w_{s,k-1} \right) \left( \Gamma_{k-1} w_{s,k-1} \right)^\top \right],
\]

(D.58)

is the error covariance matrix of the corresponding random sequence. It should be noticed that the nature of the two matrices, \( Q(t) \) and \( Q_k \), are different. As already mentioned \( Q(t) \) is a spectral density matrix, whereas \( Q_k \) is a covariance matrix. From (D.17) we know that a spectral density matrix can be converted to a covariance matrix through multiplication with the Dirac delta function, which has units of 1/time [9, Sec. 3.6].
D.4.2 The Discrete-Time System Model

Our starting point for describing a linear dynamic system was the continuous-time model in (D.46), sampled at discrete points in time as

\[
\dot{x}(t) = F(t)x(t) + G(t)w_s(t), \\
z(t_k) = H(t_k)x(t_k) + w_m(t_k).
\]  

(D.59)

In the previous section, we developed the corresponding discrete-time model as

\[
x_{k+1} = \Phi_k x_k + \Gamma_k w_{s,k}, \\
z_k = H_k x_k + w_{m,k},
\]

(D.60a)  

(D.60b)

which could be used to propagate the state vector, \(x_k\), and associated error covariance matrix, \(P_k\), forward in time recursively as

\[
x_{k+1} = \Phi_k x_k \quad \text{and} \quad P_{k+1} = \Phi_k P_k \Phi_k^\top + \Gamma_k Q_k \Gamma_k^\top.
\]  

(D.61)

Assuming that the system matrix, \(F(t)\), is constant during the propagation interval, \(\delta t = t_{k+1} - t_k\), the transition matrix, \(\Phi_k\), can be computed from the system matrix using the series expansion

\[
\Phi_k \equiv \Phi(t_{k+1}, t_k) = e^{F_k \delta t} = I + \sum_{n=1}^{\infty} \frac{(F_k \delta t)^n}{n!},
\]  

(D.62)

which must be truncated at some degree, depending on the desired accuracy. The system noise in the continuous-time and discrete-time models were related as

\[
\Gamma_k Q_k \Gamma_k^\top \equiv \int_{t_k}^{t_{k+1}} e^{F_k (t_{k+1} - t')} G_k W_{s,k} G_k^\top e^{F_k^\top (t_{k+1} - t')} dt',
\]  

(D.63)

where the system noise distribution matrix, \(G(t)\), is assumed constant over the propagation interval and \(W_{s,k}\) is the spectral density matrix. The system noise contribution can therefore be computed by evaluating the above integral. The above expression is dependent on the actual system model and must therefore be evaluated on a case-by-case basis.

For systems of large dimensionality it becomes cumbersome to form explicit expressions for \(\Phi\) and \(\Gamma_k Q_k \Gamma_k^\top\). An efficient approach for solving large scale system was formulated by [20]. This method of van Load is outlined in [5, Sec. 3.9]:

1. Form the 2\(n\) \(\times\) 2\(n\) matrix

\[
A_k = \begin{bmatrix} -F_k & G_k W_{s,k} G_k^\top \\ 0 & F^\top \end{bmatrix} \delta t,
\]

(D.64)

where \(n\) is the dimension of \(x\) and \(\delta t\) is the propagation interval

2. Form the matrix exponential (can be done using MATLAB or other software)

\[
B_k = \expm(A_k) = \begin{bmatrix} e^{-F_k \delta t} & e^{-F_k \delta t} \Gamma_k Q_k \Gamma_k^\top \\ 0 & e^{F_k \delta t} \end{bmatrix} = \begin{bmatrix} \Phi_k^{-1} & \Phi_k^{-1} \Gamma_k Q_k \Gamma_k^\top \\ 0 & \Phi_k \end{bmatrix}
\]

(D.65)
3. Obtain the transition matrix, \( \Phi_k \), by transposing the lower-right partition of \( B_k \).

4. Obtain the system noise covariance matrix, \( \Gamma_k Q_k \Gamma_k^\top \), by applying the transition matrix, \( \Phi_k \), to the upper-right partition of \( B_k \).

This numerical approach to the evaluation of \( \Phi \) and \( \Gamma_k Q_k \Gamma_k^\top \) is quite useful when experimenting with various system and stochastic models.

Another option that is only valid for small propagation intervals (\( \delta t \leq 0.2 \) seconds) is to completely neglect the transition matrix over the propagation interval and approximate the system noise covariance matrix as \( [10, \text{Eq. 14.82}] \)

\[
\Gamma_k Q_k \Gamma_k^\top \approx G_k W_{s,k} G_k^\top \delta t ,
\]

which represents the limit as \( \delta t \to 0 \), omitting terms order \( \delta t^2 \) and is known as the impulse approximation \([9, \text{Sec. 3.7}]\).

D.4.3 Shaping Filters and State Augmentation

In the applications related to the Kalman filter, we are limiting ourselves to the use of white Gaussian noise, which may not be adequate to describe the underlying stochastic processes. However, using a linear time-invariant system, also known as a shaping filter, other stochastic processes such as random constants, random walks and Gauss-Markov processes can be generated using white Gaussian noise as the driving source. First, suppose that our system and measurement models are

\[
\dot{x}(t) = F(t) x(t) + G(t) n(t) , \quad (D.67a)
\]
\[
z(t_i) = H(t_i) x(t_i) + w_m(t_i) , \quad (D.67b)
\]

where \( n(t) \) is a time-correlated, non-white stochastic process. Then, suppose that the noise, \( n(t) \), can be generated using a linear shaping filter as \([17, \text{Eq. 4.148}]\):

\[
\dot{x}_f(t) = F_f(t) x_f(t) + G_f(t) w(t) , \quad (D.68a)
\]
\[
n(t) = H_f(t) x_f(t) . \quad (D.68b)
\]

We can then define an augmented state vector, \( x_a(t) \), representing the state variables in an augmented system model:

\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{x}_f(t)
\end{bmatrix}
= \begin{bmatrix}
F(t) & G(t) H_f(t) \\
0 & F_f(t)
\end{bmatrix}
\begin{bmatrix}
x(t) \\
x_f(t)
\end{bmatrix}
+ \begin{bmatrix}
0 \\
G_f(t)
\end{bmatrix}
\begin{bmatrix}
w(t)
\end{bmatrix} , \quad (D.69)
\]

and the associated augmented measurement model

\[
\dot{z}(t) = H_a(t) x_a(t) + w_m(t)
\]
\[
z(t) = \begin{bmatrix}
H(t) & 0
\end{bmatrix}
\begin{bmatrix}
x(t) \\
x_f(t)
\end{bmatrix}
+ w_m(t) , \quad (D.70)
\]
which then represents an augmented linear dynamic system model, driven only by white Gaussian noise.

In the following, some relevant examples will be briefly introduced. The stochastic processes were already introduced in Section D.3. We start by assuming that the state variables are the position, $p$, velocity, $v$ and attitude, $\psi$, of a vehicle, such that the state vector and associated system model becomes

$$x(t) = \begin{bmatrix} p(t) \\ v(t) \\ \psi(t) \end{bmatrix} \text{ and } \dot{x}(t) = F(t)x(t) + G(t)n(t), \quad (D.71)$$

and that we want to take samples of velocity and position, such that the measurement vector and model becomes

$$z(t_i) = \begin{bmatrix} p(t_i) \\ v(t_i) \end{bmatrix} \text{ and } z(t_i) = \begin{bmatrix} I_3 & 0_3 & 0_3 \\ 0_3 & I_3 & 0_3 \end{bmatrix}x(t_i) + w_m(t_i). \quad (D.72)$$

**Random Walk**

The accelerometer and gyro observations are typically corrupted by noise. Assuming this noise is white and Gaussian, the velocity and attitude errors will be subject to integrated white noise, i.e., random walk. This model is also known as Brownian motion and is governed by the differential equation (D.27):

$$\dot{x}_f(t) = w(t) \text{ and } x_f(t_0) = 0, \quad (D.73)$$

where $w(t)$ is a zero-mean, white Gaussian process. This is achieved by adding a driving noise term to the augmented system model as

$$\begin{bmatrix} \dot{p}(t) \\ \dot{v}(t) \\ \dot{\psi}(t) \end{bmatrix} = F(t) \begin{bmatrix} p(t) \\ v(t) \\ \psi(t) \end{bmatrix} + \begin{bmatrix} 0_3 & 0_3 \\ I_3 & 0_3 \\ 0_3 & I_3 \end{bmatrix} \begin{bmatrix} w_a(t) \\ w_g(t) \end{bmatrix}, \quad (D.74)$$

where $w_a(t)$ and $w_g(t)$ are 3-component vectors representing the stochastic driving terms for each of the six sensors. This does not require any augmentation of the system, i.e., any additional state variables. One could also introduce noise on the position, but this is currently omitted.

The stochastic properties of the random walk process is usually defined in terms of the PSD of the associated white noise process, rather than the associated variance or standard deviation. Manufacturers often specify the root of the PSD, such that the units for the gyroscope random walk is rad/s/√Hz (or similarly °/√hr) and for the accelerometer random walk is m/s²/√Hz (or similarly mGal/√Hz). The square of these values can therefore occupy the diagonal elements of the spectral density matrix, $W_{s,k}$. The manufacturer specifications can however generally only be used as guidelines, as the actual stochastic process must also take into account imperfections in the dynamic system model. From (D.22), the standard deviation of the random noise samples is obtained from the root PSD by dividing by the root of the sampling interval.
Random Constant

As mentioned in Section 6.1, the sensor output will often be characterised by a run-to-run bias, which is different each time the sensor is turned on, but constant during operating time. Such errors can be modelled as a random constant, which is governed by the differential equation (D.24):

\[
\dot{x}_f(t) = 0 \quad \text{and} \quad x_f(t_0) = x_{f,0},
\]

where \( x_{f,0} \) is the initial condition, modelled as a Gaussian random variable with mean and variance. In this case, there is no driving noise term in the equation, meaning that the noise components are zero and the augmented system model becomes:

\[
\begin{bmatrix}
\dot{p}(t) \\
\dot{v}(t) \\
\dot{\psi}(t) \\
b_a(t) \\
b_g(t)
\end{bmatrix} =
\begin{bmatrix}
F(t) & 0_3 & 0_3 \\
C & 0_3 & 0_3 \\
0_3 & 0_3 & C \\
0_6 \\
0_6
\end{bmatrix}
\begin{bmatrix}
p(t) \\
v(t) \\
\psi(t) \\
b_a(t) \\
b_g(t)
\end{bmatrix} +
\begin{bmatrix}
0_3 \\
0_3 \\
0_3 \\
I_3 \\
I_3 \\
I_3 \\
I_3 \\
I_3 \\
I_3
\end{bmatrix}
\begin{bmatrix}
w_a(t) \\
w_g(t)
\end{bmatrix}
\]

where \( C \) represents the transformation matrix from the sensor frame to the relevant reference frame, e.g. \( b \)-frame to \( n \)-frame. Manufacturers often specify the statistics of this run-to-run bias in terms of bias repeatability or instability which is in units of \( \text{rad}/\text{s} \) or \( \text{mGal} \) for the accelerometer. These numbers refer to the standard deviation of the process and are used to form the initial error covariance matrix, \( P_0 \). The run-to-run bias estimate is therefore only utilised in the initialisation process, since no system noise is added to the model. The associated augmented measurement model is

\[
\begin{bmatrix}
p(t_i) \\
v(t_i) \\
\psi(t_i)
\end{bmatrix} =
\begin{bmatrix}
I_3 & 0_3 & 0_3 \\
0_3 & I_3 & 0_3 \\
0_6 & 0_6 \\
\end{bmatrix}
x(t_i) + w_m(t_i).
\]

The random constant assumes that the bias magnitude does not change in time. As a result, an optimal filter will estimate its magnitude using initial data, but will essentially disregard all measurements that come later [17, Sec. 4.11]. A more appropriate model is perhaps to allow the bias to vary slowly in time. This variation may also be modelled as a random walk by adding a driving noise term to the augmented system model as

\[
\begin{bmatrix}
p(t) \\
v(t) \\
\psi(t) \\
b_a(t) \\
b_g(t)
\end{bmatrix} =
\begin{bmatrix}
F(t) & 0_3 & 0_3 \\
C & 0_3 & 0_3 \\
0_3 & 0_3 & C \\
0_6 \\
0_6
\end{bmatrix}
\begin{bmatrix}
p(t) \\
v(t) \\
\psi(t) \\
b_a(t) \\
b_g(t)
\end{bmatrix} +
\begin{bmatrix}
0_3 \\
0_3 \\
0_3 \\
I_3 \\
I_3 \\
I_3 \\
I_3 \\
I_3
\end{bmatrix}
\begin{bmatrix}
w_a(t) \\
w_g(t)
\end{bmatrix}.
\]

The statistic properties of the bias variation can also be specified in terms of the root PSD of the associated white noise process. For the gyroscope, this is in units of \( \text{rad}/s^2/\sqrt{\text{Hz}} \) (or similarly \( \circ/\text{hr}/\sqrt{\text{s}} \)) and for the accelerometer the units are \( m/s^2/\sqrt{\text{Hz}} \) (or similarly \( \text{mGal}/\sqrt{\text{s}} \)). The root PSD of the bias variation is rarely specified by the manufacturer, since the bias variation is not truly a random walk process. Instead, the in-run bias instability is often specified, which indicates the accuracy to which the bias can be estimated. This
is typically expressed as a standard deviation in units of rad/s for the gyroscope and m/s² for the accelerometer.

**First-Order Gauss-Markov Model**

The temporal variation of sensor biases may also be modelled as an exponentially time-correlated random process, also known as a Gauss-Markov process. The first-order Gauss-Markov model is governed by the differential equation (D.32):

\[ \dot{x}_f(t) = -\beta x_f(t) + w(t), \tag{D.79} \]

where \( \beta = 1/T \) is the correlation time and \( w(t) \) is (again) a zero-mean white Gaussian process. The state vector may be augmented by separating the bias states into static and dynamic components as

\[ \dot{\mathbf{b}}_a(t) = \mathbf{b}_{a,s} + \dot{\mathbf{b}}_{a,d}(t) \quad \text{and} \quad \dot{\mathbf{b}}_g(t) = \mathbf{b}_{g,s} + \dot{\mathbf{b}}_{g,d}(t) \tag{D.80} \]

leading to the augmented system model

\[
\begin{bmatrix}
\mathbf{p}(t) \\
\mathbf{v}(t) \\
\mathbf{w}(t) \\
\mathbf{b}_{a,s} \\
\dot{\mathbf{b}}_{a,d}(t) \\
\mathbf{b}_{g,s} \\
\dot{\mathbf{b}}_{g,d}(t)
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{F}(t) & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{C} & \mathbf{C} & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{C} & \mathbf{C}
\end{bmatrix}
\begin{bmatrix}
\mathbf{p}(t) \\
\mathbf{v}(t) \\
\mathbf{w}(t) \\
\mathbf{b}_{a,s} \\
\dot{\mathbf{b}}_{a,d}(t) \\
\mathbf{b}_{g,s} \\
\dot{\mathbf{b}}_{g,d}(t)
\end{bmatrix} + 
\begin{bmatrix}
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{I}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{I}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{I}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 \\
\mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3 & \mathbf{0}_3
\end{bmatrix}
\begin{bmatrix}
\mathbf{w}_a(t) \\
\mathbf{w}_g(t) \\
\mathbf{w}_{a,bias}(t) \\
\mathbf{w}_{g,bias}(t)
\end{bmatrix}, \tag{D.81}
\]

where \( \mathbf{\beta}_a \) and \( \mathbf{\beta}_g \) are diagonal matrices

\[
\mathbf{\beta}_a = \begin{bmatrix}
\beta_{a,x} & 0 & 0 \\
0 & \beta_{a,y} & 0 \\
0 & 0 & \beta_{a,z}
\end{bmatrix} \quad \text{and} \quad \mathbf{\beta}_g = \begin{bmatrix}
\beta_{g,x} & 0 & 0 \\
0 & \beta_{g,y} & 0 \\
0 & 0 & \beta_{g,z}
\end{bmatrix}, \tag{D.82}
\]

with diagonal elements representing the correlation time along each of the three sensor axes. The PSD amplitude of the associated white noise process is from (D.17) and (D.33):

\[
S_{wn,1} = 2\sigma^2 \beta, \tag{D.83}
\]

where \( \beta = 1/T \) is the correlation time with units of 1/s and \( \sigma \) is the standard deviation in units of rad/s for the gyro and m/s² for the accelerometer. The units of the root PSD are therefore °/hr/√s and mGal/√s, as for the random walk processes.
Higher-Order Gauss-Markov Models

When performing inertial navigation, the accelerometers will also sense a component of gravitational force. Since this acceleration does not originate from the movement of the vehicle, the sensed acceleration must first be corrected for this gravitational component before integrating for velocity. This is usually done using a gravitational model, which is of course not perfect. Therefore, we can add a state variable, $\delta g$, accounting for the error in the gravity model. The stochastic behaviour of this error term could for example be approximated using an exponentially time-correlated model as a second order Gauss-Markov model, governed by the differential equation (D.35):

$$\ddot{x}(t) = -2\beta \dot{x}(t) - \beta^2 x(t) + w(t), \quad (D.84)$$

where $\beta = 1/T$ is the correlation time and $w(t)$ is (again) a zero-mean white Gaussian process. This leads to the augmented system model

$$\begin{bmatrix} \dot{p}(t) \\ \dot{v}(t) \\ \dot{\psi}(t) \\ b_a(t) \\ b_g(t) \\ \frac{d}{dt} \delta g(t) \\ \frac{d}{dt} \delta \dot{g}(t) \end{bmatrix} = \begin{bmatrix} F(t) \end{bmatrix} \begin{bmatrix} 0_3 & 0_3 & 0_3 & 0_3 \\ C & 0_3 & I_3 & 0_3 \\ 0_3 & C & 0_3 & 0_3 \end{bmatrix} \begin{bmatrix} p(t) \\ v(t) \\ \psi(t) \\ b_a(t) \\ b_g(t) \\ \delta g(t) \\ \delta \dot{g}(t) \end{bmatrix} + \begin{bmatrix} 0_3 & 0_3 & 0_3 & 0_3 \\ I_3 & 0_3 & 0_3 & 0_3 \\ 0_3 & I_3 & 0_3 & 0_3 \end{bmatrix} \begin{bmatrix} w_a(t) \\ w_g(t) \end{bmatrix} + \begin{bmatrix} w_{a,\text{bias}}(t) \\ w_{g,\text{bias}}(t) \\ w_{\delta g^2}(t) \end{bmatrix}, \quad (D.85)$$

where the bias variation is again modelled as a random walk process. The PSD amplitude of the associated white noise process is from (D.17) and (D.36):

$$S_{wn,2} = 4\sigma^2 \beta^4, \quad (D.86)$$

where $\sigma$ is the standard deviation in units if $m/s^2$ and $\beta = 1/T$ is the correlation time. As the gravity signal varies with position rather than time, the along-track correlation length $\beta^{\prime}_2$, in units of $1/m$, is typically used instead of correlation time, $\beta_2$. Although the correlation length is in general direction dependent, it is usually only divided into horizontal and vertical components, from which the correlation time may be derived as

$$\beta_{2,N} = |v_{\text{hor}}| \beta^{\prime}_2, \quad \beta_{2,E} = |v_{\text{hor}}| \beta^{\prime}_2 \quad \text{and} \quad \beta_{2,D} = |v_{\text{hor}}| \beta^{\prime}_2, \quad (D.87)$$

where $|v_{\text{hor}}| = \sqrt{v_N^2 + v_E^2}$ is the ground speed. Similarly, the PSD of the associated white noise processes may be derived as
where the PSD of the associated white noise process is from (D.17) and (D.39):

\[
S_{\text{wn},3} = \frac{16}{3} \sigma^2 \beta^5 .
\]
where $\sigma$ is again the standard deviation and $\beta$ the correlation time, with units as before. Assuming that these are again divided into horizontal and vertical components, the correlation time may be derived from (D.87) and the PSD of the associated white noise processes are

\[
S_{wn,3,N} = \frac{16}{3} \sigma^2_{\text{hor}} \left( \beta'_{2,\text{hor}} \right)^5 |\text{v}_{\text{hor}}|^5,
\]

\[
S_{wn,3,E} = \frac{16}{3} \sigma^2_{\text{hor}} \left( \beta'_{2,\text{hor}} \right)^5 |\text{v}_{\text{hor}}|^5 \quad \text{and}
\]

\[
S_{wn,3,D} = \frac{16}{3} \sigma^2_{\text{ver}} \left( \beta'_{2,\text{ver}} \right)^5 |\text{v}_{\text{hor}}|^5,
\]

with units of the root PSD as \( \text{mGal}/\sqrt{s^5/\sqrt{Hz}} = \text{mGal}/s^2 \).

### D.4.4 Optimal Linear Filtering

We have now developed a linear stochastic model for dynamic systems, assuming that the "state" of the system can be adequately described in terms of a state vector, $\mathbf{x}$, with a finite number of elements. We have also seen how the associated mean and covariance of these state variables can be propagated forward in time recursively, by formulating a corresponding discrete-time model. Finally, we have introduced measurements into the system as

\[
\mathbf{z}_k = \mathbf{H}_k \mathbf{x}_k + \mathbf{w}_{m,k},
\]

which relates the observations, $\mathbf{z}_k$, to the state variables, $\mathbf{x}_k$, at some discrete instances in time, $t_k$. In general, all of the state variables cannot be observed directly and must be estimated indirectly from the available data. This procedure is however complicated since our system model will not be perfect, but partly driven by uncontrollable input and characterised by uncertainty in variable and output interrelations. Moreover, observations will be corrupted to some degree by noise, biases and other uncertainties in the instruments.

We therefore need to develop a framework that combines all of the available data, including any a priori knowledge, and filters all the information in order to arrive at optimal estimates of the state variables. Here optimal refers to a filter that minimises the errors in a statistical sense. In the following, we will pursue the minimum variance criteria, but assuming that the measurement model is linear and that system and measurement noises are white and Gaussian, the results will be the same for any statistical measure that makes sense [9, Sec. 4] and [17, Sec. 5].

Having obtained some observations, $\mathbf{z}_k$, at time, $t_k$, we want to introduce these observations into our system. Letting $\mathbf{\hat{x}}_k^-$ denote the estimate of the state vector at this time, it can be argued that an improved estimate, $\mathbf{\hat{x}}$, is obtained through a linear combination of the two

\[
\mathbf{\hat{x}}_k = \mathbf{K}_k \mathbf{z}_k + \mathbf{L}_k \mathbf{\hat{x}}_k^-
\]

where the superscript minus refers to the "non-improved", "non-updated" or a priori estimate, obtained by recursive means from the estimate at the previous epoch. $\mathbf{K}_k$ and $\mathbf{L}_k$ are weighting matrices. The relative weighting of the two matrices, $\mathbf{K}_k$ and $\mathbf{L}_k$, can be interpreted as a trade-off between the influence of the forward propagated state estimate, $\mathbf{\hat{x}}_k^-$, and the influence of the measurement, $\mathbf{z}_k$. This trade-off should therefore reflect the relative confidence that we have in our previous state estimate, $\mathbf{x}_{k-1}$, the system model represented by the transition matrix, $\mathbf{\Phi}_{k-1}$, and the observation, $\mathbf{z}_k$.

The error on the estimate, $\mathbf{\hat{x}}$, is represented by the diagonal elements of the error covariance matrix, $\mathbf{P}$. These are the elements we want to minimise with respect to the weighting matrices, $\mathbf{K}$ and $\mathbf{L}$. First, however, we want to reformulate (D.95) in terms of $\mathbf{K}$ only, such
that we only need to minimise with respect to this term. We start by inserting (D.94) into (D.95) to obtain the expression

\[ \dot{x}_k = K_k H_k x_k + K_k w_{m,k} + L_k \hat{x}_k^- \]  

(D.96)

and then noting that the recursive method is an unbiased estimation algorithm [9, Sec. 3.7], the expectation of the state estimates, \( \hat{x}_k \), \( x_k \) and \( x_k^- \), at the same time step, are the same. The expectation of the measurement noise is zero. Therefore, taking the expectation of the above expression, we have

\[ E[\dot{x}_k] = K_k H_k E[x_k] + K_k E[w_{m,k}] + L_k E[\hat{x}_k^-] \quad \Leftrightarrow \quad I = K_k H_k + L_k , \]  

(D.97)

where has been exploited that \( K_k \) and \( H_k \) commutes with the expectation operator. Isolating \( L_k \) and inserting into (D.95) we obtain the expression

\[ \dot{x}_k = \hat{x}_k^- + K_k (z_k - H_k \hat{x}_k^-) = \hat{x}_k^- + K_k \delta z_k^- , \]  

(D.98)

where

\[ \delta z_k^- = z_k - H_k \hat{x}_k^- \]  

(D.99)

is the measurement innovation. The weighting matrix, \( K_k \), is known as the Kalman gain matrix. How this matrix is chosen in a statically optimal way is shown in a moment. First, we shall see how the error covariance matrix is updated.

**Error Covariance Matrix**

Substituting (D.94) into (D.98) we obtain the following expression for the state vector residual

\[ \hat{x}_k^- = K_k (H_k x_k + w_{m,k}) + (I - K_k H_k) \hat{x}_k^- \]

\[ \hat{x}_k^- = K_k H_k x_k - I + (I - K_k H_k) \hat{x}_k^- + K_k w_{m,k} \]  

(D.100)

\[ \hat{x}_k^- - x_k = (I - K_k H_k) (\hat{x}_k^- - x_k) + K_k w_{m,k} . \]

The error covariance matrix is therefore

\[ P_k \equiv E[(\hat{x}_k^- - x_k)(\hat{x}_k^- - x_k)^\top] \]

\[ E\left[ \left( (I - K_k H_k) (\hat{x}_k^- - x_k) + K_k w_{m,k} \right) \left( (I - K_k H_k) (\hat{x}_k^- - x_k) + K_k w_{m,k} \right)^\top \right] \]

\[ = E\left[ (I - K_k H_k) \left( \hat{x}_k^- - x_k \right)^\top (I - K_k H_k) \left( \hat{x}_k^- - x_k \right) + K_k w_{m,k} w_{m,k}^\top K_k^\top + \left( I - K_k H_k \right)^\top \left( I - K_k H_k \right) \right] \]

\[ = E\left[ (I - K_k H_k) \left( \hat{x}_k^- - x_k \right)^\top \left( \hat{x}_k^- - x_k \right) \right] + K_k E\left[ w_{m,k} w_{m,k}^\top \right] K_k^\top \]

\[ + (I - K_k H_k) E\left[ \left( \hat{x}_k^- - x_k \right)^\top w_{m,k}^\top \right] K_k^\top + K_k E\left[ w_{m,k} \left( \hat{x}_k^- - x_k \right)^\top \right] (I - K_k H_k) \]  

(D.101)

Now, since the state estimates are uncorrelated with the measurement noise, we have that

\[ P_k = (I - K_k H_k) P_k^- (I - K_k H_k)^\top + K_k R_k K_k^\top . \]  

(D.102)
The Kalman Gain Matrix

The variance of the state estimates are represented by the diagonal elements of $P_k$. A minimum variance estimate of $K_k$ is therefore accomplished as

$$\frac{\partial}{\partial K_k} \text{Tr}[P_k] = 0,$$

meaning that we want to adjust $K_k$ in order to minimise the diagonal terms in $P_k$. From (D.102) we obtain the following expression

$$P_k = \left( P_k^- - K_k H_k P_k^- \right) \left( I - H_k^T K_k^T \right) + K_k R_k K_k^T$$

$$= P_k^- - P_k^- H_k^T K_k^T - K_k H_k P_k^- + K_k \left( H_k^T P_k^- H_k^T + R_k \right) K_k^T.$$

In order to proceed we need to the following two matrix differentiation formulas [5, Eqs. 4.2.12-13]:

$$\frac{d \text{Tr}[AB]}{dA} = B^T \text{ and } \frac{d \text{Tr}[ACA^\top]}{dA} = 2AC,$$

where $AB$ and $C$ must be square matrices. Then inserting (D.104) into (D.103) and applying the above two relations, we have that

$$0 = \frac{\partial}{\partial K_k} \text{Tr}[P_k]$$

$$= \frac{\partial}{\partial K_k} \text{Tr}[P_k^-] - \frac{\partial}{\partial K_k} \text{Tr}[P_k^- H_k^T K_k^T] - \frac{\partial}{\partial K_k} \text{Tr}[K_k H_k P_k^-]$$

$$+ \frac{\partial}{\partial K_k} \left[ K_k \left( H_k^T P_k^- H_k^T + R_k \right) K_k^T \right]$$

$$= -2 \left( H_k P_k^- \right)^T + 2K_k \left( H_k^T P_k^- H_k^T + R_k \right) K_k^T,$$

which can be re-arranged to arrive at

$$K_k = P_k^- H_k^T \left( H_k^T P_k^- H_k^T + R_k \right)^{-1},$$

which is referred to as the Kalman gain matrix.
Related Software

This appendix describes the implementation of some routines that were developed and used in connection with this dissertation. They are all implemented in MATLAB or as MEX/C-routines readable by MATLAB.

E.1 A Model for the Normal Gravity Field

In order to perform inertial navigation, one needs to take into account the contribution from gravity and remove this effect before integrating the sensed acceleration. This is usually done in terms of a gravitational model, which must be defined. The highest accuracy global gravity models come in the form of a set of spherical harmonic coefficients, which must be used in conjunction with (3.12) as described in Appendix E.2. This approach however requires a large number of coefficients to be stored on the computer and an associated demanding computational task.

Instead, one often use a model for the normal gravity field, presented in section 3.3.2. The resulting gravity field will correspond to a scenario where the Earth is a perfect ellipsoid with constant rotational velocity and total mass as defined by the chosen geodetic reference system. It is independent of the density distribution within the Earth, depending only on the total mass. The difference in magnitude between normal gravity and true gravity is known as the gravity disturbance and the difference in direction as the deflection of the vertical.

What we eventually want in order to determine gravity from airborne surveys, is to use a model for the normal gravity field and then model the gravity disturbance as a stochastic process. This will be more thoroughly described in section REF. This appendix is devoted to the development of a model for the normal gravity field.

The normal gravity field is composed of gravitational acceleration (attraction from mass) and centrifugal acceleration (due to Earth rotation). In section 3.3.2, the formulas for computing the normal gravity vector \( \gamma_u, \gamma_\beta, \gamma_\lambda \), resolved about the axes of the ellipsoidal-harmonic coordinates, were presented. Eventually, we want to end up with a vector resolved about the north-, east- and down-axes of the \( n \)-frame. These axes refer to the directions of the geodetic reference system, i.e. \( \gamma_\phi, \gamma_\lambda \) and \( -\gamma_h \), with the vertical direction being normal to the reference ellipsoid. Such a composition is accomplished using the transformations in (3.32), (3.33) and (3.34) followed by a change of sign on the vertical axis:

\[
\begin{bmatrix}
\gamma_N \\
\gamma_E \\
\gamma_D
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{bmatrix}
\begin{bmatrix}
\gamma_\phi \\
\gamma_\lambda \\
\gamma_h
\end{bmatrix}.
\]

(E.1)

One should however notice that the east-component of normal gravity will always be zero. Usually, we are given geodetic coordinates for the point of interest. Therefore, as outlined in [14], the computational procedure involves the following steps:

1. Compute Cartesian \( (x, y, z) \) coordinates from geodetic \( (\phi, \lambda, h) \) coordinates
2. Compute ellipsoidal \( (u, \beta, \lambda) \) coordinates from geodetic coordinates
3. Compute normal gravity vector, resolved about the axes of the ellipsoidal-harmonic coordinate frame
4. Transform vector into rectangular frame
5. Transform vector into spherical frame
6. Transform vector into navigation frame

This will result in a computational scheme absent of approximations. The precision will therefore only be limited by numerical precision of the computer. The magnitude of the normal gravity vector varies as a function of altitude and latitude as illustrated in figure E.1.

Figure E.1: Vertical and horizontal components of normal gravity computed using a precise method, i.e. a method with no approximations. Notice that ellipsoidal height is declared above the figures.

As with true gravity, the direction of the vertical is not constant but varies with height according to the plumb line. In the $n$-frame, the vertical direction is defined as the normal to the reference ellipsoid, at the ellipsoidal surface. For this reason the magnitude of the north component is zero at the ellipsoid and increases with height. At altitudes around 10,000 ft ($\sim$3 km) the magnitude of the north component is about 2 mGal.

### E.1.1 Approximate Computation of the Normal Gravity Vector

The computational scheme presented above indicates that such an algorithm may be computationally demanding. Therefore, one usually uses an approximate model for the normal gravity vector, \( \gamma \). For near-Earth problems, such an approximate model may be based on an upward continuation of the gravity value at the ellipsoid. For the vertical component, a Taylor series expansion is used, while the horizontal component is based on a consideration of the geometry of the field, see e.g. [12], [19].

At the surface of the ellipsoid, the magnitude of the normal gravity vector can be computed using the formula of Somigliana [19, Eq. 4.41a]
\[ \gamma_0 = \frac{a \gamma_e \cos^2 \phi + b \gamma_p \sin^2 \phi}{\sqrt{a^2 \cos^2 \phi + b^2 \sin^2 \phi}}, \]  
(E.2)

where \( \gamma_e \) and \( \gamma_p \) are normal gravity at the equator and the pole, respectively, see table 2.3. An alternative form of Somigliana’s formula, which is more convenient for numerical computations is [19, Eq. 4.41b]:

\[ \gamma_0 = \gamma_e \frac{1 + k \sin^2 \phi}{\sqrt{1 - e^2 \sin^2 \phi}} \quad \text{with} \quad k = \frac{b \gamma_p}{a \gamma_e} - 1. \]  
(E.3)

We want to express the normal gravity vector in terms of the north, east and down axes of the \( n \)-frame. Since the down-direction is defined along the local vertical at the surface of the ellipsoid, we have that

\[ \mathbf{\gamma} = \begin{bmatrix} 0 \\ 0 \\ \gamma_0 \end{bmatrix} \quad \text{at the surface of the ellipsoid}. \]  
(E.4)

However, since the equipotential surfaces of the normal gravity field are not parallel, the vector will deviate from perpendicular in the meridian plane, as we move away from the ellipsoid. This means that

\[ \mathbf{\gamma} = \begin{bmatrix} \gamma_N \\ 0 \\ \gamma_D \end{bmatrix} \quad \text{above the surface of the ellipsoid}. \]  
(E.5)

Therefore, in order to perform an upward continuation of the vector from the surface of the ellipsoid, we need to consider the gradients along both the down and northward directions. For the vertical component, this can be accomplished in terms of a Taylor series expansion of the normal gravity vector as

\[ \gamma_D = \gamma_0 + \frac{1}{1!} \left. \frac{\partial \gamma_D}{\partial h} \right|_{h=0} h + \frac{1}{2!} \left. \frac{\partial^2 \gamma_D}{\partial h^2} \right|_{h=0} h^2 + \frac{1}{3!} \left. \frac{\partial^3 \gamma_D}{\partial h^3} \right|_{h=0} h^3 + \ldots, \]  
(E.6)

which is truncated at some degree, depending on the desired accuracy. Such a model is presented for example in [19, Eq. 4.63], including terms until second order and with some approximation:

\[ \gamma_D (\phi, h) = \gamma_0 \left( 1 - \frac{2}{a} (1 + f + m - 2f \sin^2 \phi) h + \frac{3}{a^2} h^2 \right) \approx \gamma_0 - (3.0877 \cdot 10^{-6} - 4.3 \cdot 10^{-9} \sin^2 \phi) h + 0.72 \cdot 10^{-12} h^2, \]  
(E.7)

where

\[ m = \frac{\omega^2 a^2 b}{GM}. \]  
(E.8)

The computation of the horizontal component is based on the curvature of the normal plumb line, which we have from [12, Eqs. 2-50,2-51]:
\[ \kappa_1 = \frac{1}{\gamma} \frac{\partial \gamma}{\partial x} = \frac{1}{\gamma} \frac{1}{R_N} \frac{\partial \gamma}{\partial \phi} \quad \text{and} \quad \kappa_2 = \frac{1}{\gamma} \frac{\partial \gamma}{\partial y} = \frac{1}{\gamma} \frac{1}{R_N \cos \lambda} \frac{\partial \gamma}{\partial \lambda} = 0 , \] (E.9)

which are then integrated in order to determine the total change along the plumb line as

\[ \gamma_N (\phi, h) = - \int_0^h \kappa_1 \, dh' = - \int_0^h \frac{1}{R_N} \frac{\partial \gamma}{\partial \phi} \, dh' . \] (E.10)

This approach can be made more or less precise depending on how the expression for \( \gamma \) is formed. In order to perform an upward continuation, the gradient \( \frac{\partial \gamma}{\partial \phi} \) is evaluated at the reference ellipsoid and normal gravity is assumed constant, such that

\[ \gamma_N (\phi, h) \approx -\frac{1}{R_N} \frac{\partial \gamma}{\partial \phi} \bigg|_{h=0} \int_0^h dh' = -\frac{1}{R_N} \frac{\partial \gamma}{\partial \phi} \bigg|_{h=0} h . \] (E.11)

In [19, Eq. 4.53], the expression for \( \gamma_0 \) is then formed using the approximation

\[ \gamma_0 = \gamma_e \left( 1 + f^* \sin^2 \phi \right) \quad \text{where} \quad f^* = \frac{\gamma_p - \gamma_e}{\gamma_e} \] (E.12)

is known as the gravity flattening. Inserting this into the above, we arrive at the expression [19, Eq. 4.72b]:

\[ \gamma_N (\phi, h) = -\gamma_e \frac{f^*}{R_N} \sin (2\phi) h \approx 8.2 \cdot 10^{-9} \sin (2\phi) h , \] (E.13)

for the northward component of normal gravity. Figure E.2 shows a comparison between this ”approximate” model and the ”precise” model developed in the previous section. It is evident that the two models differ in accuracy on the order of \( 10^{-2} \text{mGal} = 10^{-7} \text{m/s}^2 \).

### E.1.2 A Higher-Order Model for Normal Gravity

Since the vertical model derived in the previous section was based on a Taylor series expansion on the surface of the reference ellipsoid, one can derive a more precise model by including higher-order terms in the series expansion as described in [21]. For the horizontal component, one can substitute the approximation in (E.12) and instead use the derivative of Somigliana’s formula (E.3).

#### The Vertical Component

The first derivative is the most important, since it contributes the most to the expansion. An expression for this term is given by the Bruns formula [21, Eq. 16]:

\[ \left. \frac{\partial \gamma_D}{\partial h} \right|_{h=0} = -\frac{\gamma_e}{a (1-e^2)} (2 - e^2 - e^2 \sin^2 \phi) \sqrt{1 - e^2 \sin^2 \phi - 2\omega^2 r^2} . \] (E.14)

For the higher order terms we do not need very high accuracy [21, p. 27]. We can therefore restrict ourselves to a second order spherical harmonic expansion of the normal potential using (3.28):

\[ U(r) \approx \frac{GM}{r} - \frac{GM}{r} \left( \frac{a}{r} \right)^2 J_2 (\sin \phi') + \frac{1}{2} \omega^2 r^2 \sin^2 \phi' \]
\[ = \frac{GM}{r} - \frac{GM}{r} \left( \frac{a}{r} \right)^2 J_2 \left( \frac{3}{2} \sin^2 \phi' - \frac{1}{2} \right) + \frac{1}{2} \omega^2 r^2 \cos^2 \phi' , \] (E.15)
Figure E.2: (Upper row): Vertical and horizontal components of normal gravity computed using the second/first order model developed in [19, sect. 4.2]. (Lower row): Difference between this model and the "precise" model presented in figure E.1.

where all the constants, including the second-degree harmonic $J_2$, can be found in table 2.3. The second-degree Legendre polynomial is computed using [19, Eq. 3.83a]:

$$P_2(\sin \phi') = \frac{3}{2} \sin^2 \phi' - \frac{1}{2}. \quad (E.16)$$

The higher-order derivatives can then be computed from the potential as

$$\frac{\partial^2 \gamma_D}{\partial h^2} \bigg|_{h=0} \approx \frac{6GM}{a^4} \left(1 - e^2 \sin^2 \phi\right)^2 - \frac{30GM J_2 \left(3 \sin^2 \phi - 1\right)}{a^4 \left(1 - e^2 \sin^2 \phi\right)^3} \quad \text{and} \quad (E.18a)$$

$$\frac{\partial^3 \gamma_D}{\partial h^3} \bigg|_{h=0} \approx -\frac{24GM}{a^5}. \quad (E.18b)$$

Assuming that the geocentric and geodetic latitude are the same, i.e. $\phi \approx \phi'$, and that

$$r \approx a\sqrt{1 - e^2 \sin^2 \phi},$$

we arrive at the expressions [21, Eqs. 22,23]:

for the second and third order gradients at the surface of the Earth. In figure E.3, this model is compared with the vertical component of the "precise" model derived previously. It is
evident that the two models differ in accuracy on the order of $10^{-4}$ mGal = $10^{-9}$ m/s$^2$, when the third order term is included.

Figure E.3: (Upper right): Vertical component of the third order model. The remaining three figures show the difference with the "precise" model presented in figure E.1. It is evident that the precision increases as more terms are added to the expansion.

The Horizontal Component

For the horizontal component, we will use the formula of Somigliana (E.3) in order to derive an expression for the horizontal gradient of normal gravity:

$$\frac{\partial \gamma_N}{\partial \phi} \bigg|_{h=0} = -\gamma_e \left[ \frac{k}{\sqrt{1-e^2 \sin^2 \phi}} + \frac{e^2 \left(1+k\sin^2 \phi\right)}{2 \left(1-e^2 \sin^2 \phi\right)^{3/2}} \right] \sin(2\phi), \quad (E.19)$$

with

$$k = \frac{b\gamma_p}{a\gamma_e} - 1. \quad (E.20)$$

Using this expression in (E.11), we have that

$$\gamma_N(\phi, h) \approx -\gamma_e \left[ \frac{k}{\sqrt{1-e^2 \sin^2 \phi}} + \frac{e^2 \left(1+k\sin^2 \phi\right)}{2 \left(1-e^2 \sin^2 \phi\right)^{3/2}} \right] \sin(2\phi) h. \quad (E.21)$$

The difference between this approximate model and the "precise" model presented previously is illustrated in figure E.4. It is evident from the figure that the inconsistency between the two is on the order of $10^{-8}$ mGal = $10^{-8}$ m/s$^2$. 
E.2 Evaluation of Spherical Harmonic Models

A common way to represent global models of the Earth’s gravitational field is in terms of spherical harmonic coefficients, $C_{n,m}$ and $S_{n,m}$, also known as Stokes coefficients, up to some maximum degree, $N$, and order, $M$. The geopotential model is then evaluated at a point $r = (r, \phi', \lambda)$ in space using (3.12):

$$V(r, \phi', \lambda) = \frac{GM}{r} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n \sum_{m=0}^{n} \bar{P}_{n,m}(\sin \phi') \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right], \quad (E.22)$$

where $(r, \phi', \lambda)$ are spherical and not geodetic coordinates. Notice that authors often use colatitude $\theta = 90^\circ - \phi'$ instead of latitude. The constants $GM$ and $a$ refer to the product of gravitational constant times Earth’s mass and the Earth radius, respectively. In principle, they are scaling coefficients related to the spherical harmonic coefficients. Usually the value of $C_{0,0}$ is set equal to one, in order to preserve the meaning of these constants. The functions $\bar{P}_{n,m}(\sin \phi')$ denote the fully normalised associated Legendre polynomials of degree, $n$, and order, $m$.

The first derivatives of (E.22) are [1]:

$$V_r = \frac{\partial}{\partial r} V = -\frac{GM}{r} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n (n + 1) \sum_{m=0}^{n} \bar{P}_{n,m}(\sin \phi') \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right]$$

$$V_\lambda = \frac{1}{r \cos \phi'} \frac{\partial}{\partial \lambda} V = \frac{GM}{r^2 \cos \phi'} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n \sum_{m=0}^{n} m \bar{P}_{n,m}(\sin \phi') \left[ S_{n,m} \cos m\lambda - C_{n,m} \sin m\lambda \right]$$

$$V_{\phi'} = \frac{1}{r} \frac{\partial}{\partial \phi'} V = \frac{GM}{r} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n \sum_{m=0}^{n} \partial \bar{P}_{n,m}(\sin \phi') \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right] \quad (E.23)$$

Figure E.4: Difference between the horizontal components of the "precise" model presented in figure E.1 and the "approximate" model presented in this section.
E.2.1 Definition of the Associated Legendre Functions

Legendre polynomials are functions that satisfy Legendre’s differential equation

\[
\frac{d}{dt} \left[ (1-t^2) \frac{d}{dt} P_n(t) \right] + n (n + 1) P_n(t) = 0 ,
\]

(E.24)

and the solutions for \( n = 0, 1, 2, \ldots \) form a sequence of orthogonal polynomials known as the Legendre polynomials that may be expressed using Rodrigues’ formula [12, Eq. 1.59]:

\[
P_n(t) = \frac{1}{2^n n!} \frac{d^n}{dt^n} \left[ (t^2 - 1)^n \right] .
\]

(E.25)

These functions are also known as Legendre functions of the first kind. This is because a second set of solutions, known as Legendre functions of the second kind, exist for the Legendre differential equation, see e.g. [12, section 1.8].

The associated Legendre functions (ALFs) are solutions to the general Legendre equation

\[
\frac{d}{dt} \left[ (1-t^2) \frac{d}{dt} P_n(t) \right] + \left[ n (n + 1) - \frac{m^2}{1-t^2} \right] P_n(t) = 0 ,
\]

(E.26)

given in [12, Eq. 1.56]. The solutions to this equation are related to the Legendre polynomials as [12, Eq. 1.65]:

\[
P_{n,m}(t) = (1-t^2)^{m/2} \frac{d^m}{dt^m} P_n(t) = \frac{1}{2^n n!} \left(1 - t^2\right)^{m/2} \frac{d^{n+m}}{dt^{n+m}} \left[ (t^2 - 1)^n \right]
\]

(E.27)

and has two subscripts, i.e. the ALFs have both degree and order. In our case, we define

\[
t = \sin \phi' = \cos \theta \quad \text{and} \quad u = \cos \phi' = \sin \theta ,
\]

(E.28)

and make the substitution \( (1-t^2)^{m/2} = \cos^m \phi' = u^m \), such that

\[
P_{n,m}(t) = u^m \frac{d^m}{dt^m} P_n(t) .
\]

(E.29)

One should be aware that there is also another common sign convention for the ALFs, which is generally denoted \( P_n^m(t) \) and related to the above polynomials as

\[
P_n^m(t) = (-1)^m P_{n,m}(t) = \frac{(-1)^n}{2^n n!} \left(1 - t^2\right)^{m/2} \frac{d^{n+m}}{dt^{n+m}} \left[ (t^2 - 1)^n \right] ,
\]

(E.30)

where the factor \((-1)^m\) is known as the Condon-Shortly phase.

E.2.2 Computation of the Associated Legendre Functions

Usually, the ALFs are evaluated using recursion formulas, which can take various forms [13]:

- Forward column method (most common),
- Forward row method,

\footnote{There is a printing error in the book, so this equation is a bit different from the reference}
• Reverse column method, and
• Clenshaw summation methods,

using the following values as seed values for the recursion:

\[ P_{0,0}(t) = 1 \quad \text{and} \quad P_{1,1}(t) = u. \quad (E.31) \]

The recursion process may be visualized using a lower triangular matrix as in Figures E.5 and E.6, where each circle corresponds to a particular ALF of degree, \( n \), and order, \( m \). The recursion then starts by computing the diagonal (sectorial) values and then moves either along the vertical or horizontal in order to compute values of constant degree or order. The implementation that is pursued here is a modified version of the forward row method, illustrated in Figure E.6.

Let us first introduce the following short-hand notation for the ALFs

\[ P_{n,m} := P_{n,m}(t) , \quad t = \sin \phi'. \quad (E.32) \]

The basic recurrence relation for degree and order is [2, Eq. 1]:

\[ P_{n,m} = (2n - 1) u P_{n-1,m-1} + P_{n-2,m} , \quad (E.33) \]

noting that \( P_{n,m} = 0 \) for any \( m > n \), such that the second right-hand term above vanishes for \( m = n \) and \( m = n - 1 \). For the diagonal and first off-diagonal elements we therefore have the relations

\[ P_{n,n} = (2n - 1) u P_{n-1,n-1} , \quad (E.34) \]

\[ P_{n,n-1} = (2n - 1) u P_{n-1,n-2} . \quad (E.35) \]
For varying order, we have [2, Eq. 4]:

\[ P_{n,m+2} = (2m + 1) \frac{t}{u} P_{n,m+1} - (n - m) (n + m + 1) P_{n,m} , \]  

(E.36)

and for varying degree, we have [2, Eq. 5]:

\[ (2n + 1) t P_{n,m} = (n + m) P_{n-1,m} + (n - m + 1) P_{n+1,m} . \]  

(E.37)

We can therefore use (E.34) to compute the diagonal elements, while (E.36) or (E.37) can be used in the row or column recursive schemes. However, the implementation of these recursive formulas faces severe problems of underflow or overflow in the numerical evaluation. To this end, several techniques have been proposed in order to overcome these difficulties [8]:

- Normalization of the ALFs,
- Higher precision environment in the evaluation (e.g. quadruple precision arithmetic),
- Global scaling factors,
- Separation of the problematic \( u^m \) factor and/or
- Extended exponent arithmetic.

In the following I will describe the modifications made to the forward row method in [13], in order to make an implementation stable to degree and order \( n = m = 2700 \).

**Normalisation of the ALFs**

The normalization of the ALFs is a standard approach and the normalised polynomials occur in the standard expression for the geopotential, i.e. (E.22). This leads to the fully normalized ALFs [12, Section. 1.10]:

\[ \bar{P}_{n,m} := N_{n,m} P_{n,m} , \]  

(E.38)

with

\[ N_{n,m}^2 = (2 - \delta_{0,m}) (2n + 1) \frac{(n - m)!}{(n + m)!} , \quad \delta_{0,m} = \begin{cases} 1 & \text{for } m = 0 \\ 0 & \text{otherwise} \end{cases} \]  

(E.39)

The normalisation used in geodesy is such that the spherical harmonics are normalised to unity on the sphere, i.e.

\[ \frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} (P_{n,m} \cos m\lambda) (P_{n',m'} \cos m'\lambda) \sin \phi' \, d\phi' \, d\lambda = \delta_{l,l'} \delta_{m,m'} . \]  

(E.40)

\[ \frac{1}{4\pi} \int_0^\pi \int_0^{2\pi} (P_{n,m} \sin m\lambda) (P_{n',m'} \sin m'\lambda) \sin \phi' \, d\phi' \, d\lambda = \delta_{l,l'} \delta_{m,m'} . \]  

(E.41)

One should be aware that other normalisations exist and are being used in fields such as e.g. magnetics and quantum mechanics, which also use spherical harmonic functions.
Applying the normalisation factor to (E.34), noting that \( m = n \) and \( 1 < m \leq n \), we obtain the expression

\[
\bar{P}_{m,m} = u \sqrt{\frac{2m+1}{2m}} \bar{P}_{m-1,m-1}, \quad (E.42)
\]

which is initialised using the seed values

\[
P_{0,0} = 1 \quad \text{and} \quad \bar{P}_{1,1} = \sqrt{3}u. \quad (E.43)
\]

Similarly, applying the normalisation factor to (E.36), we obtain

\[
\bar{P}_{n,m} = \sqrt{\frac{2 - \delta_{0,m}}{2}} \left( g_{n,m} \frac{t}{u} \bar{P}_{n,m+1} - h_{n,m} \bar{P}_{n,m+2} \right), \quad (E.44)
\]

where

\[
g_{n,m} = \frac{2 (m+1)}{\sqrt{(n-m)(n+m+1)}} \quad \text{and} \quad h_{n,m} = \sqrt{\frac{(n+m+2)(n-m-1)}{(n-m)(n+m+1)}}, \quad (E.45)
\]

noticing that \( h_{n,n-1} = 0 \).

### Scaling by the \( u^m \) Factor

Taking a look at the sectorial values, we can write (E.42) as

\[
\bar{P}_{m,m} = u^m \Pi_m, \quad \forall \ m \geq 1, \quad (E.46)
\]

where \( u^m = \cos^m \phi' \) and

\[
\Pi_m = \sqrt{3} \prod_{i=2}^{m} \sqrt{\frac{2i+1}{2i}}, \quad \forall \ m \geq 1. \quad (E.47)
\]

The \( \Pi_m \) factor is shown in Figure E.7 as a function of order, \( m \), and does not seem to introduce any computational difficulties. In contrast, the factor \( u^m = \cos^m \phi' \) becomes increasingly small as \( u \to 0 \). This introduces a possible overflow or underflow issue in numerical precision as \( m \) becomes large or as \( \phi' \) approaches the poles.

For this reason, [13] suggests to scale all the coefficients by the factor \( u^m \) and instead compute the coefficients \( \bar{P}_{n,m}/u^m \) in order to reduce the magnitude of the computed coefficients. Applying this factor to Eqs. (E.42) and (E.44), we obtain the recursion formulas

\[
\left\{ \frac{\bar{P}_{m,m}}{u^m} \right\} = \sqrt{\frac{2m+1}{2m}} \left\{ \frac{\bar{P}_{m-1,m-1}}{u^{m-1}} \right\} \quad \text{and} \quad (E.48)
\]

\[
\left\{ \frac{\bar{P}_{n,m}}{u^m} \right\} = \sqrt{\frac{2 - \delta_{0,m}}{2}} \left( g_{n,m} \frac{t}{u} \frac{\bar{P}_{n,m+1}}{u^{m+1}} - h_{n,m} u^2 \left\{ \frac{\bar{P}_{n,m+2}}{u^{m+2}} \right\} \right), \quad (E.49)
\]

with the seed values

\[
\frac{\bar{P}_{0,0}}{u^0} = 1 \quad \text{and} \quad \frac{\bar{P}_{1,1}}{u^1} = \sqrt{3}. \quad (E.50)
\]
In order to evaluate (E.22), one would then later have to apply the missing \( u \)-factors. This can be done using Horner’s scheme [13], i.e. when evaluating the sum, after introducing the spherical harmonic coefficients and the sinusoidal terms. This will be introduced in Section E.2.3.

**Global Scaling Factor**

The entire range of maximum and minimum values of \(|\vec{P}_{n,m}/u^m|\) for maximum order \( M = 2700 \) is shown in Figure E.8. Taking into account that the range of values possible in IEEE double precision are \([-1.7977; 1.7977] \cdot 10^{308}\), this figure implies that further factorisation is required in order to prevent overflowing in IEEE double precision.

One solution, suggested by [13], is the application of a global scale factor of magnitude \(10^{-280}\). This is accomplished by modifying the seed values as

\[
\vec{P}_{0,0}/u^0 = 10^{-280} \quad \text{and} \quad \vec{P}_{1,1}/u^1 = \sqrt{3} \cdot 10^{-280},
\]

(E.51)

which will then propagate linearly into all estimates of \(|\vec{P}_{n,m}/u^m|\) when using the recursive formulas in (E.48) and (E.49). Because the propagation is linear, this will lead to scaled values, \(V \cdot 10^{-280}\), of the geopotential using (E.22). These values are then multiplied by \(10^{280}\) in order to yield \(V\).

**E.2.3 Evaluation of the Gravitational Potential**

In the previous section it was described how the factorised and scaled ALFs, \(\vec{P}_{n,m}/u^m\), could be computed using a modified version of the forward row recursion formulas, as outlined in [13]. These are needed in the evaluation of (E.22). The coefficients, \(C_{n,m}\) and \(S_{n,m}\), along with the constants \(GM\) and \(a\), represent the spherical harmonic model that we want to evaluate. This allows us to evaluate (E.22) at any point in space \(\mathbf{r} = (r, \phi', \lambda)\), noticing
that \( (r, \phi', \lambda) \) are spherical coordinates. The conversion from geodetic coordinates \( (\phi, \lambda, h) \) to spherical coordinates is described in standard textbooks such as e.g. [19] and [12].

In the numerical evaluation of the geopotential, it is useful to re-write (E.22) in terms of partial sums, such that

\[
X_{C,m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \bar{P}_{n,m} C_{n,m} \quad \text{and} \quad X_{S,m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \bar{P}_{n,m} S_{n,m},
\]

where \( \mu = \min\{m, M\} \),

\[
\Omega = \sum_{m=0}^{M} \Omega_m \quad \text{with} \quad \Omega_m = X_{C,m} \cos m\lambda + X_{S,m} \sin m\lambda
\]

and

\[
V(r, \phi', \lambda) = \frac{GM}{r} \Omega,
\]

which outlines a strategy for the implementation. The two terms, \( X_{C,m} \) and \( X_{S,m} \), are vectors of length \( M \), containing terms that are independent of longitude. In a grid computation, these vectors therefore only need to be computed once for points of similar latitude, \( \phi' \), and geocentric distance, \( r \).

If instead, we use the factorised and scaled ALFs, the two vectors would be formed as

\[
\left\{ \frac{X_{C,m}}{u^m} \right\} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \bar{P}_{n,m} \right\} C_{n,m} \quad \text{and} \quad \left\{ \frac{X_{S,m}}{u^m} \right\} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \bar{P}_{n,m} \right\} S_{n,m},
\]

whereas the second sum would be formed using Horner’s scheme as

\[
\Omega = \left[ \left\{ \left( \cdots \left\{ \frac{\Omega_M}{u^{M-1}} \right\} u + \frac{\Omega_{M-1}}{u^{M-2}} \right\} u + \cdots + \frac{\Omega_3}{u^2} \right\} u + \frac{\Omega_2}{u} \right] u + \frac{\Omega_1}{u} + \Omega_0,
\]

with

\[
\frac{\Omega_m}{u^m} = \left\{ \frac{X_{C,m}}{u^m} \right\} \cos m\lambda + \left\{ \frac{X_{S,m}}{u^m} \right\} \sin m\lambda.
\]

Finally, the geopotential value is computed as

\[
V(r, \phi', \lambda) = \frac{GM}{r} \Omega \cdot 10^{280}.
\]

### E.2.4 First Derivatives of the Associated Legendre Functions

If we instead wanted to derive the gravitational vector from a geopotential model using (E.23), we would moreover need the first derivatives of the ALFs. The basic formulas are [2, Eqs. 6,7]:

\[
u P_n^{(1)} = mtP_{n,m} - uP_{n,m+1}
\]

and

\[
u P_n^{(3)} = ntP_{n,m} - (n + m) P_{n-1,m},
\]
where

\[ P_{n,m}^{(1)} = \frac{dP_{n,m}(\sin \phi')}{d\phi'} . \]  

(E.61)

After normalisation, factorisation and scaling, (E.59) looks like [13, Eq. 30]

\[ \left\{ \frac{\bar{P}_{n,m}}{u^m} \right\} = m \frac{t}{u} \left\{ \frac{\bar{P}_{n,m}}{u^m} \right\} - e_{n,m} u \left\{ \frac{\bar{P}_{n,m+1}}{u^{m+1}} \right\} \quad \forall \ n \geq m , \]  

(E.62)

with

\[ e_{n,m} = \sqrt{2 - \delta_{0,m}} \sqrt{(n + m + 1)(n - m)} , \]  

(E.63)

noticing that \( e_{m,m} = 0 \), such that the last term vanishes for all sectorial (diagonal) terms. The order of magnitude of these terms (before global scaling) is shown in Figure E.9, indicating that the computation of these terms should be stable up to degree and order \( n = m = 2700 \) (after global scaling).

Figure E.9: Logarithm plot of maximum (upper line) and minimum (lower line) values of \( |\bar{P}_{n,m}/u^m| \) for all \( n, m \leq 2700 \). Credit: [13]

However, since \( u \to 0 \) as we approach the poles, the term \( t/u \) introduces a polar singularity. Instead, we will compute the terms

\[ \left\{ \frac{\bar{P}_{n,m}}{u^m} \right\} = m t \left\{ \frac{\bar{P}_{n,m}}{u^m} \right\} - e_{n,m} u^2 \left\{ \frac{\bar{P}_{n,m+1}}{u^{m+1}} \right\} \quad \forall \ n \geq m > 0 , \]  

(E.64)

which, since \( 0 \leq |u| \leq 1 \), should not lead to any additional overflow/underflow issues. The singularity is not an issue for the zonal terms since \( m = 0 \). For reasons of convenience (next section), the zonal terms will therefore still be evaluated as
\[
\left\{ \tilde{P}_{n,m}\right\}_{u^m} = m n \left\{ \tilde{P}_{n,m}\right\}_{u^m} - e_{n,m} u \left\{ \tilde{P}_{n,m+1}\right\}_{u^{m+1}}
\]
\[
\Rightarrow \left\{ \tilde{P}_{n,0}\right\} = -e_{n,0} u \left\{ \tilde{P}_{n,1}\right\}_{u^1} \text{ for } m = 0 .
\]

### E.2.5 Evaluation of the Gravitational Attraction

In order to compute the gravitational attraction from a geopotential model of spherical harmonic coefficients, we need to evaluate each of the terms in (E.23). As before, it is convenient to define the following partial sums

\[
\left\{ X_{\lambda,C,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n (n+1) \left\{ \tilde{P}_{n,m}\right\}_{u^m} C_{n,m} \quad \text{and}
\]
\[
\Rightarrow \left\{ X_{\lambda,S,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n (n+1) \left\{ \tilde{P}_{n,m}\right\}_{u^m} S_{n,m} \text{ for } n \geq m \geq 0
\]

for the radial component and

\[
\left\{ X_{\lambda,C,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \tilde{P}_{n,m}\right\}_{u^m} C_{n,m} \quad \text{and}
\]
\[
\Rightarrow \left\{ X_{\lambda,S,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \tilde{P}_{n,m}\right\}_{u^m} S_{n,m} \text{ for } n \geq m \geq 0
\]

for the longitudinal component. For the latitudinal component, we define the sums

\[
\left\{ X_{\phi,C,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \tilde{P}_{n,m}\right\}_{u^m} C_{n,m} \quad \text{and}
\]
\[
\Rightarrow \left\{ X_{\phi,S,m}\right\}_{u^m} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \tilde{P}_{n,m}\right\}_{u^m} S_{n,m} \text{ for } n \geq m > 0
\]

and

\[
\left\{ X_{\phi,0}\right\} = \sum_{n=\mu}^{N} \left( \frac{a}{r} \right)^n \left\{ \tilde{P}_{n,0}\right\}_{u^0} C_{n,0} \quad \text{and} \quad \left\{ X_{\phi,0}'\right\} = 0 \text{ for } m = 0
\]

noting that \( S_{n,0} = 0 \) and \( \tilde{P}_{n,0}'/u^0 = \tilde{P}_{n,0} \) for all \( n \). This means that there are two sums for each vector component and six vectors in the numerical evaluation. Then, defining the following quantities...
the summation over order, \( m \), is again accomplished using Horner’s scheme as

\[
\Omega_r = \left[ \left( \cdots \left( \frac{\Omega_{M-r}}{u^{M-r}} u + \frac{\Omega_{M-1-r}}{u^{M-1-r}} u + \cdots + \frac{\Omega_2}{u^2} \right) u + \frac{\Omega_1}{u} \right) u + \Omega_0 \right] u + \Omega_0, r
\]

\[
\Omega_\lambda = \left[ \left( \cdots \left( \frac{\Omega_{M-1}}{u^{M-1}} u + \frac{\Omega_{M-2}}{u^{M-2}} u + \cdots + \frac{\Omega_1}{u^2} \right) u + \frac{\Omega_0}{u} \right) \right] u + \Omega_0, \lambda
\]

\[
\Omega_{\phi'} = \left[ \left( \cdots \left( \frac{\Omega_{M-1,\phi'}}{u^{M-1}} u + \frac{\Omega_{M-2,\phi'}}{u^{M-2}} u + \cdots + \frac{\Omega_1}{u^2} \right) u + \frac{\Omega_0}{u} \right) \right] u + \Omega_0, \phi'.
\]

Finally, the components of the gravitational attraction can be evaluated as

\[
V_r = -\frac{GM}{r^2} \Omega_r, \quad V_\lambda = \frac{GM}{r^2} \frac{\Omega_\lambda}{u} \quad \text{and} \quad V_{\phi'} = \frac{GM}{r^2} \Omega_{\phi'},
\]

noticing that these are vector components, resolved about the axes:

- \( r \) along the radial axis between the center of the Earth and the point of evaluation,
- \( \lambda \) along east direction and
- \( \phi' \) along north direction.

### E.2.6 Functionals of the Geopotential

In the following is a brief overview of some of the functionals that can be derived from a geopotential model. For a more complete overview, the reader is referred to [1].

#### Gravitational Potential

The gravitational potential, \( V(r) \), represents the attracting potential from the volume of masses that make up the Earth. The definition of this field is presented in Section 3.1.1, where it is also argued that \( V(r) \) is a harmonic function outside the attracting masses. The spherical harmonic coefficients are a direct representation of this potential, which can be evaluated using (E.22):

\[
V(r, \phi', \lambda) = \frac{GM}{r} \sum_{n=0}^{N} \left( \frac{a}{r} \right)^n \sum_{m=0}^{n} \bar{P}_{n,m} \left( \sin \phi' \right) \left[ C_{n,m} \cos m\lambda + S_{n,m} \sin m\lambda \right].
\]

#### Gravity Potential


On the rotating Earth, additionally to the attraction force, a centrifugal force is present. The centrifugal potential, $\Phi (r)$, is from (3.19):

$$\Phi (r) = \frac{1}{2} \omega^2 \epsilon r^2 \cos^2 \phi' ,$$

(E.74)

and can be added to the gravitational potential, $V (r)$, in order to obtain the gravity potential, $W (r)$ as

$$W (r) = V (r) + \Phi (r) .$$

(E.75)

**Gravitational Attraction**

The gravitational attraction, $\bar{g} (r)$, is a vector field representing the pull from the attracting masses of the Earth. It can be derived from the gravitational potential, $V (r)$, as (3.4):

$$\bar{g} (r) = - \nabla V (r) ,$$

(E.76)

which is written out in (E.23).

**Gravity**

The gravity vector, $g (r)$, represents the combined pull from attracting forces, $\bar{g} (r)$, and the centrifugal force, $f_c (r)$, which are given by the components

$$f_c (r) = \begin{bmatrix} f_{r,c} \\
\frac{\partial \Phi (r)}{\partial \lambda} \\
\frac{\partial \Phi (r)}{\partial \phi} \\
\end{bmatrix} = \begin{bmatrix} \omega^2 \epsilon r \cos^2 \phi' \\
0 \\
-\omega^2 \epsilon r \cos \phi' \sin \phi' \\
\end{bmatrix} .$$

(E.77)

The gravity vector thus represents the combined effect

$$g (r) = \bar{g} (r) + f_c (r) ,$$

(E.78)

whereas the term gravity usually refers to the magnitude of this vector, i.e.

$$g = |g (r)| .$$

(E.79)

**Gravity Disturbance**

The gravity disturbance vector, $\delta g (r)$, is the difference between the gravity vector, $g (r)$, and the normal gravity vector, $\gamma (r)$, introduced in Section 3.3.2. This quantity is thus defined as (3.35)

$$\delta g (r) = g (r) - \gamma (r) ,$$

(E.80)

whereas the gravity disturbance as a scalar quantity is defined as the difference in magnitude as (3.36)

$$\delta g (r) = \| g (r) \| - \| \gamma (r) \| .$$

(E.81)

The normal gravity vector, $\gamma (r)$, may also be evaluated in terms of spherical harmonic coefficients. The expansion of the normal potential contains only coefficients of order $m = 0$ (rotational symmetry) and degree $n = \text{even}$ (equatorial symmetry) [1, Sec. 4.1]. The coefficients are known as geometric coefficients are are for WGS84:
Additionally, one should notice that the constants $GM$ and $a$ of the normal gravity model and geopotential model are generally not the same.

### E.2.7 Comparison with Other Algorithms

The ICGEM website (icgem.gfz-potsdam.de) provides an online calculation service for the evaluation of geopotential models and functionals thereof. The following is a comparison of results between the algorithm implemented here and the results from this online calculation service. Figures (E.10) and (E.11) illustrates the gravitational potential and gravity, respectively.

\[
\begin{align*}
  C_{2,0} & = -0.484166774985 \times 10^{-3} \\
  C_{4,0} & = 0.790303733511 \times 10^{-6} \\
  C_{6,0} & = -0.168724961151 \times 10^{-8} \\
  C_{8,0} & = 0.346052468394 \times 10^{-11} \\
  C_{10,0} & = -0.265002225747 \times 10^{-14}
\end{align*}
\]
Figure E.10: Comparison of gravitational potential computed using ICGEM online calculation service (ICGEM) and the algorithm outlined here (GEOCOMP). The potential is computed at two different ellipsoidal heights, i.e. $h = 0$ m and $h = 5000$ m.
Figure E.11: Comparison of gravity computed using ICGEM online calculation service (ICGEM) and the algorithm outlined here (GEOCOMP). The gravity is computed at two different ellipsoidal heights, i.e. $h = 0$ m and $h = 5000$ m
Figure E.12: Comparison of gravity disturbance computed using ICGEM online calculation service (ICGEM) and the algorithm outlined here (GEOCOMP) on the geoid (left) and on the terrain (right). It should be noted that differences in the are as large as 0.2 mGal in the Himalayas mountain region when computed on the terrain.
Figure E.13: Comparison of gravity disturbance computed using ICGEM online calculation service (ICGEM) and the GEOCOL17 program from the GRAVSOFT suite, evaluated on the terrain. It should be noted that differences are larger than 50 mGal in mountain regions and in the polar areas.
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Abstract

Making an accurate geoid model of Greenland has always been a challenge due to the ice sheet and glaciers, and the rough topography and deep fjords in the ice free parts. Terrestrial gravity coverage has for the same reasons been relatively sparse, with an older airborne survey of the interior being the only gravity field data over the interior, and terrain and ice thickness models being insufficient both in terms of resolution and accuracy. This data situation has in the later years changed substantially, first of all due to GOCE, but also new airborne gravity and ice thickness data from the NASA IceBridge mission, and new terrain models from ASTER, SPOT-5 and digital photogrammetry.

In the paper we use all available data to make a new geoid of Greenland and surrounding ocean regions, using remove-restore techniques for ice and topography, spherical FFT techniques and downward continuation by least squares collocation. The impact of GOCE and the new terrestrial data yielded a much improved geoid, as evidenced by comparison to GPS measurements along fjords, which serves as a proxy for GPS leveling data, and comparisons to new GPS leveling data in Iceland. The comparisons show significant improvements over EGM08 and older geoid models, and also highlight the problems of global sea level models, especially in sea ice covered regions, and the definition of a new consistent vertical datum of Greenland.

Keywords

Geoid • Gravity • Greenland

1 Introduction

Greenland presents a major challenge for geoid determination, due to sparse gravity data, rugged topography, deep fjords, ice sheets and glaciers, and the absence of GPS leveling. Current gravimetric geoids date back to year 2000 (for the “official” GPS-fitted version), to intermediate North Atlantic Geoid models (Forsberg et al. 2004), and to EGM2008 (Pavlis et al. 2012), which incorporated all available gravity field information up to that point in time. All geoid models have up to now, however, had many local errors, especially due to lack of good digital elevation model data in the ice free part, due to lack of data over deep fjords, and due to lack of ice sheet thickness in marginal regions.

Several new data sets have aided in improving this situation in recent years, especially new high-resolution digital DEM data, gravity and radar and ice thickness data from NASA IceBridge airborne campaigns, and GOCE satellite data. Combined with the need for a new vertical datum for the towns and ice free regions of Greenland, for precise GPS surveying in support of infrastructure such as hydropower and mining development, the computation of a new geoid...
model is therefore timely. This also accentuates the need for a new vertical datum, since all towns and settlements have local height systems based on historical tide gauge data of varying quality, with no leveling connections between towns. Combined with large climate-induced land uplift values in many regions, this make the definition of a consistent height system between towns and settlements quite a challenge.

In this paper we will therefore outline a new geoid determination, incorporating all available new gravity, DEM, ice thickness and satellite data, and compare to existing GPS and tide gauge height information in towns, and – in the absence of leveling – compare the new geoid to fjord GPS-tide gauge profiles and Iceland leveling, demonstrating major improvements.

2 Geoid Determination Method

The methodology for the new Greenland gravimetric geoid is based on remove-restore techniques. The anomalous gravity potential $T$ is split into three parts

$$T = T_{EGM} + T_{RTM} + T_{res}$$  \hspace{1cm} (1)

where $T_{EGM}$ is the contribution of a combined GOCE/EGM2008 spherical harmonic expansion, $T_{RTM}$ the terrain effect, and $T_{res}$ the residual field

$$T_{EGM} = \frac{GM}{R} \sum_{n=2}^{N} \left( \frac{R}{r} \right)^n \sum_{m=0}^{n} \left( C_{nm} \cos m\lambda + S_{nm} \sin m\lambda \right) P_{nm} \sin\theta$$  \hspace{1cm} (2)

where $GM$ is the mass of the earth times the gravitational constant, and $R$ the earth radius. The spherical harmonic coefficients of the anomalous gravity field $C_{nm}$ and $S_{nm}$ are taken from EGM2008 up to a maximal degree 360 after subtraction of the normal field coefficients, but with coefficients of the ESA GOCE Release 4 "direct" model (Paul et al. 2011) substituted in the harmonic degree band 80–200 (with a gradual linear blending of EGM08 and GOCE R4 in the bands 80–90 and 180–200). This approximate approach has not been used to improve the mid-wavelength bands of EGM2008 with GOCE data. The EGM2008 model has not been used to the full degree, since better high-resolution data is now available in Greenland than was available for EGM2008.

The reference field and the geoid determination will be done rigorously as a quasigeoid computation, i.e. referring to the geoid to the surface of the terrain by

$$\xi = \frac{T(\varphi, \lambda, H) - \gamma_0}{\rho_0}$$  \hspace{1cm} (3)

where $\xi$ is the height anomaly (quasigeoid) and $\gamma_0$ normal gravity. For the same reason the reference field $T_{EGM}$ is computed as a spatial "sandwich grid" at 3 separate elevations of 0, 3 and 8 km, and then interpolated to the actual height of a gravity observation point or a quasi-geoid computation point (some IceBridge transit flight legs were at a flight elevation of 10 km).

Terrain reductions are done by the RTM method using space-domain prism integration (Forsberg 1984), based on a reference DEM formed from the detailed DEM by a low-pass filtering at a corresponding resolution to the used reference field. To handle the terrain and ice together in the RTM method, equivalent rock topography was used over the ice covered regions, i.e.

$$h^{EQ} = h^{DEM} - \frac{2.67 \ tice \开机}{0.92}$$  \hspace{1cm} (4)

where $tice$ is the thickness of the ice, $h^{DEM}$ the surface elevation, and $h^{EQ}$ the equivalent rock topography, assuming a rock density of 2.67 g/cm$^3$ (2,670 kg/m$^3$) and ice 0.92 kg/m$^3$.

The use of rock-equivalent topography for terrain reductions, rather than the full 3-D mass field, is justified by the flat nature of the interior of the ice sheet (i.e., ice effects can with good approximation be treated as a Bouguer plate effect, the terrain effect from a Bouguer plate is independent of actual heights, only total mass per area).

The DEM used for Greenland was based on IceSat data, augmented in the ice-free and marginal ice zone parts by ASTER and SPOT5 stereo photogrammetry (Howat et al. 2014), edited and converted to an orthometric height DEM, and supplemented with DEM data from national mapping projects in northern Greenland, Iceland and Arctic Canada regions. Ice thickness data in Greenland were taken from the compilation of radar echo sounding by Bamber et al. (2013), and rock-equivalent heights subsequently computed within regions classified as ice by national mapping masks. Due to lack of radar echo sounding data in some margin areas and outlying ice caps, significant errors in the terrain reductions are expected there. For Iceland radar ice thickness data were provided by the University of Iceland for the three main ice caps. The composite rock-equivalent DEM was computed at 15’’ resolution, and shown in Fig. 1.
After reduction of data for reference model and RTM, airborne and surface gravimetry data is downward continued and gridded at the surface of the rock-equivalent terrain by least-squares collocation using the planar logarithmic covariance function (Forsberg 1987), used in a block scheme of $1^\circ$ resolution blocks with 50% overlap to neighboring blocks. The conversion from gravity to geoid is subsequently done using bandwise spherical Fourier techniques, for details of the methods see Forsberg and Sideris (1993). In the method the Stokes integral is evaluated by a series of convolutions, each accurate around a certain reference latitude $\phi$

$$\zeta_{\text{conv}} = S_{\text{eff}} (\Delta \psi, \Delta \lambda) \ast [\Delta g_{\text{Bouguer}} (\psi, \lambda) \sin \phi] = \mathcal{F}^{-1} [\mathcal{F}(S_{\text{eff}}) \mathcal{F}(\Delta g_{\text{Bouguer}} \sin \psi)]$$

where $\mathcal{F}$ is the two-dimensional Fourier transform, $S_{\text{eff}}$ the Stokes function at the reference latitude and $\Delta g_{\text{Bouguer}}$ the residual gravity anomaly.

To prevent the inherently highly accurate GRACE/GOCE gravity field information in the EGM model to be “overruled” by the influence from terrestrial gravity data, modified Stokes functions are used. The modified Wong-Gore formulation used here is of form

$$S_{\text{mod}} (\phi) = S (\phi) - \sum_{n=1}^{N_2} \frac{2n+1}{n} P_n \cos (\phi)$$

where the “GRACE-transition” coefficient $a(n)$ increase linearly from 0 to 1 between degrees $N_1$ and $N_2$

$$a(n) = \begin{cases} 1 & \text{for } 2 \leq n \leq N_1 \\ \frac{n-N_1}{N_2-N_1} & \text{for } N_1 < n \leq N_2 \\ 0 & \text{for } N_2 < n \end{cases}$$

The estimation of $N_1$ and $N_2$ can only be done empirically, but values in the range 180–200 would be expected, based on the error characteristics of GRACE and GOCE; these values have therefore been used here.

After the spherical Fourier transformation from gravity to quasigeoid, and restoring of the terrain and EGM-effects on the geoid, the classical geoid $N$ is obtained by

$$\zeta - N = -\frac{\Delta g_{\text{Bouguer}}}{\phi}$$

where $\Delta g_{\text{Bouguer}}$ is the Bouguer anomaly, readily computed from the reduced anomalies by restoring of the reference field and the Bouguer effect of the smooth reference DEM. It should be noted that the formula (8) is exact if Helmert-type normal density orthometric heights are used, for details see Heiskanen and Moritz (1967).

### 3 Gravity Data and Gravimetric Geoid

The new Greenland gravimetric geoid was computed in the geographic region 58°–85°N, 78°–7°W, at a 1’2 x 3’ grid (about 2 km resolution). The gravity data used originate from a large variety of national and international land, marine and airborne surveys, including the Greenland-wide first airborne survey of the US Naval Research Laboratory 1991–1992 (Brozena1991), DTU Space airborne surveys of coastal and Arctic Ocean regions 1998–2009, and NASA IceBridge gravity data 2010–2012 (Cochran and Bell 2010).

All data in the database were quality checked and transformed to a common, geoid-based gravity reference system, and subsequently reduced for EGM and RTM terrain effects.
Table 1: Statistics of gravity data reductions for selected, thinned data sets (mGal)

<table>
<thead>
<tr>
<th>Data</th>
<th>No. of points</th>
<th>Original data</th>
<th>Reduced data</th>
<th>Original data</th>
<th>Reduced data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Land gravity</td>
<td>8,503</td>
<td>16.8</td>
<td>4.6</td>
<td>16.0</td>
<td>4.6</td>
</tr>
<tr>
<td>IceBridge airborne</td>
<td>56,921</td>
<td>10.5</td>
<td>4.4</td>
<td>-1.7</td>
<td>12.9</td>
</tr>
<tr>
<td>NRL airborne</td>
<td>32,010</td>
<td>16.4</td>
<td>3.8</td>
<td>0.1</td>
<td>11.5</td>
</tr>
<tr>
<td>DTU airborne</td>
<td>64,265</td>
<td>9.8</td>
<td>3.8</td>
<td>0.3</td>
<td>16.1</td>
</tr>
</tbody>
</table>

Figure 2 shows a plot of all used gravity data, overlaid on the gridded, reduced and downward continued data set, taking into account the varying standard deviations of the various data. For marine areas with no marine gravity data, DTU10 satellite altimetry gravity was used as fill-in. Especially the IceBridge data, with low-level flights along the ice margins, major outlet glaciers and fjords, have made a major difference relative to the data used in EGM2008. Table 1 shows the statistics for the data reductions of some main data sets.

It is seen from Table 1 that all airborne data sets, after reductions, give a consistent near-zero bias, and small standard deviation. For the land data, the bias likely express the uneven distribution of the land gravity points, mostly done by helicopter on mountains and nunataks, and fjord/local ice cap effects. The r.m.s. statistics of data have been used as a guide to the determination of the covariance function used for the downward continuation.

After the Fourier transformation, the restoral of terrain and EGM effects, and the conversion from quasigeoid to geoid, a final gravimetric geoid is obtained (Fig. 3).
4 Evaluation of the New Geoid

Validating the new geoid is difficult, as no GPS leveling exists between settlements. The Greenland height system is based on local tide gauge measurements in the towns, of varying duration from few days to years, and all dating back to the 1960s or earlier. Figure 4 shows the offsets of the new geoid in the main towns, based on precise first order GPS measurements (REFGR), and the local tide gauge heights from the Greenland Survey (ASIAQ). With land uplift values up to several mm/year, and spatially changing mean sea level, it is quite natural that the geoid would not fit; basically the present vertical datum of Greenland is a historical mean sea level system, and not geoid-based.

Since the new geoid of Greenland also covers Iceland, and Iceland recently has done a releveling of whole country, the fit of the geoid to Iceland GPS leveling can give an independent check of accuracy. Iceland shares with Greenland the mountainous terrain and several large ice caps, but has a relatively good gravity coverage, and a coherent leveling network, cf. Fig. 5. Table 2 shows the fit of the geoid to Iceland GPS, showing a major improvement over EGM2008.
F.1 New Geoid of Greenland: A Case Study of Terrain and Ice Effects, GOCE and Use of Local Sea Level Data

R. Forsberg and T. Jensen

Table 2 Comparison between GPS-leveling data and geoids in Iceland (unit: m)

<table>
<thead>
<tr>
<th>Comparison (311 GPS points)</th>
<th>Mean</th>
<th>Std.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original GPS-leveling data</td>
<td>65.54</td>
<td>0.794</td>
</tr>
<tr>
<td>Difference GPS minus new geoid</td>
<td>−0.10</td>
<td>0.037</td>
</tr>
<tr>
<td>Difference GPS/lev minus EGM08</td>
<td>−0.12</td>
<td>0.113</td>
</tr>
</tbody>
</table>

To get an estimate of geoid accuracy in Greenland, profiles with GPS observations of sea level have been done along a number of long fjords. The long fjords in Greenland have relatively small dynamic topography, and detailed oceanographic observations of the Godthåbsfjord region have confirmed changes in mean dynamic topography at the level of 5 cm and less (Mortensen, Greenland Climate Research Centre, pers.comm.). Therefore the fjords, except for the tides, can be treated as an approximation to an equipotential surface. Because wind conditions along Greenland fjords are often calm, it is relatively simple to determine instantaneous heights of the fjord relative to a GPS antenna to an accuracy level of few cm by local leveling.

By making relative tidal measurements, with temporary tide gauges positioned temporarily along the fjords, and combined with GPS observations, a “quasi” GPS/leveling data set can be observed in a matter of few days. This has been done along several fjords in Greenland, at typical profile lengths of 100–150 km, either in winter where fjords are frozen (and kinematic GPS “tide gauges” can be put directly on the sea ice, cf. Fig. 6 for an example), or in summer with slightly less accurate local GPS observations of apparent sea level heights along the coasts. Table 3 shows the results of the geoid comparisons along a number of fjords, confirming a geoid accuracy of 10 cm or better.

5 Conclusions

A new geoid of Greenland has been computed, based on multiple sources of land, marine and airborne gravity data, GOCE and EGM2008/GRACE data, and new high-resolution DEM and ice thickness data. The inclusion of GOCE, new DEM, and new airborne gravity data from IceBridge, has given a much more accurate geoid than earlier geoid models, confirmed also by new hydropower surveys (Asiaq, pers.comm.). With the use of GOCE/GRACE reference model data, and modified Stokes kernels preventing local data from changing the long-wavelength satellite information, the geoid accuracy at long wavelength should be similar to GOCE, i.e. at the cm-level for wavelengths longer than some 400–500 km. Local accuracy depends on the gravity data coverage and the errors coming from unknown fjord depths or local ice cap thickness. Results from Iceland and fjord profiles point to errors in the 5–10 cm range.

Given the uncertainty in the existing vertical datum, it is clear that a new geoid-based height system of Greenland would be superior for GPS use, with higher intrinsic accuracy, similar to the recently adopted new vertical reference system of Canada. Discussions are therefore currently ongoing with Greenland and Danish authorities for the possible adoption of a new height system.
Fig. 6 Example of a 160 km long winter fjord profile in central W Greenland (Uummannaq area). Left: GPS points on ice, right: example of a GPS (upper curve) and local tide gauge observation (lower curve) of sea level at the reference point (x-axis: time in Julian days, y-axis: height in m).

Table 3 Comparison of the Greenland geoid along selected fjord profiles (unit: m)

<table>
<thead>
<tr>
<th>Comparison fjord</th>
<th>Mean</th>
<th>Std.dev</th>
<th>EGM08 st.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Svartenhuk-Kangerlussuaq (NW Greenland)</td>
<td>-0.24</td>
<td>0.073</td>
<td>0.302</td>
</tr>
<tr>
<td>Ameralik (Nuuk; SW Greenland)</td>
<td>0.08</td>
<td>0.117</td>
<td>0.158</td>
</tr>
<tr>
<td>Tasermiut (South Greenland)</td>
<td>0.05</td>
<td>0.127</td>
<td>0.137</td>
</tr>
<tr>
<td>Ammassilik Fjord (Tasiilaq, East Greenland)</td>
<td>-0.14</td>
<td>0.089</td>
<td>0.139</td>
</tr>
</tbody>
</table>
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Abstract

For the past two decades, airborne gravimetry using a Strapdown Inertial Measurement Unit (SIMU) has been producing gravity estimates comparable to the traditional stable-platform single-axis gravimeters. The challenge has been to control the long term drift of the IMU sensors, propagating into the long-wavelengths of the gravity estimates. This has made the stable-platform approach the preferred method for geodetic applications. In the summer of 2016, during a large airborne survey in Malaysia, a SIMU system was flown alongside a traditional LaCoste&Romberg (LCR) gravimeter. The SIMU observations were combined with GNSS observations using the commercial software product “Inertial Explorer” from NovAtel’s Waypoint software suite, and it is shown how gravity estimates can be derived from these results. A statistical analysis of the crossover differences yields an RMS error of 2.5 mGal, which is comparable to the results obtained from the LCR gravimeter. The properties of the SIMU and LCR systems are compared and a merging of the two is performed. A statistical analysis of the crossover differences of the merged product yields an RMS error of 1.3 mGal. These results indicate that the properties of the two units are complementary and that a combination of the two can result in improved gravity estimates.

Keywords
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1 Introduction

Airborne gravimetry provides a fast and efficient way of covering large areas that are remote or otherwise inaccessible. Moreover, this technique is capable of providing seamless coverage in near-coastal areas, where shallow water makes it difficult for marine gravimetry and satellite altimetry derived models are generally not reliable (Andersen et al. 2015). The advantages of airborne gravimetry were recognized early on (Thompson 1959). However, the technique did not become fully operational until the Global Positioning System (GPS) became available in the late eighties. The Geodynamics Department at the National Space Institute of Denmark (DTU Space) has carried out large airborne surveys since the early nineties (Brozena 1992), back then known as the Danish National Survey and Cadastre (KMS), using a LaCoste&Romberg (LCR) spring-type gravimeter (Valliant 1992). The concept was to mount a single-axis accelerometer on a stabilized platform, that to some extent isolates the movements of the gravimeter from the movements of the aircraft. This allows only for scalar gravimetry which, in contrast to vector gravimetry, estimates only the magnitude of the gravity acceleration.

The use of Inertial Measurement Units (IMUs) for airborne gravimetry has been attempted since the early nineties (Schwarz et al. 1992; Jekeli 1994; Wei and Schwarz 1998). The obvious advantages being smaller size, ease of operation and lower price, compared to traditional air gravimeters.
Since the IMU contains three perpendicular accelerometers, it has the potential to do vector gravimetry and estimate the deflection of the vertical. Glennie et al. (2000) reported accuracies similar to the LCR system, with the IMU outperforming the LCR gravimeter in the short-wavelength components. The biggest challenge, when using the IMU for gravimetry, is the separation of gravity variation from long term drift in the sensors, leaking into the long-wavelengths of the gravity estimates (Glennie and Schwarz 1999; Jekeli and Kwon 1999; Glennie et al. 2000). However, the majority of the drift has been associated with temperature variation and temperature calibrations have been seen to significantly improve the results (Huang et al. 2012; Becker et al. 2015b; Becker 2016).

Since 2013, DTU Space has been flying an iMAR RQH IMU alongside the LCR system on a number of campaigns. This was done in collaboration with the Technical University of Darmstadt, who owns the unit. The IMU has been physically bolted to the floor of the aircraft, which is commonly known as strapdown mode. This approach will therefore be referred to as Strapdown IMU (SIMU) airborne gravimetry, or simply strapdown gravimetry. In April 2016, DTU Space purchased a similar iMAR RQH unit. The unit was flown alongside the LCR system on a large campaign in Malaysia during the summer of 2016.

Using the observations from this Malaysia campaign, this paper aims to show that gravity estimates can be produced using the commercial software product “Inertial Explorer”, from NovAtel’s Waypoint software suite. Although this method can be used to derive the full gravity vector, only the vertical component is considered here. It will also be shown that a combination with estimates from the LCR system yields results superior to the individual estimates.

2 Basic Principles

A gravimeter is basically an accelerometer, measuring specific force, \( f \). This is a combination of gravitational acceleration, \( g \), and kinematic acceleration, \( \dot{r} \), where dots refer to time derivatives. In order to derive gravity from the observations, one must therefore separate the two effects as

\[
g = \ddot{r} - f, \tag{1}
\]

where the kinematic component, \( \ddot{r} \), must be observed using some alternative sensor. Commonly, the Global Navigation Satellite System (GNSS) is used to estimate position, which is then double-differentiated in order to yield acceleration. This direct approach has been the most common method in airborne gravimetry (Jekeli 2001). However, one can also follow a more indirect approach by double-integrating the sensed accelerations as

\[
r = \int \int (f + g) \, dt, \tag{2}
\]

and then derive gravity from a comparison of position estimates. This approach is commonly used in integrated IMU/GNSS navigation systems, where the entire theoretical framework is already well-developed. In this approach, one typically models the gravity variation as a stochastic process, which is based on the assumption of random variation with respect to spatial coordinates. Further assumptions such as stationarity, ergodicity and isotropy are typically also used, all of which can of course be questioned. Stochastic interpretations of the gravity field is however not unknown in the field of geodesy and is frequently used in e.g. least-squares collocation. See Jekeli (2001) for a more thorough discussion on the subject.

NovAtel’s Inertial Explorer software uses the second approach for combining GNSS and IMU observations using a Kalman filter framework. The intended application is navigation, in which the two types of observations are often combined due to their complementary properties. The GNSS observations have a low short-term precision, compared to IMU observations, but a long term stability. The IMU observations are accurate on short time scales, but because errors are integrated, the long term stability is poor. In airborne gravimetry, however, this argument is no longer valid, since it is the difference between the two signals that is of interest.

In this framework, we therefore have to think of the IMU as a navigation system. The basic principle is that angular rates, measured by the gyroscopes, are integrated for attitude. The accelerations, measured by the accelerometers, are integrated once to yield velocity and twice to yield position. In this way, the IMU works as an Inertial Navigation System (INS), supplying estimates of attitude, velocity and position. These are then combined with GNSS estimates using a Kalman filter framework.

2.1 The Kalman Filter

The Kalman filter is a useful framework for combing estimates in a statistically optimal way. It is an optimal recursive data processing algorithm, rather than a filter (Maybeck 1979). Basically, the algorithm consists of two phases:

1. A measurement update phase
2. A system propagation phase

In order to get a more intuitive impression of how the algorithm works, consider the following one-dimensional example. In the measurement update phase, we have two observations, \( x \) and \( z \), of the position, both associated with some standard deviation, \( \sigma_x \) and \( \sigma_z \). The underlying assumption is that the associated probability density functions are


Gaussian. These two observations can be combined into one optimal estimate using the principle of least squares as

\[
\mu = \frac{\sigma_1^2}{\sigma_1^2 + \sigma_2^2} x + \frac{\sigma_2^2}{\sigma_1^2 + \sigma_2^2} z = x + \sigma_1^2 \sigma_2 (z - x)
\]

with a number of additional parameters determined by the user. In this case there are six additional parameters, giving a total of 15 parameters (five three-dimensional vectors) as

\[
x = [\phi, v, p, b_a, b_i]
\]

where \( \phi \) denotes the attitude in terms of three Euler angles, \( v \) is the velocity and \( p \) the position. The two vectors, \( b_a \) and \( b_i \), represent estimates of gyroscope and accelerometer bias, respectively. The vector \( x \) is known as the state vector. The IMU provides estimates of attitude, velocity and position, while the GNSS system provides estimates of position and velocity. In order to obtain estimates of all 15 state parameters, the Kalman filter must exploit the covariance matrix which is built through the forward propagation phase, using the system dynamics equations defined within the Inertial Explorer software. In general, however, the observability and estimability of the states depend on the type of observations and vehicle dynamics (Becker et al. 2015a).

Typically, to estimate gravity using this indirect Kalman filter approach, additional states are added to the state vector in order to model gravity as a stochastic process (Deurloo 2011; Becker 2016). This is not possible within the Inertial Explorer software. However, when the aircraft maneuvering is limited to horizontal non-accelerated flight, as is typically the case for long-range airborne gravity campaigns, the accelerometer bias variation and gravity variation become inseparable (Glennie and Schwarz 1999; Jekeli and Kwon 1999; Deurloo 2011; Becker 2016). In this static configuration, where both accelerometer bias and gravity varies with time, the system cannot separate the two sources of variability. Gravity will therefore be absorbed by the accelerometer bias estimates and consequently be a combination of actual bias variation and gravity variation.

This inseparability is usually the largest challenge in strapdown gravimetry. However, it can also be exploited to derive gravity estimates using a commercial software product, as will be shown in the following. Since Inertial Explorer already corrects for part of the gravitational signal using a model for the normal gravity field, the component of gravity that remains in the accelerometer bias estimates is the gravity disturbance.

### 2.2 Inseparability of Accelerometer Bias and Gravity Variation

Extending the number of dimensions from one to three, there are nine basic navigation parameters to be estimated, along
Fig. 1 Estimated gravity disturbance (combined IMU/LCR product) for the entire survey, consisting of 91 flight lines. The average speed was 88 m/s (std. dev. = 0.3, min. = 87, max. = 89) and the average altitude was 1906 m (std. dev. = 14, min. = 1885, max. = 1989), with only two low altitude outliers representing short line segment in the airport return phase. For two flights, the flight track is drawn in black. The results from these two flights are shown in Fig. 2.

Table 1 Specification of the gyroscope and accelerometer components in the iMAR RQH unit owned by DTU Space

<table>
<thead>
<tr>
<th>Gyroscopes</th>
<th>Accelerometers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias instability</td>
<td>(&lt;0.002^\circ/h)</td>
</tr>
<tr>
<td>Random walk</td>
<td>(&lt;0.0011^\circ/s)</td>
</tr>
<tr>
<td>Scale factor</td>
<td>&lt;3 ppm</td>
</tr>
</tbody>
</table>

a LaCoste & Romberg single-axis gravimeter mounted on a stabilised platform (LCR system) and the iMAR RQH unit mounted in strapdown mode (Table 1). For most of the flights, there was an on-ground reference GPS system at the airport.

4 Processing Methodology

The GNSS observations were processed using the Waypoint software. Where observations from a reference station were available, a differential solution was preferred. Otherwise a Precise Point Positioning (PPP) solution was produced. The processing was done using the final satellite ephemeris products.

Gravity disturbance was estimated from the LCR system according to the direct approach introduced earlier. In order to estimate the kinematic component, positions derived from GNSS were double-differenced and the Eötvös effect was accounted for. Besides removing the kinematic contribution,
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the LCR accelerations were subjected to a platform tilt correction and a subsequent two-pass Butterworth filter of 150 s filter length (Olesen and Forsberg 2007). For a more thorough description of the LCR processing, see Olesen (2002).

The IMU logs the observed specific force and angular rates with an associated time stamp and temperature. The IMU unit contains an internal GNSS receiver, which synchronizes the observations with GPS time. The first step in the processing was to inspect the time stamps, since these were found to have some artefacts that needed to be corrected. The second step was to apply a simple warm-up temperature calibration to the vertical accelerometer only, which is observing the majority of the gravity signal (Becker et al. 2015b).

The IMU and GNSS data from all 25 flights were then processed in a loosely coupled mode using Inertial Explorer. Loosely coupled means that estimated GNSS observations are processed separately and introduced as positions and velocities (Groves 2013). The Inertial Explorer software has a pre-defined stochastic model associated with the error characteristics of the IMAR RQH unit. This model was used in the processing. The software will automatically process the data both forwards and backwards in time, apply a Rauch-Tung-Striebel (RTS) smoother (Brown and Hwang 2012) and combine the two results.

The products of further interest are the estimated attitudes and accelerometer biases. The accelerometer bias estimates are naturally along the three body-axes of the IMU, i.e. the fore, starboard and down directions. The attitude solution allows us to transform any quantity between the body-frame and the local-level frame formed by the north, east and plumb-line directions, see e.g. Groves (2013).

### 4.1 Separating Gravity from Bias Variation

To arrive at gravity estimates, the gravity variation must be separated from the actual bias variation. In lack of better knowledge, it will be assumed that the bias variation is linear with respect to time. The gravity anomaly varies with position, which is constant in the beginning and end of the flight, since the aircraft is standing still.

At the beginning and end of the flight it is possible to separate the bias and gravity signals using tie values, i.e. external gravity measurements at these physical locations (Torge 1989). The measured tie value is along the local plumb-line direction and can be projected onto the three body-axes using the attitude solution.

Having projected the tie values onto each of the three body axes, a linear trend was estimated for each flight. Some statistics from these trends are presented in Table 2. These trends are assumed to represent accelerometer bias variation and are removed from the bias estimates in order to derive gravity. The gravity estimates are then transformed into the local-level frame and subjected to a two-pass Butterworth filter with a length of 150 s. The choice of filter length is based on a visual comparison with both LCR estimates, Earth Gravitational Model 2008 (EGM08) estimates, parallel flight tracks and cross-over points. For the further analysis, only the plumb-line component is considered.

Finally, each flight was split into flight lines by manually discarding parts of the flight that contained a large degree of manoeuvring.

<table>
<thead>
<tr>
<th>Axis</th>
<th>Mean (Gal/h)</th>
<th>Std (Gal/h)</th>
<th>Min (Gal/h)</th>
<th>Max (Gal/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>15.2</td>
<td>74.0</td>
<td>-144.9</td>
<td>186.9</td>
</tr>
<tr>
<td>y</td>
<td>-6.6</td>
<td>213.2</td>
<td>-534.8</td>
<td>326.4</td>
</tr>
<tr>
<td>z</td>
<td>-3.8</td>
<td>14.3</td>
<td>-35.2</td>
<td>19.8</td>
</tr>
</tbody>
</table>

### 4.2 Merging IMU and LCR Estimates

A simple merging of the IMU and LCR estimates was performed. Since LCR estimates have proven themselves very reliable in the long-wavelength components (Valliant 1992), the objective was to prioritise the short-wavelength components from the IMU estimates and the long-wavelength components from the LCR estimates.

This simple merging was done based on a linear least squares fit of a straight line in the time domain. For each line produced by the IMU/Inertial Explorer processing, LCR estimates on that same line were identified based on time stamps. A straight line was then fitted to both time series, using only estimates with common time stamps. The linear model of the IMU estimates was then removed and replaced by the linear model estimated from the LCR estimates.

Three of the lines did not have any time stamps in common with the LCR estimates and were excluded in the analysis. For two of the lines, we found that not enough time stamps were in common for a linear fit. Instead a bias was estimated and used for the correction.

### 5 Results

Gravity disturbance estimates from both IMU and LCR systems were produced, together with a merged product. A statistical analysis, based on the line cross-over differences was performed and is summarized in Table 3. The merged IMU/LCR estimates are shown for all 91 flight lines in Fig. 1.

In Fig. 2, the IMU and LCR estimates are shown for two entire flights, together with gravity disturbance computed from EGM08. The top figure represents a flight over the
Fig. 2 Estimated gravity disturbances from both the IMU and LCR systems together with EGM08 up to degree 2190 and order 2159. The entire flight is shown above, but only the flight lines (white areas) are used in the statistical analysis. (Top) These two lines are mostly over the ocean and are shown in the north-eastern part of Fig. 1; (Bottom) These five lines were flown in the coastal area north of Kuching, see Fig. 1.

6 Discussion

In Fig. 2, both IMU and LCR estimates are shown together with EGM08. The top figure represents a flight over the ocean north of Bintulu. Since satellite altimetry derived gravity is part of EGM08, we assume that EGM08 is quite reliable for this flight. The IMU estimates show both a bias and trend with respect to the LCR and EGM08 estimates, indicating that the long-wavelength components of the signal are not reliable. Except for this bias and trend, the variations in the three signals do seem to agree quite well, indicating that the short-wavelength components of the estimates are more reliable. In contrast, the LCR estimates appear to control the long-wavelength components well, while its high sensitivity to turbulence and manoeuvring become apparent at some occasions. This figure illustrates quite well the complementary properties of the IMU and LCR systems.

The bottom figure represents a flight in the coastal area north of Kuching. Here it is seen that the IMU and LCR estimates agree quite well, while EGM08 shows large deviations. This example represents a coastal area that altimetry-derived gravity, marine gravimetry and terrestrial methods can not cover and EGM08 therefore contains limited information. As mentioned in the introduction, airborne gravimetry is the only feasible method of covering these areas. Since most of the world’s coastlines remain un-surveyed, although the majority of the population lives in coastal areas, this example clearly shows why airborne gravimetry is still needed in a time of satellite models.

Based on the statistical analysis in Table 3, the IMU and LCR gravity estimates are of similar quality. A comparison of the number of crossing points, on which the statistical analysis is based, indicates how large a portion of the LCR data that is usually discarded due to turbulence, manoeuvring and dynamic conditions in general.

These indications imply that the properties of the two systems are different. The IMU estimates appear to be more resilient to aircraft dynamics, resulting in more reliable results under such circumstances and more control over the short-wavelengths of the gravity estimates. On the other hand, the LCR gravimeter appears to have an excellent bias stability, making it superior in the long-wavelengths. These complementary properties motives a combined product, which leads to improved gravity estimates, based on the statistical analysis.
F.2 Strapdown Airborne Gravimetry Using a Combination of Commercial Software and Stable-Platform Gravity Estimates

7 Conclusions

Using the commercial software product "Inertial Explorer", the IMU and GNSS observations were combined in order to form a navigation solution. This led to the gravity variation being absorbed by the accelerometer bias estimates. A simple approach was introduced to separate gravity from accelerometer bias. This separation was identified as the major challenge in strapdown gravimetry and was seen to influence the long-wavelength components of the gravity estimates.

A comparison of the IMU and LCR properties was performed. It was seen that the LCR system is very sensitive to dynamic conditions, which influence the short-wavelength components of the signal. The long-wavelength components are however very reliable. These features nicely complement the properties of the SIMU system, which can be exploited in order to arrive at improved gravity estimates.

Comparing the airborne estimates with EGM08, a good agreement was found in areas of open ocean. Large differences in the 10–20 mGal range was observed in coastal areas.
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F.3 Helicopter Test of a Strapdown Airborne Gravimetry System

Abstract: Airborne gravimetry from a helicopter has been a feasible tool since the 1990s, with gravimeters mounted on a gyro-stabilised platform. In contrasts to fixed-wing aircrafts, the helicopter allows for a higher spatial resolution, since it can move slower and closer to the ground. In August 2016, a strapdown gravimetry test was carried out over the Jakobshavn Glacier in Greenland. To our knowledge, this was the first time that a strapdown system was used in a helicopter. The strapdown configuration is appealing because it is easily installed and requires no operation during flight. While providing additional information over the thickest part of the glacier, the survey was designed to assess repeatability both within the survey and with respect to profiles flown previously using a gyro-stabilised gravimeter. The systems ability to fly at an altitude following the terrain, i.e. draped flying, was also tested. The accuracy of the gravity profiles was estimated to 2 mGal and a method for inferring the spatial resolution was investigated, yielding a half-wavelength spatial resolution of 4.5 km at normal cruise speed.

Keywords: airborne gravimetry; strapdown inertial measurement unit; helicopter test; Kalman filter
helicopter-mounted gravimetry is mostly aimed at exploration, it is also carried out for research purposes such as studying tectonically active regions [7,8] and mapping bathymetry below ice shelves [9]. In particular, the use of helicopter-based gravimetry operated from a ship at sea may play an important role in studying ice shelves and marine-terminating glaciers in remote areas otherwise inaccessible.

The AIRGrav system development was to some degree inspired by pioneering work on the use of Inertial Measurement Units (IMU) for airborne gravimetry at the University of Calgary in the 1990s [10]. Since the gyroscopes of the IMU measures angular rates, the rotational motion can be accounted for computationally, instead of having a control loop feeding a mechanical platform. As a result, the platform can be completely neglected and the IMU installed in a strapdown configuration, i.e. by physically attaching the unit to the vehicle. This approach is appealing, because it is easily installed and does not require any operation during the flight. The first test of a Strapdown Airborne Gravimetry (SAG) system was carried out in 1995 using a fixed-wing aircraft. The reported accuracy was 2-3 mGal at 5-7 km (half wavelength) resolution after applying 90-120 s (full wavelength) filtering [11]. The higher dynamic range of the IMU made the gravity system more resilient to turbulence and less filtering was required to obtain an accuracy similar to the traditional single-sensor stabilised-platform systems [12]. However, the instability of the accelerometers propagates into the gravity estimates and corrupts the long wavelength information, which is vital for geodetic applications. The majority of the sensor instability has been shown to originate from temperature variation and to a large extent accounted for using laboratory calibration methods [13]. In collaboration with the Technical University of Darmstadt, the National Space Institute of Denmark (DTU Space) has flown a SAG system on a number of campaigns showing significant improvement after applying temperature calibrations [14]. A large component of the difference in accelerometer stability between the IMU and traditional systems may therefore be due to temperature stabilisation.

In order to test the feasibility of using a strapdown IMU in a helicopter environment, a flight test was carried out in August 2016 over the Jakobshavn Glacier in Greenland. This location was chosen because it has previously been surveyed using the SGL AIRGrav system within NASA’s Operation IceBridge (OIB). Since the fast-flowing ice stream is more than 1 km thick [15], the relatively fast-moving fixed-wing aircraft flown by OIB is not expected to capture the full resolution of the gravity signal in this area. The slower-moving helicopter platform may therefore add information to the gravity signal over the glacier, while the OIB flight lines provide a reference for the helicopter estimates. It should be noted that Jakobshavn Glacier was surveyed by a helicopter in 2012 using the SGL AIRGrav system [16]. This data was however unavailable to the authors for this study.

2. Instrumentation, Survey Overview and Data

In August 2016, a SAG system was mounted inside a Eurocopter AS350 helicopter at Ilulissat airport (JAV), Greenland. The SAG system consists of an IMAR iNAT IMU unit (iNAT), two JAVAD DELTA GNSS receivers and two NovAtel ANT-532-C dual frequency GNSS antennas along with some batteries and cables. The installation was done using straps and tape and took less than an hour, see Figure 1.
The entire survey amounts to approximately 400 km (3.5 hours), see Figure 2, and was designed to repeat flight lines both from OIB and within the survey itself. The profile between JAV and Kangia North GPS station (KAGA) was repeated three times, but not flown at the same altitude for operational reasons. The three profiles between the waypoints P1-P2, P3-P4 and P5-P6 correspond to flight lines from OIB. Two of these lines were flown in draped mode and one at constant altitude. From Figure 2a-c it is evident that the fixed-wing aircraft from OIB was equipped with an autopilot, whereas the helicopter was not. Finally, a line from P7 to KAGA that crosses over the three OIB lines was additionally flown. This resulted in seven flight lines of approximately 300 km (1.5 hours). The average ground speed for these seven profiles was 52 m/s (standard deviation of 6 m/s).
2.1. The IMU Data

The iNAT unit outputs accelerations and angular rates at 300 Hz with associated time and temperature stamps. It contains an internal GNSS receiver that provides time stamps in GPS time. A simple warm-up temperature calibration was applied to the vertical Z-axis accelerometer only [17]. This led to a reduction in the accelerometer drift, see Table 1.
Table 1. Accelerometer drift over the entire flight

<table>
<thead>
<tr>
<th></th>
<th>X-axis</th>
<th>Y-axis</th>
<th>Z-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total drift</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- without calibration</td>
<td>1.730</td>
<td>-1.192</td>
<td>-8.422 mGal</td>
</tr>
<tr>
<td>- with calibration</td>
<td>1.419</td>
<td>-0.620</td>
<td>3.496 mGal</td>
</tr>
<tr>
<td><strong>Drift rate</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- without calibration</td>
<td>391.8</td>
<td>-269.8</td>
<td>-1907 µGal/h</td>
</tr>
<tr>
<td>- with calibration</td>
<td>321.3</td>
<td>-185.7</td>
<td>791.8 µGal/h</td>
</tr>
</tbody>
</table>

2.2. The GNSS Data

The GNSS receivers logs both GPS and GLONASS observations at 1 Hz. Using NovAtel’s Waypoint software suite, a Precise Point Positioning (PPP) solution was produced using the final GPS and GLONASS ephemerides from the International GNSS Service (IGS). The GNSS observations were thus processed independently from the IMU observations, in order to arrive at position and velocity estimates, with associated error covariance matrices.

Using data from the nearby KAGA GPS station, a differential GNSS solution was also produced. The differential solution did however not lead to any improvement compared to the PPP solution. One possible explanation is that the KAGA receiver only logs GPS observations, leading to a reduction in the number of satellites used for the solution.

2.3. AIRGrav Gravity Estimates from Operation IceBridge

Gravity estimates from OIB are available with 70 s, 100 s and 140 s full wavelength filters applied to the Eötvös corrected gravity disturbance estimates (see acknowledgements). The three lines flown in this survey, were covered by OIB in the years 2010, 2011 and 2012. A visual comparison of the three profiles for each line indicated that the 100 s filter led to reasonable agreement between the gravity estimates. The internal mean and standard deviation (STD) of the difference in OIB gravity estimates for each line and year are shown in Table 2. From this table it is clear that the stated 0.2 mGal accuracy of the AIRGrav system is not reached over the Jakobshavn Glacier. This may be due to the high speed of the aircraft not accounting for the full resolution of the gravity signal in this area. The average ground speed for these nine profiles was 134 m/s (standard deviation of 9 m/s), meaning that the spatial resolution is approximately 6.7 km (half wavelength). The nine OIB lines were flown in draped mode at a similar altitude for each line (the maximum difference is 300 m and the standard deviation is 80 m).

Table 2. Mean and standard deviation of the difference in gravity estimates (100 s full wavelength filtering) along the three OIB lines.

<table>
<thead>
<tr>
<th></th>
<th>2010 - 2011</th>
<th>2010 - 2012</th>
<th>2011 - 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-P2</td>
<td>1.03</td>
<td>1.04</td>
<td>-0.13</td>
</tr>
<tr>
<td>STD</td>
<td>2.66</td>
<td>2.93</td>
<td>1.65</td>
</tr>
<tr>
<td>P3-P4</td>
<td>0.65</td>
<td>0.44</td>
<td>-0.20</td>
</tr>
<tr>
<td>STD</td>
<td>1.84</td>
<td>1.82</td>
<td>1.43</td>
</tr>
<tr>
<td>P5-P6</td>
<td>-0.17</td>
<td>-1.06</td>
<td>-0.95</td>
</tr>
<tr>
<td>STD</td>
<td>2.70</td>
<td>3.19</td>
<td>3.74</td>
</tr>
</tbody>
</table>

3. Processing Methodology

Observations form IMU and GNSS are often combined in order to improve the navigation solution. Although the main objective is not improving the navigation solution, the tools for IMU/GNSS integration are well-developed and can be exploited here. In the first two of the following five sub-sections, the concepts of inertial navigation and IMU/GNSS integration will be briefly introduced.
In the third sub-section, we describe how this framework can be exploited to arrive at gravity estimates, the fourth sub-section introduces external gravity observations, i.e. tie values, and the final sub-section outlines how smoothing is performed.

In this context, it is important to introduce some reference frames that are relevant for our purposes, see Table 3. Since the IMU is rigidly attached to the helicopter, the observations are naturally resolved about the body frame (b-frame) of the helicopter. Being inertial sensors, the accelerometers and gyroscopes measure with respect to inertial space, which is represented by an inertial reference frame (i-frame). The Earth-Centred-Earth-Fixed frame (e-frame) is relevant because coordinates and velocity are defined with respect to this frame. Finally, the attitude of the vehicle is usually specified with respect to the navigation frame (n-frame), which is moreover closely related to the gravity field.

<table>
<thead>
<tr>
<th>Frame</th>
<th>Origin</th>
<th>Z-axis</th>
<th>X-axis</th>
<th>Y-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>i</td>
<td>Earth centre of mass</td>
<td>Earth rotational axis</td>
<td>Equatorial plane, vernal equinox</td>
<td>Completes right-handed system</td>
</tr>
<tr>
<td>e</td>
<td>Earth centre of mass</td>
<td>Earth rotational axis</td>
<td>Equatorial plane, Greenwich meridian</td>
<td>Completes right-handed system</td>
</tr>
<tr>
<td>n</td>
<td>Instrument location</td>
<td>Down along ellipsoidal normal</td>
<td>North</td>
<td>East</td>
</tr>
<tr>
<td>b</td>
<td>Instrument location</td>
<td>Through-the-floor (down)</td>
<td>Forward</td>
<td>Starboard (right)</td>
</tr>
</tbody>
</table>

### 3.1. Inertial Navigation

Initialisation of the position is done using the GNSS solution, while the attitude is initialised through levelling and gyrocompassing [18, Ch. 5.6.2]. After initialisation, inertial navigation is performed by sequentially adding small increments derived by integrating the IMU observations of specific force, \( f \), and angular rate, \( \omega_b \). Before integration, the observations are transformed from the b-frame into the n-frame and corrected for the effect of gravity along with any fictitious forces arising from the choice of reference frame. This process is expressed mathematically in terms of a coupled set of differential equations [19, Ch. 4.3.4]:

\[
\phi = v_N / (R_N + h) \\
\lambda = v_E / (R_E + h) / \cos \phi \\
h = -v_P \\
v^n = C^i_n \dot{F} - (2\Omega_n^e + \Omega_n^b) v^n + g^n \\
C^i_n = C^i_e \Omega^b_n ,
\]

where \((\phi, \lambda, h)\) are geodetic coordinates, \(v^n\) the Earth-referenced velocity resolved about the n-frame axes and \(C^i_n\) is the rotation matrix from the b-frame to the n-frame. The parameters \(R_N\) and \(R_E\) are the radii of curvature of the prime vertical and meridian, respectively. The term \(\Omega^b_n\) is the rotation of the Earth with respect to inertial space and \(\Omega_n^e\) is the transport-rate, i.e. the rotational motion required to keep the reference frame aligned with the north, east and vertical axes as the vehicle travels across the surface of the Earth. Both these rotational rates are resolved about the n-frame axes and expressed in skew-symmetric form. For a more complete introduction, the reader is referred to standard textbooks, e.g. [18–20]. Finally, the rotational rate, \(\Omega^b_n\), is related to the observed angular rate as

\[
\Omega^b_n = \omega_{nx}^b + \omega_{ny}^b + \omega_{nz}^b = \omega_{nx}^b - C^i_n (\omega^e_m + C^e_n \omega^b_n) .
\]

The gravity vector, \(g^n\), is approximated using a model of normal gravity [21, Ch. 2.8], which can be computed as described in [22, Ch. 4]. The implementation of Eq. (1) is discussed in [18, Ch. 5].

The combined system of IMU and inertial navigation processor is denoted an Inertial Navigation System.
System (INS). The attitude in terms of three Euler angles, \( \psi_{nb} = (\alpha_{nb}, \beta_{nb}, \gamma_{nb}) \), can be derived from the transformation matrix, \( \mathbf{C}_{nb} \), as [18, Eq. 2.25]:

\[
\alpha_{nb} = \arctan2 \left( C_{nb,3,2}, C_{nb,3,3} \right), \quad \beta_{nb} = -\arcsin \left( C_{nb,3,1} \right) \quad \text{and} \quad \gamma_{nb} = \arctan2 \left( C_{nb,2,1}, C_{nb,1,1} \right). \quad (3)
\]

### 3.2. IMU/GNSS Integration

The GNSS position estimates are only used to initialise the position for inertial navigation, meaning that the INS and GNSS navigation solutions are independent. The GNSS system provides estimates of position and velocity, while the INS provides estimates of position, velocity and attitude. These two estimates are combined in a cascaded (loosely coupled) approach using an Empirical Kalman Filter (EKF). The Kalman filter framework revolves around a linear dynamic system model [23, Eq. 4.102]:

\[
\dot{x}(t) = F(t) x(t) + G(t) w_s(t), \quad (4)
\]

where \( x(t) \) is known as the state vector and contains all the variables describing the system, i.e. position, velocity, attitude and sensor biases, \( F(t) \) is the system matrix describing the dynamics of the system, i.e. the navigation equations, \( w_s(t) \) is a vector representing stochastic input to the system and \( G(t) \) is a system noise distribution matrix, relating the stochastic driving terms to the state variables. The stochastic components imply that the state variables also have a stochastic nature and are defined in terms of probability density functions (PDFs). However, assuming that the associated PDFs are Gaussian, these distributions are completely defined in terms of their first two moments, i.e. the mean and covariance.

The system matrix, \( F(t) \), is formed using the navigation equations (1), while the system noise vector, \( w_s(t) \), represents sensor errors such as random noise and bias variation. Since the system model is linear, the navigation equations are linearised about the trajectory generated by the INS. This kind of linearisation is what characterises the EKF. Inertial navigation is then performed in a recursive manner by generating a navigation solution from current time, \( t_k \), until the time where the next GNSS estimates are available, \( t_{k+1} \). The associated error covariance estimates are accordingly propagated as

\[
P_{k+1} = \Phi_k P_k \Phi_k^T + \Gamma_k Q_k \Gamma_k^T, \quad (5)
\]

where the transition matrix, \( \Phi_k \), and system noise, \( \Gamma_k Q_k \Gamma_k^T \), can be formed from Eq. (4) using the method of Van Loan [24,25]. The transition matrix, \( \Phi_k \), is formed using the system matrix, \( F(t) \), such that it eventually defines the correlation between the navigation parameters through the error covariance matrix. In this way, the stochastic driving terms do also not influence the navigation estimates themselves, but only the error covariance matrix. These stochastic processes are defined by the user and will eventually determine the weighting of information between INS and GNSS navigation estimates. Here, random noise on the accelerometer and gyro observations are modelled as white noise processes, while the bias variation is modelled as Brownian motion, i.e. random walk processes. These processes are defined in terms of Power Spectral Density (PSD) of the associated white noise processes and are tuned by the user to give the best navigation solution. The values used for processing this data are shown in Table 4.
Table 4. Stochastic models and amplitude of the associated power spectral densities

<table>
<thead>
<tr>
<th>Error model</th>
<th>PSD amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerometer noise</td>
<td>0.05 mm/s/√s</td>
</tr>
<tr>
<td>Gyroscope noise</td>
<td>0.2 arcsec/√s</td>
</tr>
<tr>
<td>Accelerometer bias variation</td>
<td>0.01 mGal/√s</td>
</tr>
<tr>
<td>Gyroscope bias variation</td>
<td>3.0 · 10⁻⁵ °/h/√s</td>
</tr>
</tbody>
</table>

Any observations, \( z(t_k) \), at discrete time instances, \( t_k \), are included into the Kalman filter using a linear measurement model [23, Eq. 4-136]:

\[
z(t_k) = H(t_k) x(t_k) + w_m(t_k), \tag{6}
\]

where \( H(t_k) \) is the measurement matrix relating those observations to the system variables and \( w_m(t_k) \) is a measurement noise vector. The observations are thus assumed to be a linear combination of state variables, corrupted by noise. The formation of such a measurement model for GNSS position and velocity observations is discussed in [18, Ch. 14.3]. From the GNSS and INS estimates, \( \hat{p}_{k,\text{GNSS}} \), \( \hat{v}_{n,k,\text{GNSS}} \), \( \hat{p}_{k,\text{INS}} \) and \( \hat{v}_{n,k,\text{INS}} \), the measurement innovation is formed:

\[
\delta z_k \approx \begin{bmatrix} \hat{p}_{k,\text{GNSS}} - \hat{p}_{k,\text{INS}} \\ \hat{v}_{n,k,\text{GNSS}} - \hat{v}_{n,k,\text{INS}} \end{bmatrix}, \tag{7}
\]

which is used to update the Kalman filter estimates as [18, Eqs. 3.24&3.61]:

\[
\hat{x}_k = \hat{x}_{k-} + K_k \delta z_k \quad \text{and} \quad P_k = P_{k-} - K_k H_k P_{k-}, \tag{8}
\]

where the superscript minus denotes values before the measurement update and \( K_k \) is a weighting factor determining the influence of the new information. This factor is also known as the Kalman gain and is derived by minimising the trace of the updated error covariance matrix, \( P_k \), i.e. minimising squared errors.

The processing is thus performed using a semi-cascaded approach. First, the GNSS observations are processed into position and velocity estimates for the entire survey. Having initialised the INS solution, inertial navigation is performed until the next GNSS estimates are available. The INS solution is used to form a linear system model (4), which allows the propagation of the error covariance matrix forward in time, alongside the INS estimates. The stochastic error terms accounting for sensor errors will also influence this forward propagation. The INS and GNSS estimates are combined, using a least squares approach based on the associated error covariance, in order to yield statistically optimal estimates of the state variables. These optimal estimates are then used to correct the INS estimates, which are again propagated forward in time. This is illustrated in Figure 3.

The Kalman filter therefore has a cyclic nature, alternating between forward propagations and measurement updates. Since correlation between different state variables is built through the forward propagation phase, the Kalman filter also provides estimates of other states than those directly observed. In this way, the GNSS observations are not only used to correct the navigation solution, but also to continually calibrate the IMU, since estimates of sensor errors will be available.

Finally, in order to minimise linearisation errors and processing time, an error-state implementation was used in contrast to a total-state implementation. This means that the system model can be expressed as...
where \( \delta \) denotes errors, \( \mathbf{b}_a \) are accelerometer biases and \( \mathbf{b}_g \) are gyroscope biases. The stochastic terms \( w_a(t), w_g(t), w_{a,bias}(t) \) and \( w_{g,bias}(t) \) are white noise processes defined in terms of their PSD. The form of the matrix, \( \mathbf{F}_{\text{INS}}(t) \), is derived from the navigation equations by first applying a perturbation operator and then linearising with respect to the state variables [19, Ch. 5.4].

3.3. Modelling Gravity as a Stochastic Process

Since the gravity model used for inertial navigation is not perfect, the gravity error (or disturbance) can be modelled as a stochastic process [19, Ch. 6.6]. A third-order exponentially time-correlated (Gauss-Markov) model is characterised by the autocorrelation function [26, Table 2.2-1]:

\[
R(\tau) = \sigma^2 e^{-\beta |\tau|} \left( 1 + \frac{1}{2} \beta^2 |\tau|^2 \right),
\]

where \( \sigma \) is the standard deviation and \( \beta \) is a correlation parameter related to the correlation time as \( T = 2.903/\beta \). Since the Kalman filtering framework only allows the stochastic driving terms to be zero-mean white noise processes, the system model must be augmented as [27]:

\[
\begin{bmatrix}
\delta p(t)
\delta \psi(t)
\mathbf{b}_a(t)
\mathbf{b}_g(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 0 & 0
0 & \mathbf{C}_0 & 0 & 0
0 & 0 & \mathbf{C}_0 & 0
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\delta p(t)
\delta \psi(t)
\mathbf{b}_a(t)
\mathbf{b}_g(t)
\end{bmatrix}
+ 
\begin{bmatrix}
0 & 0 & 0 & 0
0 & 0 & 0 & 0
0 & 0 & 0 & 0
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
w_a(t)
w_g(t)
w_{a,bias}(t)
w_{g,bias}(t)
\end{bmatrix},
\]

(9)
where the additional terms serve to "shape" the white noise into a Gauss-Markov process. The PSD amplitude of the associated white noise process, \( w_{\text{GM}}(f) \), is related to the uncertainty and correlation parameters of the Gauss-Markov process as

\[
S_{\text{GM}} = \frac{16}{3} \sigma^2 \beta^5 = \frac{16}{3} \sigma^2 \left( \left| \beta_{\text{hor}} \right| \right)^5 .
\]

where the along-track correlation, \( \beta = \left| \beta_{\text{hor}} \right| \), is specified in terms of distance instead of time and \( \sigma^2_{\text{GM}} = \sigma^2_{\text{w}} + \sigma^2_{\text{bias}} \) is the ground speed. This is because the gravity signal varies with position rather than time.

### 3.4. Introducing External Gravity Observations

External gravity observations can be introduced into the Kalman filter framework similar to position and velocity estimates, using a measurement model. For this flight test we introduced observations from an A10 gravity meter at both JAV and KAGA stations. Although these observations represent only the magnitude of the gravity vector, the tie values are introduced as vector estimates

\[
z_{d_k} = \begin{bmatrix} \delta g_0 \end{bmatrix}^T \quad \text{with} \quad R_{d_k} = \begin{bmatrix} 0.03 & 0 & 0 \\ 0 & 0.03 & 0 \\ 0 & 0 & 0.03 \end{bmatrix},
\]

where \( R_{d_k} \) is the associated error covariance matrix in units of mGal. The A10 measurement is corrected for the gravity model at the measurement location, meaning that the gravity disturbance is formed.

### 3.5. Smoothing

Instead of applying a regular filter, the Kalman filter estimates are smoothed by processing the data both forward and backward in time. The two solutions are then combined as

\[
\mathbf{s}_k = P_k \left( \mathbf{F}^{-1}_{f_k} \mathbf{s}_{f,k} + \mathbf{P}^{-1}_{f_k} \mathbf{s}_{b,k} \right) \quad \text{and} \quad P_k = \left( \mathbf{F}^{-1}_{f_k} + \mathbf{P}^{-1}_{f_k} \right)^{-1},
\]

where \( f \) denotes the forward solution and \( b \) the backward solution. This is accomplished in a processor-efficient way using the Rauch-Tung-Striebel (RTS) smoother [26, Ch. 5].
4. Results

Inertial navigation was performed using an implementation of Eq. (1) and combined with GNSS velocity and position estimates using a Kalman filtering framework as described above. This resulted in an integrated IMU/GNSS solution, which was subsequently smoothed using an implementation of the RTS smoother. The gravity disturbance was modelled as a third-order Gauss-Markov process with initial parameters of \( \sigma = 100 \) mGal and \( \beta = 2.903/20 \) km. From the resulting gravity disturbance estimates, the autocorrelation function was estimated for each of the seven profiles, see Figure 4. A least squares fit of the Gauss-Markov autocorrelation function in Eq. (10) yielded parameters of \( \sigma = 57.84 \) mGal and \( 1/\beta = 5.647 \) km, implying a correlation length of around 16 km, which was used for a second processing iteration.

Figure 4. Estimated autocorrelation functions for the seven profiles along with the (least squares) best fitting third-order Gauss-Markov autocorrelation function. The parameters \( \sigma = 57.84 \) mGal and \( 1/\beta = 5.647 \) km.

4.1. Repeated Lines

Gravity disturbance estimates for the three flights along the JAV-KAGA profile are shown in Figure 5, along with flight altitude and topography from the SRTM30 data product. The gravity variation clearly varies with topography, noticing that the areas around 15-25 km and 35 km are covered by ice.
The gravity disturbance was modeled using a third-order Gauss-Markov model with uncertainty, \( \sigma = 57.84 \text{ mGal} \), and correlation, \( \frac{1}{\beta} = 5.647 \text{ km} \).

The mean and standard deviation of the differences between the three profiles are shown in Table 5. Since the long wavelength information is assumed to be corrupted by sensor error variation, the profiles are corrected for a bias and linear trend, before the differences are formed.

### Table 5: Mean and standard deviation of the difference in gravity estimates for the three repeated lines along the JAV-KAGA profile. The difference was formed from the profiles directly and by first removing a bias and linear trend from each profile.

<table>
<thead>
<tr>
<th>Line</th>
<th>No Correction</th>
<th>Bias + Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line 1-2</td>
<td>Mean -0.83 mGal</td>
<td>0 mGal</td>
</tr>
<tr>
<td></td>
<td>STD 2.00 mGal</td>
<td>1.95 mGal</td>
</tr>
<tr>
<td>Line 1-3</td>
<td>Mean -3.25 mGal</td>
<td>0 mGal</td>
</tr>
<tr>
<td></td>
<td>STD 2.73 mGal</td>
<td>2.38 mGal</td>
</tr>
<tr>
<td>Line 2-3</td>
<td>Mean -3.31 mGal</td>
<td>0 mGal</td>
</tr>
<tr>
<td></td>
<td>STD 2.28 mGal</td>
<td>2.15 mGal</td>
</tr>
</tbody>
</table>

### 4.2. Comparison with AIRGrav Profiles

Gravity disturbance estimates along the three profiles, P1-P2, P3-P4 and P5-P6, are shown in Figures 6-8, along with the AIRGrav gravity profiles from OIB. From the height profiles it is evident that the lines P1-P2 and P3-P4 were flown in draped mode (following the topography). The first line closely follows the terrain, whereas the second line is more smooth. The third line, P5-P6, was flown at constant altitude. The OIB lines were also flown in draped mode. Since the gravity signal attenuates with distance from source, the elevation will influence the spatial resolution of the gravity profile.

However, aircraft dynamics will influence the observed signal and may therefore also have an impact on the recovered gravity signal.
Figure 6. Gravity disturbance estimates for the profile between P1 and P2 for two different Gauss-Markov correlation lengths: (top) Gravity disturbance profile. (bottom) Height profile.

Figure 7. Gravity disturbance estimates for the profile between P3 and P4 for two different Gauss-Markov correlation lengths: (top) Gravity disturbance profile. (bottom) Height profile.
The AIRGrav instrument was carried by a fixed-wing aircraft flying at approximately 134 m/s, whereas the iNAT instrument was flown in a helicopter at approximately 52 m/s. Therefore, the iNAT gravity profiles have a higher spatial resolution than the OIB profiles. This is also evident from the figures, indicating that the glacier gravity anomaly is more sharp than indicated by the OIB profiles.

Since the correlation length of the Gauss-Markov stochastic process will influence the resolution of the gravity profile, it was increasing in order to arrive at gravity profiles with a resolution similar to that of the OIB estimates. The optimal similarity in terms of Root-Mean-Square (RMS) difference occurs around $1/\beta = 30$ km. The resulting profiles are also shown in the above figures and the statistics of the differences are shown in Table 6.

### Table 6. Mean and standard deviation of the difference in gravity estimates along the three profiles.
The gravity estimates were smoothed by increasing the correlation parameter to $1/\beta = 30$ km.

<table>
<thead>
<tr>
<th></th>
<th>No Correction</th>
<th>Bias + Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-P2</td>
<td>Mean</td>
<td>7.10</td>
</tr>
<tr>
<td></td>
<td>STD</td>
<td>3.79</td>
</tr>
<tr>
<td>P3-P4</td>
<td>Mean</td>
<td>10.8</td>
</tr>
<tr>
<td></td>
<td>STD</td>
<td>4.96</td>
</tr>
<tr>
<td>P5-P6</td>
<td>Mean</td>
<td>8.46</td>
</tr>
<tr>
<td></td>
<td>STD</td>
<td>3.40</td>
</tr>
</tbody>
</table>

### 4.3. Cross-Over Evaluation

The gravity profile along the P7-KAGA line is shown in Figure 9 together with the gravity estimates from the crossing lines. This line was flown at constant altitude over the glacier before increasing in altitude to reach the KAGA site. The cross over differences are listed in Table 7.
Figure 9. Profile along the P7-KAGA line which crosses over the three OIB lines: (top) Gravity disturbance profile values from crossing lines. (bottom) Height profile.

Table 7. Difference in gravity disturbance at the intersection points between the P7-KAGA line and the three OIB lines.

<table>
<thead>
<tr>
<th></th>
<th>INAT</th>
<th>OIB 2010</th>
<th>OIB 2011</th>
<th>OIB 2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1-P2</td>
<td>2.36</td>
<td>0.85</td>
<td>2.56</td>
<td>3.61</td>
</tr>
<tr>
<td>P3-P4</td>
<td>4.83</td>
<td>20.2</td>
<td>20.0</td>
<td>22.2</td>
</tr>
<tr>
<td>P5-P6</td>
<td>0.07</td>
<td>4.42</td>
<td>2.98</td>
<td>7.78</td>
</tr>
</tbody>
</table>

5. Discussion

The statistics from the repeated lines in Table 5 suggests that the gravity estimates are biased with respect to one another. As argued in the introduction, the temperature variation is suspected to corrupt the long wavelength information in the gravity estimates. The first two profiles are least biased and are flown consecutively at the beginning of the survey. The third profile, which has a larger bias, was flown at the end of the survey, where the sensor errors have had time to evolve. With the mean value removed, the agreement between the profiles are 2.00-2.73 mGal and by additionally removing a linear trend, the agreement improves to 1.95-2.38 mGal. The convention for comparing airborne gravity estimates is in terms of the Root-Mean-Square-Error (RMSE), which is related to the standard deviation as

\[ \sigma = \sqrt{\frac{\sum (x - \bar{x})^2}{N - 1}} \]
\[ RMS = \sqrt{\frac{\sum x^2}{N}} \]
\[ RMSE = \frac{RMS}{\sqrt{2}} \]

meaning that the accuracy is better than 2 mGal. The cross over differences from Table 7 do also fit within this confidence level.

Since the RTS smoother does not have an associated filter length, it is not straightforward to associate the profiles with a spatial resolution. This is however an important issue, if the results are to be compared with other studies. In Figures 6-8 it was shown how the correlation length of the Gauss-Markov process could be varied to effectively control the degree of smoothing applied to the gravity profile. However, since the standard deviation of the process will also influence the
degree of smoothing, the connection between correlation length and equivalent filter length is also not straightforward. Moreover, the parameters of the stochastic model will influence the Kalman filter estimates themselves and not only the RTS smoothed estimates, further complicating the issue.

In order to estimate the equivalent filter length and thus the spatial resolution of the gravity estimates, a set of alternative gravity estimates, independent of any stochastic model, was derived from the data. From Eq. (1) the specific force, $f^b$, observed by the IMU is related to gravity as

$$g^n = v^n - \left( C^n_b \dot{\theta} - (2\Omega^n_{ie} + \Omega^n_{en}) v^n \right),$$

(16)

where the term inside the parenthesis can be formed using the RTS smoothed Kalman filter estimates. The observed specific force is corrected for bias variation, resolved about the $n$-frame axes and corrected for the velocity dependent fictitious forces. The term, $v^n$, can be derived from the GNSS position solution using a 2nd order central difference approach. Gravity estimates are derived by differencing these two components and applying a two-pass Butterworth filter. By tuning the filter length to match the Kalman filter gravity estimates, an estimate of the equivalent filter length is available. This was done on a line-to-line basis. Then, using the average ground speed along each line, the filter length was converted to a (half-wavelength) spatial resolution. The average spatial resolution for the seven lines is 3.2 km with a standard deviation of 1.1 km. The power spectrum for the entire survey is shown in Figure 10.

Figure 10. Power spectrum of the estimated gravity disturbance across the entire flight. The spectrum is also shown for the over-smoothed estimates and the estimated spatial resolutions are indicated by vertical lines.

Due to the significant variation in estimated spatial resolution, a conservative estimate is 4.5 km, where the power spectrum reaches the $10^2$ magnitude level. Also shown in the figure is the power spectrum for the over-smoothed solution, i.e. with $1/\beta = 30$ km, containing less power in the 6-20 km wavelength interval. Using the same approach as before, the spatial resolution was estimated to 5.8 km with a standard deviation of 1.1 km. Since these estimates were tuned to mimic the AIRGrav OIB profiles, the expected spatial resolution is 6.7 km, which is within the confidence bounds. Some inconsistency may also originate from the filter, since the shape of the filter applied in the AIRGrav processing is unknown to the authors.

This approach does however not seem to form a consistent connection between spatial resolution in terms of a filter and in terms of a stochastic model. As this connection is important in order to compare results, further investigations are encouraged.

6. Conclusions

It has been shown that strapdown airborne gravimetry is feasible from a helicopter platform. The strapdown system is attractive since it is easily installed and does not require any operation during the
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## Glossary and Index

### List of Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALF</td>
<td>Associated Legendre Function</td>
</tr>
<tr>
<td>CIRS</td>
<td>Conventional Inertial Reference System</td>
</tr>
<tr>
<td>CTRS</td>
<td>Conventional Terrestrial Reference System</td>
</tr>
<tr>
<td>DCM</td>
<td>Direction Cosines Matrix</td>
</tr>
<tr>
<td>ECEF</td>
<td>Earth-Centred, Earth-Fixed</td>
</tr>
<tr>
<td>ECI</td>
<td>Earth-Centred Inertial</td>
</tr>
<tr>
<td>EGM96</td>
<td>Earth Gravitational Model 1996</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GPST</td>
<td>GPS Time</td>
</tr>
<tr>
<td>GRSS0</td>
<td>Geodetic Reference System 1980</td>
</tr>
<tr>
<td>ICRF</td>
<td>International Celestial Reference Frame</td>
</tr>
<tr>
<td>ICRS</td>
<td>International Celestial Reference System</td>
</tr>
<tr>
<td>IERS</td>
<td>International Earth Rotation Service</td>
</tr>
<tr>
<td>ICKF</td>
<td>Indirect Centralised Kalman Filter</td>
</tr>
<tr>
<td>IGS</td>
<td>International GNSS Service</td>
</tr>
<tr>
<td>iMAR</td>
<td>Gesellschaft für Inertiale Meß-, Automatisierungs- und Regelsysteme</td>
</tr>
<tr>
<td>IMU</td>
<td>Inertial Measurement Unit</td>
</tr>
<tr>
<td>iNAT</td>
<td>The iMAR iNAT-RQH-0001 IMU owned by DTU Space</td>
</tr>
<tr>
<td>INS</td>
<td>Inertial Navigation System</td>
</tr>
<tr>
<td>ITRF</td>
<td>International Terrestrial Reference Frame</td>
</tr>
<tr>
<td>ITRS</td>
<td>International Terrestrial Reference System</td>
</tr>
<tr>
<td>IVP</td>
<td>Initial Value Problem</td>
</tr>
<tr>
<td>JD</td>
<td>Julian Date</td>
</tr>
<tr>
<td>LHS</td>
<td>Left Hand Side</td>
</tr>
<tr>
<td>MJD</td>
<td>Modified Julian Date</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equation</td>
</tr>
<tr>
<td>OIB</td>
<td>Operation IceBridge</td>
</tr>
<tr>
<td>PPS</td>
<td>Pulse-Per-Second</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>RHS</td>
<td>Right Hand Side</td>
</tr>
<tr>
<td>RLG</td>
<td>Ring Laser Gyroscope</td>
</tr>
<tr>
<td>RQH</td>
<td>The iMAR-RQH-1003 IMU owned by TU Darmstadt</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SAG</td>
<td>Strapdown Airborne Gravimetry</td>
</tr>
<tr>
<td>SI</td>
<td>Système International d’unités</td>
</tr>
<tr>
<td>TAI</td>
<td>International Atomic Time</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Arial Vehicle</td>
</tr>
<tr>
<td>UTC</td>
<td>Coordinated Universal Time</td>
</tr>
<tr>
<td>WGS84</td>
<td>World Geodetic System 1984</td>
</tr>
</tbody>
</table>
List of Symbols

**Reference Frames**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Arbitrary reference frame</td>
</tr>
<tr>
<td>b</td>
<td>Body frame</td>
</tr>
<tr>
<td>e</td>
<td>Terrestrial or Earth-Centred-Earth-Fixed reference frame</td>
</tr>
<tr>
<td>i</td>
<td>Inertial or Earth-Centred Inertial reference frame</td>
</tr>
<tr>
<td>n</td>
<td>Navigation or North-East-Down frame</td>
</tr>
<tr>
<td>s</td>
<td>Sensor frame</td>
</tr>
<tr>
<td>t</td>
<td>Arbitrary reference frame</td>
</tr>
<tr>
<td>w</td>
<td>Wander-Azimuth frame</td>
</tr>
</tbody>
</table>

**Scalars**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>Semi-major axis</td>
</tr>
<tr>
<td>b</td>
<td>Semi-minor axis</td>
</tr>
<tr>
<td>e</td>
<td>First eccentricity</td>
</tr>
<tr>
<td>E</td>
<td>Linear eccentricity</td>
</tr>
<tr>
<td>f</td>
<td>Flattening</td>
</tr>
<tr>
<td>$g_0$</td>
<td>Standard gravity, $g_0 = 9.80655 \text{ m/s}^{-2}$</td>
</tr>
<tr>
<td>h</td>
<td>Height above ellipsoid (geodetic height)</td>
</tr>
<tr>
<td>t</td>
<td>Time</td>
</tr>
<tr>
<td>$t_k$</td>
<td>Time at current epoch</td>
</tr>
<tr>
<td>$t_{k+1}$</td>
<td>Time at next epoch</td>
</tr>
<tr>
<td>$v_N$</td>
<td>North-component of velocity</td>
</tr>
<tr>
<td>$v_E$</td>
<td>East-component of velocity</td>
</tr>
<tr>
<td>$v_D$</td>
<td>Down-component of velocity</td>
</tr>
<tr>
<td>$G$</td>
<td>Gravitational constant</td>
</tr>
<tr>
<td>$GM$</td>
<td>Gravitational constant times Earth mass</td>
</tr>
<tr>
<td>$H$</td>
<td>Height above sea level (orthometric height)</td>
</tr>
<tr>
<td>$N$</td>
<td>Geoidal height (geoid height with respect to ellipsoid)</td>
</tr>
<tr>
<td>$M$</td>
<td>Earth’s mass</td>
</tr>
<tr>
<td>$P$</td>
<td>Point in space</td>
</tr>
<tr>
<td>$Q$</td>
<td>Point on reference ellipsoid</td>
</tr>
<tr>
<td>$r$</td>
<td>Geocentric distance to point</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius of the Earth</td>
</tr>
<tr>
<td>$R_E$</td>
<td>Radius of curvature of the prime vertical (east)</td>
</tr>
<tr>
<td>$R_N$</td>
<td>Radius of curvature of meridian (north)</td>
</tr>
<tr>
<td>$U$</td>
<td>Normal gravity potential</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
</tr>
<tr>
<td>--------</td>
<td>------------</td>
</tr>
<tr>
<td>$V$</td>
<td>Gravitational potential</td>
</tr>
<tr>
<td>$W$</td>
<td>Gravity potential</td>
</tr>
<tr>
<td>$x$</td>
<td>First component of Cartesian position</td>
</tr>
<tr>
<td>$y$</td>
<td>Second component of Cartesian position</td>
</tr>
<tr>
<td>$z$</td>
<td>Third component of Cartesian position</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Roll angle or Euler angle</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Pitch angle or Euler angle</td>
</tr>
<tr>
<td>$\beta'$</td>
<td>Reduced latitude</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Yaw angle or Euler angle</td>
</tr>
<tr>
<td>$\delta t$</td>
<td>Navigation equations update interval / measurement interval</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Arbitrary angle</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Co-latitude</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Curvature</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Geodetic longitude</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\varrho$</td>
<td>Radius of curvature</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Kalman filter update interval</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Geodetic latitude</td>
</tr>
<tr>
<td>$\phi'$</td>
<td>Geocentric latitude</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Potential from centrifugal force</td>
</tr>
<tr>
<td>$\psi_{nw}$</td>
<td>Wander angle</td>
</tr>
<tr>
<td>$\omega_{ie}$</td>
<td>Angular rate of Earth rotation with respect to inertial space</td>
</tr>
<tr>
<td>$\omega_x$</td>
<td>Angular rate about $x$-axis</td>
</tr>
<tr>
<td>$\omega_y$</td>
<td>Angular rate about $y$-axis</td>
</tr>
<tr>
<td>$\omega_z$</td>
<td>Angular rate about $z$-axis</td>
</tr>
</tbody>
</table>

**Vectors**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Acceleration</td>
</tr>
<tr>
<td>$b$</td>
<td>Bias errors</td>
</tr>
<tr>
<td>$e_x$</td>
<td>Unit vector along $x$-direction</td>
</tr>
<tr>
<td>$e_y$</td>
<td>Unit vector along $y$-direction</td>
</tr>
<tr>
<td>$e_z$</td>
<td>Unit vector along $z$-direction</td>
</tr>
<tr>
<td>$f$</td>
<td>Specific force vector</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravity vector (gravitation plus centrifugal force)</td>
</tr>
<tr>
<td>$\bar{g}$</td>
<td>Gravitation vector (gravitational attraction from mass)</td>
</tr>
<tr>
<td>$l$</td>
<td>Lever arm</td>
</tr>
<tr>
<td>$n$</td>
<td>Surface normal</td>
</tr>
<tr>
<td>$p$</td>
<td>Geodetic position vector</td>
</tr>
<tr>
<td>$q$</td>
<td>Quaternion attitude</td>
</tr>
</tbody>
</table>
### List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r$</td>
<td>Cartesian position vector</td>
</tr>
<tr>
<td>$v$</td>
<td>Arbitrary vector</td>
</tr>
<tr>
<td>$v$</td>
<td>Velocity vector</td>
</tr>
<tr>
<td>$w$</td>
<td>Vector of white noise</td>
</tr>
<tr>
<td>$w_m$</td>
<td>Measurement noise vector</td>
</tr>
<tr>
<td>$w_s$</td>
<td>System noise vector</td>
</tr>
<tr>
<td>$x$</td>
<td>State vector</td>
</tr>
<tr>
<td>$z$</td>
<td>Measurement vector</td>
</tr>
<tr>
<td>$\delta g$</td>
<td>Gravity disturbance vector</td>
</tr>
<tr>
<td>$\delta z$</td>
<td>Measurement innovation</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Normal gravity vector</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Ordered triple of roll, pitch and yaw or Euler angles $[\alpha \beta \gamma]^T$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular rate of rotation</td>
</tr>
</tbody>
</table>
| $\omega_{at}$ | Angular rate of $a$-frame with respect to $t$-frame. These frames are arbitrary. The order of the subscripts is **not** arbitrary, see appendix REF!!.

### Matrices

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_a^t$</td>
<td>Transformation matrix from $t$ to $a$ frame. These frames are arbitrary</td>
</tr>
<tr>
<td>$C$</td>
<td>Covariance matrix</td>
</tr>
<tr>
<td>$F$</td>
<td>System model</td>
</tr>
<tr>
<td>$H$</td>
<td>Measurement model</td>
</tr>
<tr>
<td>$I$</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>$K$</td>
<td>Kalman gain matrix</td>
</tr>
<tr>
<td>$M$</td>
<td>Scale-factor and cross-coupling errors</td>
</tr>
<tr>
<td>$P$</td>
<td>Error covariance matrix</td>
</tr>
<tr>
<td>$Q$</td>
<td>System noise covariance matrix</td>
</tr>
<tr>
<td>$R$</td>
<td>Measurement noise covariance matrix</td>
</tr>
<tr>
<td>$R_x(\theta)$</td>
<td>Rotation matrix that rotates a vector by the angle $\theta$ around the $x$-axis</td>
</tr>
<tr>
<td>$R_y(\theta)$</td>
<td>Rotation matrix that rotates a vector by the angle $\theta$ around the $y$-axis</td>
</tr>
<tr>
<td>$R_z(\theta)$</td>
<td>Rotation matrix that rotates a vector by the angle $\theta$ around the $z$-axis</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Transition matrix</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Skew symmetric matrix for incremental rotation (small angles)</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>Skew symmetric form of the angular velocity $\omega$</td>
</tr>
<tr>
<td>$\Omega_{at}$</td>
<td>Skew symmetric form of the angular velocity $\omega_{at}$</td>
</tr>
</tbody>
</table>

### Other Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{v}$</td>
<td>Time-derivative of $v$</td>
</tr>
<tr>
<td>$\hat{v}$</td>
<td>Estimate of $v$</td>
</tr>
<tr>
<td>$[\psi \times]$</td>
<td>Skew symmetric form of $\psi$, i.e. $[\psi \times] \equiv \Omega$</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$[\psi\wedge]$</td>
<td>$4 \times 4$ skew symmetric form of $\psi$. This form is also denoted as $[\psi\wedge] \equiv A$</td>
</tr>
<tr>
<td>$\mathcal{O}(.)$</td>
<td>Refers to the order of whatever quantity is put inside the brackets</td>
</tr>
<tr>
<td>$(-)$</td>
<td>Refers to the beginning of the navigation processing cycle</td>
</tr>
<tr>
<td>$(+)$</td>
<td>Refers to the end of the navigation processing cycle</td>
</tr>
</tbody>
</table>
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international terrestrial reference system, 8
Kalman filter, 94
closed-loop, 109
error state implementation, 104, 109
error state vector, 103, 109
extended, 95, 102
gain matrix, 98, 102, 106
measurement innovation, 101
measurement matrix, 95
measurement model, 95
measurement noise, 95
measurement vector, 95
RTS smoother, 105
state vector, 94
system matrix, 94
system model, 94, 110
system noise, 94
system noise distribution matrix, 94
transition matrix, 100

Laplace operator, 23
Laplace’s equation, 23
Legendre polynomial, 23
level surface, 26
levelling, see alignment
lever arm, 113
linear eccentricity, see eccentricity
loosely coupled, 108
Mahalanobis distance, 106
map projection, 20
mass, 32
measurement innovation, 245, see Kalman filter
misalignment vector, 74

navigation equations, 182
 e-frame, 61, 62, 183
 i-frame, 61, 182
 n-frame, 62, 184
normal, 28
normal gravity, 27, 28

ordinary differential equations, 170
orthometric height, 26, 28
oscillation
24 h, 77
Foucault, 77
Schuler, 76

particular solution, 172, see homogeneous solution
pitch, 12, see attitude
Euler angle relation, 168
plumb line, 26
Poisson's equation, 23
generalised, 25
polar singularity, 11
power spectral density, 112
quaternions, 54, see also attitude
differential equations for attitude, 168
Hamilton product, 55
radius of curvature, 16
meridian, 16
prime vertical, 16
reduced latitude, 18
reference frames
accelerometer, 12
body, 12
gyroscope, 12
inertial, 32, 61
inertial (ECI), 10
international celestial reference frame, 8
international terrestrial reference frame, 8
navigation, 62, see navigation
navigation (local-level), 11
platform, 12
sensor, 12
terrestrial, 61
terrestrial (ECEF), 10
wander-azimuth, 11
roll, 12, see attitude
Euler angle relation, 168
root-PSD, 112
rotation invariant scalar gravimetry, 37
rotation matrix, 51
RTS smoother, see Kalman filter
scalar gravimetry, 37
Schuler oscillation, see oscillation
semi-major axis, 15
semi-minor axis, 15
sensor error, 65
shaping filter, 111
singularity
elevation (pitch) angle, 168
skew symmetric, 61, 164
small angle approximation, 74
specific force, 33, 60
spectral density matrix, 112
spherical coordinates, see coordinates
spherical harmonics, 23
standard gravitational parameter, 27
standard gravity, 35
state augmentation, 111
state vector, see Kalman filter
state vector residual, 233
Stokes coefficients, 23
strapdown, 62
system matrix, see Kalman filter
system noise, 111
tightly coupled, 108
transformation
angular rate, 163
matrix, 50
matrix, derivative, 164
transition matrix, see Kalman filter
transport rate, 11, 62, 185
Van Loan, 100, 112
vector gravimetry, 37
vertical, 28
wander angle, 11
World Geodetic System 1984, 19
yaw, 12, see attitude
Euler angle relation, 168