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Summary

The world’s energy consumption is rising, and the demand for energy is projected to increase even more in the future. At the moment, we rely on energy from fossil fuels, which are harmful to the environment, and the future increases in consumption will be strongly harmful to both the environment and human well being. Additionally, fossil fuels are non-renewable, and there are only limited reserves on the planet. An alternative to using fossil fuels is to harvest energy from renewable and environmentally benign sources, such as the sun, which theoretically provides the largest source of energy that we have access to. Despite the vast amounts of energy at our disposal, we are not able to harvest this solar energy efficiently. Currently, there are a few ways of converting solar power into usable energy, such as photovoltaics (PV) or photoelectrochemical generation of fuels (PC). PV processes in solar cells convert solar energy into electricity, and PC uses harvested energy to conduct chemical reactions, such as splitting water into oxygen and, more importantly, hydrogen, also known as the fuel of the future.

Further progress in both PV and PC fields is mostly limited by the flaws in materials used as photoabsorbers. Silicon as an absorber dominates the PV community and all other semiconductors face significant challenges, for various different reasons, when suggested for large scale deployment. Advances in PC, on the other hand, are mostly held back due to the fact that no single material, which can both absorb light and catalyse the relevant chemical reactions, has been found. A proposed alternative, using two materials in tandem instead of one, has the potential to successfully perform the task. However, progress in this field is inhibited by the lack of high band gap photoabsorbing materials. In this work a high-throughput computational search for suitable absorbers for PV and PC applications is presented. A set of descriptors has been developed, such that each descriptor targets an important property or issue of a good solar energy conversion material. The screening study was performed step-wise, so that in each step a new descriptor and associated criterion were introduced and all the materials failing to satisfy the criterion are removed from the study. The corresponding descriptors were obtained within the scope of quantum mechanics using Density Functional Theory.

This method of materials design is first applied to materials found by substituting atomic cations in crystal structures of the ABS$_3$ stoichiometry, resulting in several candidates which we believe have the potential to work in a PV and PC device. One of these candidates has been successfully synthesized by our collaborators, and the mea-
sured band gap is in accordance with the theoretically calculated one. Furthermore, a study on previously synthesized semiconductors yielded a list of stable materials which have not yet been explored for PV or PC.

A similar study has been performed on II-IV-V$_2$ compounds, and has revealed some interesting trends within the class, resulting in several interesting candidate materials. A few of these have already been extensively investigated by others.
Verdens energiforbrug er højt, og forventes at stige over de næste år. I øjeblikket stammer størstedelen af den energi vi bruger fra fossile brændstoffer, såsom kul og olie. Forbrændingsprocesserne, der er nødvendige for at bruge denne energi, er skadelige for klimaet, for miljøet og for det menneskelige helbred. Derudover er der kun begrænsede reserver af fossile brændstoffer på kloden, og vi risikerer på et tidspunkt at løbe tør.

En mulighed for at udfase brugen af fossile brændstoffer er i højere grad at benytte sig af alternative og vedvarende energiformer, såsom solenergi. Solen er den største energikilde vi har adgang til, og dens stråler leverer mere end nok energi til helt at kunne erstatte de fossile brændstoffer. Desværre er det endnu ikke muligt at udnytte denne energikilde effektivt.

Lige nu findes der to hovedmetoder til at udnytte energien fra solen: Den fotovoltaiske effekt, som vi kender i solceller, der omdanner lys direkte til elektricitet, og fotoelektrokemiske processer, hvor lyset for eksempel bruges til at spalte vand til ilt og brint, som så kan bruges som brændstoffer.

Den største hæmsko for udbredelsen af solenergi er de materialer der bruges til at absorbere lyset. I fotovoltaiske processer anvendes ofte silicium, og alle andre materialer, der har været foreslået, har ulemper der gør at de ikke kan anvendes i større skala. Hvad angår de fotoelektriske processer, har man endnu ikke fundet ét materiale der både kan absorbere lys effektivt og danne de rigtige kemiske produkter. En mulighed er i stedet at anvende to materialer, der arbejder i tandem, men her har det vist sig vanskeligt at finde materialer med relevante båndgab.

I denne afhandling foretages en systematisk undersøgelse af mange forskellige stoffer, for at se hvordan de egner sig til brug i fotovoltaiske eller -elektrokemiske processer. For at gøre dette findes en række nogleparametre (såkaldte deskriptorer), således at hver deskriptor indfanger en vigtig egenskab, der afgør om et materiale kan anvendes eller ej. Undersøgelsen er lavet som trinvis screening: Ved hvert trin anvendes en ny deskriptor og en tilhørende grænseværdi, og alle materialer som hvor parameteren er på den forkerte side af grænseværdien, forkastes. Beregningerne af deskriptorerne foretages ved brug af kvantemekanikken og tæthedsfunktionalteori (DFT)

Først anvendes denne proces på materialer med den kemiske formel ABS$_3$, og resultatet er en håndfuld materialer, som potentielt kan anvendes til enten fotovoltaiske eller -elektrokemiske processer. En af disse er blevet syntetiseret, og det målte båndgap stemmer overens med det beregnede. Der er også foretaget en undersøgelse af kendte materialer, som viste at der er også her er nogle materialer som
potentielt kan anvendes.

Der er foretaget en lignende undersøgelse for materialer med formlen ABX₂, som viste nogle interessante tendenser blandt de forskellige materialer, og også gav en håndfuld potentielle materialer. Nogle af disse er før blevet grundigt studeret til netop lysabsorption.
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CHAPTER 1

Introduction

Fossil fuels, which modern society relies on, draws finite resources that will dwindle, become too expensive or too environmentally damaging to retrieve in the foreseeable future. When these fuels are combusted for the production of energy, large amounts of greenhouse gases are emitted which not only pollute the environment but represent a serious threat to human health. In contrast, alternative, clean energy sources, such as wind and solar energy, are constantly replenished and will never be exhausted. In order to meet increased energy demand without harming the environment, it is necessary to increase the amount of energy produced from renewable sources. Most renewable energy comes from the sun, whose annual potential is several times larger than the total world energy consumption\[1, 2\]. However, due to the facts that i) the solar energy density is far lower than any of the fossil energy, and ii) that solar energy is difficult to be stored in the form of electricity or heat (as compared with fossil fuel), utilizing the solar energy in efficient and economic way remains a challenge for scientists and engineers. In 2015, solar power covered only slightly more than 1% of global electricity demand, as reported by Solar Power Europe\[3\]. Still, conversion of sunlight directly into electricity has the highest theoretical efficiency and flexibility compared to the conversion efficiencies of heat or biomass, so there is a large potential to be explored.

Inspired by nature’s harnessing of solar energy through photosynthesis, the emerging technology of photocatalysis (PC) uses solar energy to drive chemical reactions. The potential applications of photocatalysis are found mainly in the following fields: (i) photolysis of water to yield hydrogen fuel; (ii) photodecomposition or photooxidation of hazardous substances; (iii) artificial photosynthesis and so forth\[4\].

Some of the current issues blocking a large scale deployment of current PV and PC materials are their toxicity, high production cost, long time stability, purity and efficiency. The idea behind the work reported in this thesis is to find new inorganic materials with features similar to those of known photovoltaic (PV) and PC materials. The focus is on describing macroscopic features using properties calculable at the atomic level using quantum mechanical methods. These properties are then used to perform a computational screening study involving a large number of known semiconductors, and also the design and investigation of new, yet-to-be synthesized materials. The obtained results are meant to guide experimental scientists by giving them insight in a material before it has been made. The scheme reported in this work can easily be adapted and applied to investigate other materials or classes of
materials.

1.1 Solar energy

The base for efficient solar energy conversion is the successful absorption of sunlight. The whole PV and PC industry relies on the absorption of light by a photoactive material, usually a solid semiconductor or a molecule. Generally, harvesting sunlight includes two successive procedures: the generation of excitons (photogenerated electron and hole pair) induced by photon absorption by semiconductor materials with the proper electronic band gap, and the separation of excitons by the built-in electric potential gradient. In 1961, William Shockley and Hans J. Queisser calculated the maximal theoretical efficiency of photovoltaic device (Shockley–Queisser limit or detailed balance limit\[5\]) of 33.7% for a material with a band gap of 1.34 eV. They assumed a single p-n junction and the only radiative recombination of hole-electron pairs. This means that a hypothetical “perfect” material could convert 33.7% of the input solar energy into electricity. Of course, reality is different so additional losses can massively decrease the efficiency. The up-to-date record of 28.8% is observed in gallium arsenide solar cells, one of the few cases where the reported efficiency is higher than 20%. Up to now, a great effort has been made in finding ways to minimize those losses.

The current PV market is dominated by silicon modules with a total share of >90%\[6\]. With it’s almost ideal band gap (1.12 eV) and the efficiency of it’s cells reaching over 25%\[7\], silicon seems like an ideal PV material. However, major losses occur due to contact recombination so engineering solutions using minimal contact area are necessary. Furthermore, silicon is an indirect band gap material and as a consequence the absorption coefficient is low. Making thick wafers helps absorbing all photons with energies above the gap, but has the disadvantage of increasing Auger recombination and increasing the device cost. Additionally, obtaining 99.99999% silicon purity, which is a requirement for a working device is another down side. A trade-off between cost and efficiency limits the broader usage of silicon based cells.

The absolute record with 28.8%\[7\] efficiency is a GaAs solar cell. Solar cells made out of this direct band gap semiconductor (1.43 eV\[8\]) can achieve great efficiency on a small area, so they are mostly used in niche markets (ex. space technology). The main obstacle limiting the broader application is the usage of the toxic element arsenic. Similarly, CdTe (band gap 1.44 eV\[8\]) solar cells, where the record efficiency is reported to be 21.5% contains the toxic element cadmium.

Furthermore, InP (band gap 1.35 eV) and GaInP (band gap 1.81 eV), two other III-V compound semiconductors have reached high efficiencies, 22.1% and 20.8%, respectively\[6\]. One of the limitations is the cost and scarcity of indium, while the high band gap of GaInP has been turned into an advantage by building so called multijunction devices. The basic concept of a multijunction device is to use a high band gap material to absorb higher energy photons, allowing the lower energy photons to go through it and get absorbed by the lower band gap material. Multiple absorbers
1.2 One- and two-photon devices

Both PV and PC processes are based on similar principles, relying on materials with band gaps in the visible spectrum, making it possible to absorb visible light photons. Absorbed photon excites an electron an by doing so, generates electron-hole pair, called exciton. Separation of carriers into electrons and holes by the built-in electric potential gradient induces current in the material. If not separated, majority of electron-hole pairs recombine over time, dissipating the input energy. While inducing current is the final goal of the solar cells, a photoelectrochemical device, such as a water splitting device, uses energy of the carriers to overcome the reaction barrier and induce the splitting of water into hydrogen and oxygen.

The free energy cost for obtaining H$_2$ and O$_2$ from a water molecule is 1.23 eV, but due to additional energy losses, the total energy required is around 2.3 eV. As a result, the band gap of a PC material should be of the same order. Such a material could achieve only 7% efficiency, and because of large band gap, most visible photons would never be absorbed[9].

The efficiency can be increased by building a device of two absorbing semiconductors in a tandem architecture. A tandem, or two-photon device, consists of two semiconductors with different band gaps: the first one with a larger band gap absorbs high energy photons, while the second one absorbs remaining lower energy photons since it’s band gap is much lower. This strategy allows much more of the solar spectrum to be absorbed. The estimated optimal band gap of a small band gap (SBG) material is 1 eV while the large band gap (LBG) materials is expected to have a band gap of 1.7 eV[9–12]. Figure 1.2a shows a device design in which oxygen evolution takes place on the LBG material (photoanode) and the hydrogen evolution takes place on SBG material (photocathode). Positions of band edges, in this case potentials of carriers, should align with the redox levers of water. An alternative design is required if
Introduction

Figure 1.1: Fundamental solar cell efficiency limits and present-day records. (A) AM1.5 solar spectrum with distinct dips due to molecular absorption in the Earth’s atmosphere. Photons with energies below the band gap ($E_g$, dashed black line corresponds to the band gap of Si) are not absorbed, whereas photons with energies above the band gap are not fully converted to electrical energy because of the thermalization of charge carriers. The maximum power generated by the cell is limited by voltage loss relative to the band gap voltage. Inset: Electronic band structure with the separation of the quasi-Fermi levels determining the open-circuit voltage $V_{oc}$. (B) Theoretical Shockley-Queisser detailed-balance efficiency limit as a function of band gap (black line) and 75% and 50% of the limit (gray lines). The record efficiencies for different materials are plotted for the corresponding band gaps. The figure is reprinted from reference [6].

silicon is used as the SBG material, as shown in figure 1.2b, since screening studies did not find a LBG materials satisfying the alignment criteria[13]. This way, hydrogen evolution moves to LBG materials and consequently oxygen evolution is expected on SBG material.

Additionally, a transparent protective layer can be added to the cathode and a metallic protective layer to the cathode to the device in Design 2 to shield it from corrosion.

1.3 Obtaining new solar energy conversion materials

Independent of the application, PV or PC, the core of a solar energy conversion device is a photoabsorbing material. Even though different applications and different device designs may require materials with different band gaps, a similar basic working
principle implies the materials used possess similar properties. However, this is only valid for properties related to photoabsorption, whereas stability, for example, should be addressed separately due to different environments in which the device should operate. Luckily, different engineering solutions, such as coating of the material, can solve these problems so we do not address it separately in this work. Overall, we can investigate material candidates for absorbers in single-photom and two photon devices simultaneously since majority of relevant properties are the same and it is only their value which distinguishes whether material is more suitable as PV or PC candidate.

Investigating those properties experimentally, for each material at the time, is extremely time consuming and there is no guarantee it will lead to the discovery of a promising material. On the other hand, modern computational techniques and a screening approach can identify relevant materials much faster, decreasing the number of candidates by orders of magnitude before manufacturing the material.

For screening to be successful, it is crucial to understand in depth the problem of investigation. For example, if the goal is to find good solar cell absorber, one needs a well defined set of quantities inherent to a good absorber. Once the properties have been defined, one needs to bring them down to a microscopic level. Combining quantities calculated on atomic scale with macroscopic quantities obtained in the experiments is achieved by so-called descriptors. Each descriptor is targeting an important property or issue of a good solar energy conversion material. A more detailed discussion of descriptors and their role can be found in the chapter 3. Calculated quantities are most often obtained from quantum mechanical calculations, and probably the most widely-used technique is the Density Functional Theory (DFT), which will be discussed in detail in chapter 2.
1.4 Outline

The first chapters (2 and 3) present the necessary background information needed to understand the papers of the thesis. Chapter 4 presents summaries of the papers highlighting the most significant results. Chapter 5 presents the papers and chapter 6 supplies additional information not contained in the papers. Finally, chapter 7 presents implementation and results which did not result in a scientific publication.
CHAPTER 2

Density Functional Theory

Density Functional Theory is a powerful tool used to investigate properties of materials. Based on only element types and atomic positions, total energy, and additionally, optical, electronic and chemical properties can be calculated. Also, a low temperature stable structure can be obtained by minimizing the energy of the system with respect to the atomic structure. This chapter explains the method in detail and its implementation in the electronic structure Grid-based Project Augmented Wave (GPAW) code\cite{GPAW}. Furthermore, the way DFT is used to obtain co-called screening parameters important to the following part of this work is discussed in chapter 3.

2.1 The electronic structure problem

On the fundamental level matter can be understood as an ensemble of interacting atoms. Regardless of which type this ensemble of particles is (solid, liquid, molecules), to truly understand it’s properties a relation between fundamental atomic properties and measurable macroscopic properties must be well established. This is essential in material design where different elements of the periodic table are combined to create materials with desirable macroscopic features. Such an approach requires a theory which can describe properties of atoms in different configurations.

Matter at the atomic scale obeys the laws of quantum mechanics. Within quantum mechanics, the material is described by its wavefunction, an abstract object which represents a statistical probability of the particles’ (electrons and nuclei) quantum state as a function of position, momentum, time, and spin. In other words, the wavefunction contains all the information about the quantum system. It can be obtained by solving the time-dependent Schrödinger equation

\[ i\hbar \partial_t \Psi(r, R, t) = \hat{H} \Psi(r, R, t) \]  \hspace{1cm} (2.1)

where
$\Psi(r_1, r_2, ..., R_1, R_2, ..., t)$ is the wavefunction and $r_*$ and $R_*$ are electronic and nuclear coordinates, respectively. The total electronic wavefunction must be antisymmetric because electrons are fermions.

The total energy of the system is conserved for a time-independent potential so the stationary solution of the Schrödinger equation will be a product of a time-dependent and a time-independent part. Since the properties of interest in this work are time-independent, the relevant information is held in the stationary state of the Hamiltonian. The eigenvalues and eigenfunctions (wavefunctions) of the Hamiltonian can be obtained by solving the time-independent Schrödinger equation:

$$\hat{H}\Psi(r, R) = E\Psi(r, R), \quad (2.2)$$

where $E(R)$ is the eigenvalue.

The Hamiltonian $\hat{H}$ can be written as

$$\hat{H} = -\sum_{I=1}^{P} \frac{\hbar^2}{2M_I} \nabla^2_I - \sum_{i=1}^{N} \frac{\hbar^2}{2m_i} \nabla^2_i + \frac{e^2}{2} \sum_{i=1}^{N} \sum_{j \neq i}^{N} \frac{1}{|r_i - r_j|} + \sum_{I=1}^{P} \sum_{I=1}^{P} \sum_{J \neq I} \frac{Z_I Z_J}{|R_I - R_J|} - \sum_{i=1}^{N} \sum_{i=1}^{N} \frac{Z_I}{|R_I - r_i|}. \quad (2.3)$$

$Z_I$ and $M_I$ are nuclear charge and masses, and $m$ is the electron mass. The first two terms describe the kinetic energy of the nuclei and the electrons, respectively. The remaining terms represent electron-electron, nuclei-nuclei and electron-nuclei interactions, respectively.

Unfortunately, obtaining eigenvalues and eigenfunctions exactly is possible only in few cases: hydrogenoid atoms (analytically) and very small molecules (numerically). The main problem arises from the two-particle Coulomb interaction. The probability of finding one electron at the point $r$ depends on the location of all the other electrons in the system. Such a phenomena, called correlation, is at odds with a one-electron wave function representation and makes the Schrödinger equation inseparable.

A few well-controlled approximations are introduced to decrease the number of coupled degrees of freedom and help make the theory applicable for many systems. The first approximation used to decouple nuclear and electronic motion is the Born-Oppenheimer approximation (also known as adiabatic approximation when a small correction of the order $m/M$ is included)[15]. The mass ration between electrons and nuclei is very small ($m_e/m_p = 10^{-4}$) and allows the electrons to instantaneously follow the motion of the nuclei and adjust their wavefunction. Accordingly, the wavefunction can be written in the following form[16]:

$$\Psi(R, r, t) = \Theta_n(R, t) \Phi_n(r; R), \quad (2.4)$$
\( \Theta_n(R, t) \) being nuclear wavefunction and each adiabatic electronic eigenstate \( \Phi_n(r; R) \) satisfying the time-independent Schrödinger equation. The time-independent electronic Hamiltonian can therefore be reduced to:

\[
\hat{H}_e = -\sum_{i=1}^{N} \frac{\hbar^2}{2m_i} \nabla_i^2 + \frac{e^2}{2} \sum_{i=1}^{N} \sum_{j \neq i}^{N} \frac{1}{|r_i - r_j|} - e^2 \sum_{I=1}^{P} \sum_{i=1}^{N} \frac{Z_I}{|R_I - r_i|}.
\] (2.5)

As much as the above approximation significantly reduces the complexity of our problem, it gives no solution for the many-body electron problem. Solving the above equation for the ground state (lowest state) results in the ground state energy of the system. A formally exact way of obtaining the ground state energy is given by the Density Functional Theory, discussed in the next chapter.

### 2.2 Density Functional Theory

The basic idea, later used to derive the very successful Density Functional Theory (DFT), was introduced in 1927 by L.H. Thomas\[^17\] and E. Fermi\[^18\]. They proposed an alternative representation of a many-electron system where the full electron density was the fundamental variable of the many-body problem. The simple Thomas-Fermi model describes atoms as negatively charged electron clouds around nuclei in a six-dimensional phase space. The proposed total energy was constructed using the known expressions for kinetic, exchange and correlation energies of a homogeneous electron gas and applied on local density contributions. That way, the total energy had contributions (\( \alpha = \) kinetic, exchange, correlation) from local densities at every point in space:

\[
E_\alpha[\rho] = \int \rho(r) \varepsilon_\alpha[\rho(r)] dr.
\] (2.6)

The approximation of only accounting for local density contributions is called the local density approximation (LDA, or including spin, L(S)DA). In the above expression the energy has a functional dependence on the electronic density. The same idea is used in DFT, where it is proved that the ground state energy can be expressed exclusively in terms of the electron density.

More than 30 years after Thomas and Fermi introduced their model, Hohenberg and Kohn developed DFT\[^19\].

**Theorem 1**: The external potential is univocally determined by the electronic density, besides a trivial additive constant.

**Theorem 2**: The ground state energy of an electron system is a universal functional of the ground state electronic density.

By 'external potential' one considers the potential originating from the static nuclei, plus any applied potential. The second theorem introduces an energy functional,
which has a minimum at the true ground state density and the value is the ground state energy.

However, the theorems can only be used if the many-body density is known. An approach by Kohn and Sham suggested mapping the density of a system of non-interacting electrons onto an interacting system with the same density. Such a non-interacting system is described by the antisymmetric, one-electron orbital wavefunctions, and its kinetic energy can be exactly calculated. In other words, the problem of interacting electrons in an external potential is mapped onto a problem of non-interacting electrons in an effective local potential. Obtaining the density and the kinetic energy from the non-interacting system, yields the expression for the energy of the Kohn-Sham system:

\[ E_{KS}[\rho] = \frac{\hbar^2}{m} \sum_{i=1}^{N/2} \langle \phi_i | \nabla^2 | \phi_i \rangle + \int \rho(r) v_{\text{ext}}(r) d^3r + E_{\text{Hartree}} + E_{\text{xc}}[\rho]. \]  

The first term is the kinetic energy term, the second is the external potential accounting for the electrostatic potential of the nuclei, the third, the Hartree energy, \( E_{\text{Hartree}} \) is the classical electrostatic interaction corresponding to a charge distribution \( \rho(r) \). The electron-electron energy contribution not accounted for by the Hartree term is stored into the so-called exchange-correlation (xc) part, \( E_{\text{xc}} \). The latter accounts for the many body nature of the wavefunction and the kinetic correction ignored in the first term due to the non-interacting kinetic approximation.

The introduced formalism is in principle exact, but in practice the exact form of the exchange-correlation part is unknown. Still, different approximations introduced to \( E_{\text{xc}} \) has made the many-electron problem solvable with a reasonable accuracy.

### 2.2.1 Exchange-correlation functionals

The first approximation for the exchange-correlation energy in DFT was based on the previously introduced Thomas-Fermi model. The approximation known as the local density approximation assumes the inhomogeneous system to be locally homogeneous and the xc energy is found from the ex energy per particle of a homogeneous electron gas at the given density. The \( E_{\text{xc}} \) within the LDA has the form of equation 2.8 where the values of \( \varepsilon_{\text{xc}}[\rho(r)] \) are based on Monte Carlo calculations of the energy of homogeneous electron gases of varying densities.

Since LDA is built using a homogeneous electron gas model, it is expected to perform well for systems with relatively homogeneous charge densities (like metals) and have problems with systems having very inhomogenous charge density. Furthermore, LDA fails to cancel the self-interaction, so in systems with strongly localized states like molecules and cluster, the exponential decay of the exchange-correction potential in vacuum regions (instead of having attractive \( -e^2/r \) behavior) leads to wrong predictions of dissociation limit and ionization energies. Another important failure of LDA, and a general problem in DFT, as will be further discussed in section
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2.4, is a huge underestimation of the band gaps, which is a consequence of using the gap-less homogeneous electron gas as a model.

A natural way of improving upon LDA is to include the gradients of the density in the functional. Such approximation an is known as a generalized gradient approximation, GGA and the most famous functional within this type is the PBE (Perdew-Burke-Ernzerhof) functional[22]. The variation of density close to the considered point is included into exchange energy by the enhancement factor, $F_X[s(r)]$:

$$E_X^{GGA}[\rho] = \int \rho(r) e_X^{DA}[\rho(r)] F_X[s(r)] dr,$$

(2.8)

where $s = |\nabla \rho(r)| / 2k_F$ is the dimensionless density gradient.

Within the approximation, the correlation energy is also corrected by a $H[\rho(r), \nabla \rho(r)]$ term, to fulfill a number of exact conditions.

The introduction of GGA-s is one of the most important advances of DFT and up to now, PBE remains the most used functional in the electronic structure community. However, despite the significant improvements with respect to LDA, there is a limit to the accuracy of PBE. No significant improvements on the estimation of band gaps were achieved and due to the lack of non-locality in the exchange term it still fails for the strongly correlated systems[16].

Several different routes were taken to go beyond the GGA and many new functionals were developed to further improve accuracy of DFT calculations. Often functionals were developed to tackle one specific property so there are currently many specialized functionals with only a single purpose. Few functionals of relevance to the reported work will be introduced later in this chapter.

2.3 Practical implementation of DFT in the GPAW code

The implementation of DFT requires a suitable representation of the wavefunction. Based on the particular problem, different choice of bases function is preferred. The current implementation of GPAW (Grid-based Project Augmented Wave) code[GPAW, 14] offers the possibility of expanding the wavefunction in a plane wave basis, on a real space grid[23] or as a linear combination of atomic orbitals (LCAO)[24].

GPAW works in combination with the Atomic Simulation Environment (ASE)[25, 26].

2.3.1 Basis sets in GPAW

In short, plane waves are convenient when dealing with periodic systems enabling fast Fourier transformation between real and reciprocal space. The accuracy of the calculation is determined by the plane wave cutoff. The real space grid is a simple
basis with only one parameter: the grid spacing. It is convenient for both periodic and open boundary conditions in any directions and the only real disadvantage is the egg-box error. The idea behind the LCAO basis set is in constructing a basis of radial functions localized on the atoms allowing faster calculations of large systems. The unoccupied states are represented by polarizing the occupied states. Overall, all three basis sets give reliable results and a choice of the basis set is often governed by the specific problem of interest.

### 2.3.2 Pseudopotentials and PAW formalism

Even though one can, in principle, include all the electrons in a calculation, one usually only needs the valence electrons to capture interesting chemical and physical properties of the system. The core electrons rarely contribute in chemical bonding or excitations and as such can be approximated, together with the nucleus, with an effective core potential. Such a simplification is called the pseudopotential method\[27\]. Completely losing information of the core electrons in pseudopotentials has a direct consequence on the shape of the electronic wavefunction. A projected augmented wave (PAW) formalism allows access to the full Kohn-Sham wavefunction while keeping the pseudopotential simplification.

Pseudopotentials are subject to the frozen core approximation which assumes that the core states are localized within the augmentation spheres, and that the core states of the isolated atoms are not changed by the formation of molecules or solids. The number of wavefunctions to be calculated is therefore reduced since only the calculations of valence states are needed. Furthermore, valence electrons are treated non-relativistically while the pseudopotential includes the full relativistic effects of the core electrons.

The augmented-plane-wave method divides space into atom-centered augmentation spheres inside which the wave functions are taken as some atom-like partial waves, and a bonding region outside the spheres, where some envelope functions are defined. The partial waves and envelope functions are then matched at the boundaries of the spheres\[28\]. In the PAW formalism presented by Blöchl\[29\], a linear transformation of the all-electron wavefunction onto a computationally convenient smooth wave function is constructed. The transformation has no effect outside a cutoff radius and the true wavefunction inside the augmentation sphere is expanded in terms of partial waves.

### 2.4 Band gap calculations using DFT

The difference between the ionization energy $I$ (energy required to remove the highest valence electron) and electron affinity $A$ (amount of energy spent when an electron is added to the material) of an electronic system is its fundamental band gap. The difference is zero in metals and finite in semiconductors and insulators. The effective
potential which generates the true electron density, the Kohn-Sham potential, \( v_{\text{eff}}(n) \), is closely related to the ground state energy of the system. The addition or removal of an electron causes a change in the electron density and can be associated with a change in the KS potential (C). The ionization potential and electron affinity for the \( J \) electron system are:

\[
I(J) = -\epsilon_J(J - \delta),
\]

\[
A(J) = -\epsilon_{J+1}(J + \delta) = -[\epsilon_{J+1}(J - \delta) + C],
\]

and their difference is then:

\[
I(J) - A(J) = \epsilon_{J+1}(J + \delta) - \epsilon_J(J - \delta)
\]

\[
= \epsilon_{J+1}(J) - \epsilon_J(J) + C,
\]

where \( \epsilon_i \) are the KS orbital energies and \( \delta \) is an infinitesimal change. The above shows that the band gap cannot be defined as a difference in KS orbital energies, but a constant \( C \) should be added\([30]\). The same principle is also valid for fractional number of electrons. As the conduction band starts to fill (infinitesimally), the chemical potential \( \delta E_{\nu}/\delta n(r) \) and the KS orbital energy jump discontinuously from one physical value \( (I(J) = -\epsilon_J(J - \delta)) \) to another \( (A(J) = -\epsilon_{J+1}(J + \delta)) \). Therefore, the fundamental gap can be expressed as a discontinuity in the functional derivative\([31, 32]\). If energy functional has the form as in equation 2.7, the discontinuity can only arise from the kinetic energy and exchange-correlation energy part. Since the kinetic energy is the one of the KS non-interacting system, its functional derivative will result in integer electron orbital energies. This leaves the functional derivative of the xc energy part, resulting in:

\[
C = \delta E_{xc}/\delta n(r) |_{J+\delta} - \delta E_{xc}/\delta n(r) |_{J-\delta} \equiv \Delta
\]

Finally, the fundamental band gap is the sum of the KS gap plus the constant:

\[
E_g = \epsilon_{KS} + \Delta.
\]

The absence of the derivative discontinuity in LDA and GGA functionals is the main reason for the large underestimation of the obtained band gaps. An estimate of the derivative discontinuity can be included in a simple way. An example of this is the GLLB-SC functional\([33]\). It is based on the GLLB type exchange\([34]\) and PBEsol\([35]\) correlation. The total effective potential in GLLB-SC has the following form:

\[
v_{\text{GLLB-SC}}(r) = 2\epsilon_{\text{XC}}^{\text{PBEsol}}(r) + v_{c,\text{resp}}^{\text{PBEsol}}(r) + \sum_{i=1}^{\text{occ}} K_x \sqrt{\epsilon_r - \epsilon_i} \frac{|\Psi_i(r)|^2}{\rho(r)},
\]

where \( \epsilon_i \) are the KS orbital energies and \( \delta \) is an infinitesimal change. The above shows that the band gap cannot be defined as a difference in KS orbital energies, but a constant \( C \) should be added\([30]\). The same principle is also valid for fractional number of electrons. As the conduction band starts to fill (infinitesimally), the chemical potential \( \delta E_{\nu}/\delta n(r) \) and the KS orbital energy jump discontinuously from one physical value \( (I(J) = -\epsilon_J(J - \delta)) \) to another \( (A(J) = -\epsilon_{J+1}(J + \delta)) \). Therefore, the fundamental gap can be expressed as a discontinuity in the functional derivative\([31, 32]\). If energy functional has the form as in equation 2.7, the discontinuity can only arise from the kinetic energy and exchange-correlation energy part. Since the kinetic energy is the one of the KS non-interacting system, its functional derivative will result in integer electron orbital energies. This leaves the functional derivative of the xc energy part, resulting in:

\[
C = \delta E_{xc}/\delta n(r) |_{J+\delta} - \delta E_{xc}/\delta n(r) |_{J-\delta} \equiv \Delta
\]

Finally, the fundamental band gap is the sum of the KS gap plus the constant:

\[
E_g = \epsilon_{KS} + \Delta.
\]
where the first term is the PBEsol exchange-correlation energy density and the second term is the linear correlation response potential \( v_{c,\text{resp}}^{\text{PBEsol}}(\mathbf{r}) = v_{\text{PBEsol}}(\mathbf{r}) - \varepsilon_{\text{PBEsol}}(\mathbf{r}) \)[35]). In the last term, the exchange response potential, the prefactor is derived from the homogeneous electron gas and \( \varepsilon_r \) is the eigenvalue of the highest occupied orbital. The exchange response approximation employed in the GLLB-SC functional allows deriving the discontinuity from its straightforward dependence on the highest occupied electron state:

\[
\Delta_{XC} \approx \sum_{i}^{N} K_{x} (\sqrt{\varepsilon_{N+1} - \varepsilon_{i}} - \sqrt{\varepsilon_{N} - \varepsilon_{i}}) \frac{\int |\Psi_{N+1}(\mathbf{r})|^2 |\Psi_{i}(\mathbf{r})|^2}{\rho(\mathbf{r})} d\mathbf{r}. \tag{2.16}
\]

The method was implemented in the electronic structure code GPAW and benchmarked versus experiments, other functionals and more accurate many-body methods. The comparison by Castelli et al.[36, 37] is shown in figure 2.1, where the mean absolute error of 0.38 (0.05) eV was found for the GLLB-SC band gaps compared to the state-of-the-art GW method. It is important to emphasize that a GLLB-SC calculation is only two times more expensive than a standard GGA calculation, whereas the cost of the other methods used in comparison can go up to a few orders of magnitude higher.

With a similar computational cost as GLLB-SC, one can obtain band gaps using a modified version of the Becke-Johnson functional, TB09. Becke and Johnson[38] suggested a local potential, known as the optimized effective potential (OEP) for exchange which depends only on total densities. Tran and Blaha modified the effective potential proposed by Becke and Johnson and used the LDA for the correlation part[39]. The final form of the exchange part of TB09 is:

\[
V_{X}^{TB09} = c V_{BR}^{X}(\mathbf{r}) + (3c - 2) \frac{1}{\pi} \sqrt{\frac{5}{12}} \sqrt{\frac{2t_s(\mathbf{r})}{\rho(\mathbf{r})}}. \tag{2.17}
\]

The first term models the Coulomb potential created by the exchange hole, as introduced by Becke and Roussel[39] and \( t_s(\mathbf{r}) \) is the kinetic energy density, \( t_s(\mathbf{r}) = \frac{1}{2} \sum_{i=1}^{N} \Delta \Psi_i^* \cdot \Psi_i \). The parameter \( c \) is:

\[
c = \alpha + \beta \left( \frac{1}{V_{\text{cell}}} \int_{\text{cell}} \frac{\Delta \rho(\mathbf{r})}{\rho(\mathbf{r})} d\mathbf{r} \right)^{1/2}, \tag{2.18}
\]

where \( \alpha \) and \( \beta \) are fitted to experimental gaps using a least-square procedure. This modification comes with minimal additional computational cost so the method can be used on a wide variety of systems.

An entirely different way of improving the LDA/GGA functionals is to incorporate a portion of exchange from Hartree-Fock (HF) theory[40].
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Figure 2.1: a) HSE06, G0W0, GW0, GW band gaps (upper left to bottom right, respectively) as a function of the GLLB-SC gaps. T All the methods except GW underestimate the gaps with respect to the GLLB-SC. b) Comparison between the theoretical and experimental band gap of non-magnetic metal oxides in their most stable structure. Figures from Ref. [36]a) and [37]b).

\[ E^{HF}_X = \frac{1}{2} \sum_{i,j}^{occ.} \int \frac{\Phi_i^*(r)\Phi_j^*(r')\Phi_j(r)\Phi_i(r')}{|r-r'|} drdr'. \]  \hspace{1cm} (2.19)

So called hybrid functionals are constructed by adding an appropriate fraction of HF to LDA/GGA exchange:

\[ E^{hyb}_{XC} = \alpha E^{HF}_X + (1 - \alpha)E^{GGA}_X + E^{GGA}_C \]  \hspace{1cm} (2.20)

where the coefficient \( \alpha \) is chosen or obtained from fitting to some properties in a database. Examples of hybrid functionals are the B3LYP[41], PBE0[42] and HSE[43]. In this work, a HSE hybrid functional is used for band gap calculations. HSE was developed as a faster hybrid functional which made it possible to apply it to larger periodic systems with reasonable computational resources. The functional relies on dividing the exchange interaction into a short and a long term using the error function:

\[ \frac{1}{r} = \underbrace{erfc(\omega r)}_{\text{short range}} + \underbrace{erfc(\omega r)}_{\text{long range}} \]  \hspace{1cm} (2.21)
and the strength of the screening is decided by the $\omega$ parameter. In the HSE06 version of the functional the value of $\omega$ is $0.11\, a_0^{-1}$. In the GPAW code the HSE06 was implemented only non-self-consistently at the time my results were produced.

The exchange-correlation functionals mentioned above were used in different projects reported in this thesis. The choice of the particular functional will be discussed for each project separately. There is not a single functional that gives the best agreement with experimental values across all classes of materials.

Regarding the computational cost, GLLB-SC and TB09 require roughly the same computational time and resources, while hybrid HSE06, even without the self-consistency implemented is much more expensive.

2.5 Calculating total energies and heats of formation of solid crystals

As for band gaps, accurate approximation to the XC-functional is also important for total energy calculations. When DFT energies are used to calculate properties with chemical accuracy, for example, energy differences of chemical reactions, bonding, etc., inaccuracy in total energies can lead to wrong conclusions.

A great improvement was achieved with the introduction of GGAs, which improve the atomization or cohesive energies of a wide range of molecules and solids, compared to the LDA[44]. Unfortunately, the improvement relies on some cancellation of error, which is system dependent. The self-interaction energy, which is cancelled in HF by the energy from exchange, is not completely cancelled in DFT due to an approximate DFT functional. The errors yielded from the self-interaction energy cancel when calculating the DFT total energy differences of similar systems. However, this improvement is not systematic but only occurs for similar classes of materials. One of the best examples of the self-interaction error being responsible for wrong prediction of a chemical property is the dissociation of $H_2^+$, a one electron system where non-zero electron-electron interaction is predicted.

The self-interaction error is partially corrected in hybrid functionals due to the partial inclusion of exact exchange energy. Another possible improvement is including a Hubbard-\textit{U} potential[45] to increase the localization of electrons. Another improvement of GGAs is to include the Laplacian of the density and/or the kinetic energy density, resulting in so-called meta-GGAs. This will be discussed briefly in the next section.

2.5.1 A brief introduction to meta-GGA exchange correlation functionals

The natural step going beyond the GGAs is the fourth order gradient expansion of the exchange and correlation energy, resulting in the so-called the meta-generalized
gradient approximation or meta-GGA. This means including the Laplacian of the electron density \((\nabla^2 n)\) or equivalently the kinetic energy density,

\[
\tau_\sigma = \frac{1}{2} \sum_{\alpha}^{\text{occup}} |\nabla \psi_\alpha \sigma (r)|^2,
\]

(2.22)

where \(\psi_\alpha\) are the occupied KS orbitals and \(\sigma\) is the spin index of the electrons. The kinetic energy density is given in terms of the KS orbitals, and the KS orbitals are implicit functionals of the electron density through the KS potential, so the dependency on the density is non-local. Therefore, using the kinetic energy density one can fulfill the slowly varying density expansion to a higher order than for GGA.

The meta-GGA functionals are semi-local and they rely only on the occupied KS orbitals. There is a modest increase in the computational cost of the meta-GGAs compared to the GGAs.

2.5.2 Bayesian Error Estimation ensemble functionals (BEEF)

Raising the question to which extent a calculated quantity is to be trusted, in 2005, Mortensen et al.\[46\] proposed a scheme for systematic error evaluation in the DFT calculations. The Bayesian Error Estimation ensemble functionals, BEEF, combine machine learning with a Bayesian statistics to generalize the fitting procedure for XC functionals. The ensemble of models or model parameters together with a database of experimental results is used to estimate error bars on model predictions. Within the Bayesian approach, a direct connection between the model, given by a set of parameters, and the data is established. This allows one to ask “given the data what is the best model and what are the uncertainty of the model parameters?”

The proposed model suggests expanding the GGA enhancement factor \(F_x(s)\) as:

\[
F_x(s) = \sum_{i=1}^{N_p} \Theta_i \left( \frac{s}{s+1} \right)^{2i-2}
\]

(2.23)

where \(\Theta_i\)’s are free parameters. The best fit enhancement factor was obtained by minimizing the cost function (here a least-square \(C(\Theta) = 1/2 \sum_k (E_k(\Theta) - E_k^{exp})^2\), where \(E_k(\Theta)\) is atomization/cohesive energy of system \(k\) in the database calculated with the parameters \(\Theta\) and \(E_k^{exp}\) is the experimental atomization/cohesive energy of system \(k\)) using three parameters \(N_p = 3\).

The key idea is to estimate, for a given calculated observable, the variation of the calculated value of this observable, \(O\), within the ensemble of enhancement factors. This provides an estimate of the error between the best fit value compared to experimental values. The standard deviation of ensemble parameters \(\Theta\)’s (the Bayesian Error Estimate, BEE) can be expressed:
\[ \sigma_{BEE}(O) = \sqrt{\frac{1}{N} \sum_{\mu=1}^{N} (O(\Theta^\mu) - O_{\text{best-fit}})^2} \] (2.24)

Introduction of BEE for prediction of uncertainties in the DFT calculations resulted in developing a family of BEEF functionals: BEEF-vdw\[47\], enabling to also account for long range van der Waals bonding in materials, meta-BEEF (mBEEF)\[48\], which as the name indicates, it combines the BEE scheme with the meta-GGA enhancement factor and finally meta-BEEF-vdW\[49\], which is a combination of the first two.

Finally, a particular member of the BEEF family which played an important role in the work reported in this thesis is the mBEEF functional. The mGGA enhancement factor, a function of reduced density gradient \( s \) and the reduced kinetic energy density \( \alpha \), \( F_x(s, \alpha) \), is expanded in products of Legendre polynomials,

\[ P_{mn} = B_m(t_s)B_n(t_\alpha), \] (2.25)

with the transformations

\[ t_s(s) = \frac{2s^2}{q+s^2} - 1 \] (2.26)

and

\[ t_\alpha(\alpha) = -\frac{(1-\alpha^2)^3}{1+\alpha^3+\alpha^6} \] (2.27)

resulting in

\[ F_x(s, \alpha) = \sum_{m=0}^{M} \sum_{n=0}^{N} a_{mn}P_{mn}. \] (2.28)

\( M = 7 \) so \( M_{\text{tot}} = (M+1)^2 = 64 \) exchange basis functions with expansion coefficients \( a_{mn} \).

This yields a full exchange energy expression:

\[ E_{xc} = \sum_{m,n}^{M} a_{mn}E_{x}^{mn} + E_c^{GGA} \] (2.29)

The correlation energy functional \( E_c^{GGA} \) is that of the PBEsol functional. The expansion coefficients \( a_{mn} \) are fitted to a database such that the functional performs well
for wide range of properties. The best fit coefficients are used to constitute the main functional.

The error estimate is obtained by using the ensemble of different XC functionals, which is defined by the probability associated to the model $\delta$ given the data $D$. Inspired by the Bayesian statistics, an ensemble of functionals with perturbed coefficients are constructed. The standard deviation of the ensemble is then a good estimate of the uncertainty of the calculation. The ensemble functionals are applied non-self-consistently to converged mBEEF electron density. In practice, a few thousand ensemble functionals suffice for well-converged error estimates.

### 2.5.3 Using mBEEF functional for calculating chemical properties

As mentioned earlier, accuracy in prediction of chemical properties is not a trivial task for DFT. For example, formation of solid crystals from the elements in their standard state can significantly deviate from the experiments (Stevanović et all. report deviation of 0.25 eV for a set of 252 binary compounds[51]) due to incomplete error cancellation caused by different chemical environments in solid comparing to the standard states. Another issue is determining a degree of metastability of compounds with the same stoichiometry but in different crystal structures. For example, there are cases when one can find several different structures of the same compound within small energy differences so it is hard to claim with a confidence which one is the most stable. Stevanović et all.[51] developed a method which solves the problem by adding corrections to the DFT reference energy. Their scheme, called Fitted Elemental Reference Energy (FERE), calculates corrections by minimizing the root mean square error of the predicted and experimental values. However, FERE may not improve results for the systems not included in the training set.

An alternative is to use a functional from the BEEF family: the mBEEF functional. Without significantly increased computational cost one gets a hold on improved accuracy and also very useful uncertainties allowing to define a degree of confidence in obtained values. Pandey and Jacobsen[50] compared the accuracy of calculated heats of formation of different solids using different functionals. The reported mean absolute error and the standard deviations are significantly improved in mBEEF comparing to other functionals. A comparison between PBE and mBEEF is shown in figure 2.2.

A practical example where uncertainties come handy is shown in figure 2.3. The compound of ZrMgS$_3$ stoichiometry was calculated in several different crystal structures and the goal was to find the lowest energy structure using the total energy per atom difference. The reference is the energy of the lowest structure. Without the uncertainties, one would conclude that ZrMgS$_3$ in PbPS$_3$ prototype is the most stable and others are unstable. However, once the uncertainties are accounted for, three more structures should be considered. In this case, a single, most stable phase, cannot be identified. The same can approach can be applied when investigating stability with respect to the convex hull, where the hull uncertainty is calculated using...
Figure 2.2: Calculated heats of formation with PBE (a) and mBEEF(b) functional. MAE is the mean absolute error and \( \sigma \) is the standard deviation of the difference between calculated and experimental values. Figures from Ref. [50].
Figure 2.3: Comparison of formation energies for ZrMgS$_3$ compound in several different phases. The uncertainties are calculated with respect to the most stable structure.

To summarize, using mBEEF in predicting heats of formation results in higher accuracy comparing to the standard GGAs. The obtained uncertainties in total energy calculations provide insight into degree of metastability in cases with several crystal structures. The work reported in paper III relies on predictive power and accuracy of mBEEF functional, which has shown to be essential in design of new materials.
CHAPTER 3

Methods

DFT is the most convenient and highly reliable method for calculating properties of many different materials in a systematic way, as needed in a screening study. A DFT calculation can be performed only if there is previous knowledge of the atomic structure, for example candidate material whose properties we want to investigate. However, the inverse, or material design problem, begins with a “wish-list” of properties for a material but no atomic structure. In that case before doing any DFT calculations it is necessary to develop a sensible strategy to tailor the right material. For example, choosing prototype structures for the new material is a way to optimize the process.

3.1 Computational screening techniques

Material properties and therefore the corresponding descriptors can be divided in three groups: i) constituents, ii) crystal structure and iii) electronic properties. It is natural to order the properties in increasing order of their accessibility to calculations. For example, starting with known atomic properties such as electronegativity, valence or toxicity, which do not require new calculations, and continuing with crystal structure, stability or the band gap which need to be accessed by DFT calculations. It is good to organize screening in a way that a large number of materials are removed early in the process before using extensive computer resources. The properties which require more time and resources to calculate should be done for as few as possible materials, and later in the screening process. In other words, one should try to remove as many materials as possible early in the screening giving the opportunity to investigate remaining materials in a better way. One can schematically show the process as a funnel where the number of materials reduces in each step. An example of a screening funnel is shown in figure 3.1 and with small adaptations it can be used for different material design problems. If one performs computational screening on known materials, the steps involving chemical rules can often be skipped since they are only important when used as constraints in design of new materials. Materials design scheme will be discussed in more detail in the next section.

Because of the practical and economical reasons, a screening study may be limited only to materials made out of certain chemical elements. Removing materials containing undesirable constituents is usually done early in the process, unless one is
Figure 3.1: Illustration of a step-wise screening procedure using funnel analogy: initial large number of candidates is reduced every time a new property is investigated. As moving towards the bottom of the funnel, the number of candidates decreases, and the cost of the DFT calculations increases.
interested in learning trends and patterns in which case they can be removed at the very end of the screening.

Once the constituents have been selected, the next step is finding the crystal structure and check the thermodynamic stability. The laws of thermodynamics allow for only one globally stable structure for a given chemical stoichiometry. The energy of such a structure, often called the ground state energy, is lower than energies of other phases with the same stoichiometry. In reality, for a given stoichiometry different stable phases may have been experimentally observed, meaning there are one or more stable local minima of energies. Such structures are often synthesized under controlled conditions of pressure and temperature. Regardless if one is investigating known materials or designing new ones, it is crucial that only the stable structures are kept for further investigation. If not experimentally known, this step requires obtaining total energies of materials using the DFT and calculating the thermodynamic stability.

In connection to the physical properties of sunlight absorbers, one investigates electronic properties of materials. Obtaining reliable estimate of the band gaps and effective masses often requires more accurate DFT calculations, so it is done in the last part of the screening. Varying calculation parameters or employing different exchange-correlation functionals may be necessary at this step. Higher accuracy of calculations goes hand-by-hand with higher cost of calculations, sometimes even requiring more accurate, but very expensive methods like the many-body perturbation theory. The increase in computational cost can increase 2-10 times comparing with the standard DFT calculation. The last step in the funnel is tracking down the changes in the electronic properties due to introduction of defects. Calculations are done on a large super-cells, each with a different type of defect. In theory, the same accuracy should be used as for calculating properties of the pristine system, but in reality it is not feasible. Usually the super-cells are treated less strictly because otherwise it would not be feasible to investigate more than just a few compounds. Even at the lower accuracy level one can observe the qualitative influence of defects and draw conclusions. At this point in screening, the number of candidates is hopefully sufficiently reduced so that one can visually inspect each candidate individually in depth.

Finally, using a funnel analogy, the candidates coming out at the end of the funnel are the ones satisfying all the introduced criteria. These candidates require further theoretical and experimental investigation.

3.1.1 Materials design

Design of new, previously unknown materials faces a challenge already at the beginning, because the input to a DFT calculation, chemical species and positions are unknown. Therefore, a great effort has to be made in finding appropriate crystal structures to begin the study on. One usually begins by trying out different chemical elements on different sites in a known crystal structure. Instead of trying out all the possible element combinations, reducing the number of possibilities by applying simple chemical rules like anion-cation distinction or only allowing the sum of va-
Valence numbers of the constituents to be zero saves a lot of effort. The latter rule is commonly used when searching for stable semiconductors since materials with sum of valence numbers other than zero are always found to be metallic\cite{52-54}. This is a popular way of investigating whole classes of materials, for example binary zinc-blende semiconductors\cite{55}, oxide perovskites\cite{36}, organic-inorganic perovskites\cite{56} and many more.

Given a composition, or a set of compositions, has been chosen, the real challenge remains in choosing appropriate crystal structure or structures. Ideally, one would calculate each composition in all known crystal structures and find the most stable one. Of course, such a scenario is unrealistic in practice and there are techniques that allow efficient search through material space. Some of the methods are minima hopping, metadynamics and genetic algorithms, which although efficient, still require significantly more resources than the standard DFT calculations\cite{57-59}.

An alternative way is to round up a set of candidate crystal structures, calculate their energies and claim the lowest one to be the ground state. The success of such approach strongly depends on the choice of candidate structures. Often a good place to start is by choosing crystal structures based on known experimental data.

For example, if there are several compounds of the same stoichiometry found in one phase, it is highly likely that there could be even more, yet to be discovered, compounds also stable in the same phase. In general, this approach only works if the constituent elements are substituted in a reasonable way. Position in the periodic table, atomic radius and electronegativity are often useful arguments of why it is a good idea to replace one element with the other\cite{60,61}.

Crystal structure databases containing experimental data such as Inorganic Crystal Structure Database (ICSD)\cite{62} or Crystallography Open Database (COD)\cite{63} are an excellent starting point in narrowing down the choice of structures to investigate. A simple statistical analysis of compounds of a certain stoichiometry in a database yields a data set which can be used as a template in screening.

It is important to emphasize that using only one template structure is not enough: despite the fact it may be the true ground state, exploring only one structure gives no feedback about possible meta-stability of other, possibly valuable compounds. A typical example of such a case are the two allotropes of carbon, graphite and diamond. Both are stable under ambient conditions but the true ground state is graphite. Using it as an argument not to investigate diamond would be a mistake since diamond has shown to be of a great technological importance. Another good example are the three phases of TiO$_2$, which prepared under different conditions yield materials with different properties\cite{64}.

Obtaining knowledge about meta-stable structures is equally important from theoretical and experimental point of view: during material synthesis there is a high chance of obtaining more than one phase, which should be identified. Having information on meta-stable structures allows comparing theoretical and experimental X-ray Diffraction (XRD) and quickly determining crystal structures in the sample.
3.1.2 Databases of materials

Recent advances in screening techniques, data analysis and prediction, together with growing computer resources has resulted in the development of several computational material databases[65] The NOMAD repository[66, 67], AFLOWLIB[68], Materials Project[69], the Open Quantum Materials Database (OQMD)[70], Computational Materials Repository (CMR)[71] and others, together contain several hundreds of thousands of materials and their calculated properties. Easily accessible and systematically obtained data available in the databases is an excellent starting point for many screening, prediction or data mining studies.

3.2 Overview of screening descriptors and criteria

Below there is a detailed overview of all the descriptors included in the screening study. The order in which each descriptor is introduced was elaborated with the funnel approach.

3.2.1 Abundance, cost, toxicity and HHI index

As mentioned in the introduction that one of the downside of some solar cell materials is the toxicity of their constituents. It is no secret that certain chemical elements used

![Figure 3.2: Global production of elements in kg/year. Figure from ref.[72].](image-url)
in up-to-date solar cells, like As, Cd, Pb, are dangerous or potentially dangerous for human health or harmful for the environment. Having production of clean energy from the sun as a goal, it is only reasonable to do it using harmless materials. Therefore, focusing only on the materials made of non-radioactive or non-toxic elements is important if the material is to be used in devices for mass production.

Furthermore, a large scale production also requires the material to be cheap, so using constituents which are cheap and easy to handle experimentally helps keeping the manufacturing cost lower. Of course, the manufacturing price can fluctuate over time, so one can argue that a better estimate would be the abundance in the Earth’s crust. Vesborg and Jaramillo suggested using the global annual production of the element as a key factor since there are cases when not too scarce elements are expensive due to their low production\cite{72}. The yearly global production of different elements is shown in figure 3.2 and according to the reference, a minimum of $33 \times 10^6$ kg/year is required for a material to be used in a large scale application.

Another possibility is using the Herfindahl-Hirschman index (HHI), an economic measure which determines how uneven is the production distribution, or simply a measure of the market concentration. It is determined based on several parameters, including the production and cost, but also geo-political aspects and other\cite{73}.

### 3.2.2 Stability

Stability is the most important issue to be addressed when designing new materials. It was already discussed how important it is to find relative stability of different phases and making sure the ground state is obtained. Maybe even more important is determining the stability against the decomposition of material. The former requires knowledge of, in principle, all the relevant competing phases of the same stoichiometry, while the latter is based on knowing all the possible products resulting from
decomposition of the material. Meaning, if a ternary material is being investigated, it may decompose into combinations of elemental phases (pure elements), binary and ternary compounds of different stoichiometry.

Stability of a material is described by the knowledge of its free energy of reaction. Since in solids the change in entropy is negligible one can use enthalpy instead of free energy:

The standard enthalpy of formation, \[ \Delta H = \sum \Delta H(\text{products}) - \sum \Delta H(\text{reactants}) \]

The calculated ground state energies obtained with the DFT are a good approximation in conditions of low temperatures (T\(\sim\)0K, entropy S\(\sim\)0) and are to be used to calculate enthalpy of formation. Compound (product) formation is favored when \( \Delta H \) is negative.

The stability of a compound, as a function of composition, is investigated using the convex hull approach\[74\]. As shown in figure 3.4, the material should have enthalpy of formation lower than any other structure with the same composition and lower than any linear combination of structures that could result in formation of the material. In other words, the enthalpy of formation versus composition curve, a convex hull, represents the enthalpy of formation of the compound at T=0K. The structures with energies above the convex hull of the same composition are considered unstable and formation of competing materials will be favorable. Competing materials can be found in computational material databases, where some have already built in tool for constructing phase diagrams (like the OQMD or the Materials Project). The similar tool can also be found within the ASE in the \[\text{ase.phasediagram}\] module, used in this work.

In low temperature regime, a DFT total energies are sufficient for constructing the convex hull and determining the stability of the compounds. The previously introduced meta GGA functionals, such as mBEEF, are known for good estimation of heats of formation and moreover provide the corresponding uncertainties of the estimation.

In addition, comparison of several phases of the same stoichiometry is necessary when the ground state is unknown. Calculating total energies using mBEEF exchange-correlation functional provides uncertainties in the calculation due to the approximations in the DFT. The uncertainties can be used to determine the level of meta-stability of different phases. An example of the procedure is shown in section 2.5.3 and applied in the work reported in Paper III.

### 3.2.3 Electronic properties

The last set of descriptors are defined by the electronic properties of material. Assuming that absorption of photons occurs only at energies higher than the band gap of the material, the simplest descriptor of the efficiency is the size of the gap. As mentioned in the introduction, the ideal single-junction solar cell absorber is predicted
to have a band gap of 1.34 eV whereas currently used materials have band gaps between 1 and 1.5 eV (Si 1.12 eV, GaAs 1.43 eV, CdTe 1.44 eV)[8]. As for the tandem devices, slightly larger band gaps are needed, ideally around 1.7 eV?? . As the whole operating principle of a device strongly depends on the band gap of the absorber, the same should be predicted with a good accuracy. However, as mentioned in chapter 2, standard DFT tends to underestimate the band gap value. At this point in screening one should consider going beyond standard DFT by employing hybrid functionals or using many-body methods such as GW approximation. All this comes with increased computational cost and is only feasible for materials with smaller unit cells. A possible compromise between accuracy and computational resources in a high-throughput screening can be achieved using the GLLB-SC or TB09 functionals.

In addition to the band gap size, the type of the transition, if the band gap is direct or indirect, can also be used as a descriptor. It is known that in cases when device design only allows a small amount of material, which as a consequence limits the absorption to only direct transitions. In cases where a photoabsorber is thick, the nature of the gap is less relevant (this is due to the fact that one needs phonons for indirect transitions and the phonon density is larger in thicker material). A good example to the discussion above is silicon. It has an indirect band gap so in the solar cells a large amount of material is used. This is also one of the main disadvantages of silicon. For example, organo-metallic perovskite solar cells use around 300 times
less material than the silicon ones\cite{75}. Therefore, device designs with thin-films or nanoparticle absorbers will always require a direct band gap semiconductor. Additionally, one can go even further and include calculations of full absorption spectra.

If one splits the solar energy conversion process into two steps: i) photoabsorption and excitation and ii) charge separation and carrier transport, the band gap is a measure for (partially) describing i). A proper verification of ii) within a high-throughput screening framework is impossible because of the high cost of such calculations. To find more convenient descriptors one can start with the electrical conductivity, $\sigma = n\mu e$ which is a function of carrier concentration $n$, electronic charge $e$ and carrier mobility $\mu$. Within the simple Drude model, mobility is a function of relaxation time $\tau$ and the effective mass of the carriers: $\mu = \frac{2\pi e}{m^*}$. The relaxation time comes from the scattering processes and obtaining it would require to go beyond the single particle picture. Therefore, only the dependence on effective mass will be used for a rough estimation of mobility: high mobility is expected if the mass is sufficiently low. In general, the effective masses are described by $3\times3$ tensors. Using the simplest approximation the band edges at the valence band maxima and conduction band minima are parabolic and the effective masses can be obtained by fitting a parabola to the band edges.

A good effective mass evaluation requires dense k-point sampling of the Brillouin zone close to the band extrema, meaning a good quality fitting is required. A dense k-point sampling increases the cost of the DFT calculation so there are proposed schemes to reduce the sampling to only principal direction in the Brillouin zone. Details about applied techniques and their implementation are provided in the next section.

The dependence of carrier mobility on the values of the effective mass is why the masses are used as a descriptor in the screening study. Even though materials with very high mobility, such as GaAs have carrier masses as low as 0.06 $m_0$\cite{76}, a typical upper limit in a screening study is usually up to 1 electron mass unit, $m_0$.

Material synthesis almost never results with a 100% perfect crystal. Imperfections like vacancies, interstitials or anti-sites are inevitable and often found in small amounts. Such imperfections or defects become important if they influence the electronic properties of the material. Sometimes, defects act as donors or acceptors in material and benefit the semiconductor technology. However, there is also a possibility for defects to have a negative impact on properties of materials. Point defects may introduce states inside the band gap and especially undesirable are the localized states far from the band edges. Lifetime of photoinduced carriers can be significantly reduced due to mid-gap states acting as recombination centers. This will have serious consequence to the device efficiency so materials with trap states are to be avoided. Paper I and the corresponding discussion present different ways of investigating positions of defect states in semiconductors.
3.3 Calculating descriptors in practice using DFT

After giving a general overview of screening descriptors used in my work, in this section I discuss the descriptors which are not obtainable directly from a DFT calculation. Effective masses and defect tolerance investigations require additional calculations and adequate post-processing, which are described in the following subsections.

3.3.1 Fast and efficient effective masses calculations

The photogenerated carriers, electrons and holes reside at the minimum or maximum of the conduction or valence bands, respectively. Close to the band extrema, $E$ versus $k$ relation appears quadratic, so an obvious first approximation is a parabolic band approximation. The energy-wave-vector relation can be expressed as:

$$E(k) = \frac{\hbar^2}{2m^*}k^2$$  \hspace{1cm} (3.1)

yielding the expression for the curvature of the band

$$c = \frac{1}{\hbar^2} \frac{\partial^2}{\partial k^2} E(k).$$  \hspace{1cm} (3.2)

Because of the equation 3.1 effective mass is than the inverse of the band curvature. For the anisotropic electron/hole energy surface the obtained masses will differ due to the different band curvature in different $k$ directions. However, if one assumes an isotropic surface, the mass is the same in every direction.

In practice, one can obtain effective mass by fitting a parabola around the valence band maximum (VBM) and conduction band minimum (CBM). Since the band structure in DFT calculation is described by the finite number of $k$-points, a very dense sampling is required to obtain a good representation of the bands in the vicinity of the extrema. To obtain a trustworthy effective masses on can easily need tens of thousands of $k$-points when representing the Brillouin zone, which is time and resource consuming and not suitable for a large scale screening study[77]. Therefore, I restricted the dense $k$-point sampling only to the special path in the Brillouin zone. Setyawan and Curtarolo[78] proposed the coordinates of the high symmetry $k$-path in the Brillouin zones for 14 Bravais lattices in 7 crystal systems. However, the scheme sets restrictions to the choice of the unit cell of the material. For example, the choice of hexagonal lattice vectors are chosen to yield $\gamma = 120^\circ$ whereas alternatives, like the representation with $\gamma = 60^\circ$ is not included. A tool for converting any unit cell representation to a representation required by Setyawan and Curtarolo is provided in the SpacegroupAnalyzer and HighSymmKpath modules in the pymatgen[79] library which I used.

Figure 3.5a and 3.5b show band structures of the two showcase materials, CdTe and WS$_2$: CdTe has a fcc structure and the suggested high symmetry path for an fcc
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**Figure 3.5:** Band structures of CdTe in the fcc structure, a), and WS$_2$ in hexagonal structure, b). Calculations were performed using Setyawan and Curtarolo scheme and the fcc and hexagonal Brillouin zone and the high symmetry path used is shown in c) and d), respectively. Black dashed lines represent parabolic fitting to VBM and CBM. In case of band degeneracy at the extrema, a fitting was produced for each band and equivalent number of effective masses obtained.
crystal is shown in figure 3.5c whereas WS$_2$ has a hexagonal structure and suggested path is shown in figure 3.5d. In case of band degeneracy at the CBM and VBM, there is more than one possible dispersion channel for the carriers. That is the case in the VBM of CdTe, figure 3.5a, there are three degenerate bands with different band curvature and therefore different effective masses. The black dashed line shows parabolic fits for each of the bands involved. On the other hand, no degeneracy was found for the CBM. WS$_2$ is, unlike CdTe, an indirect band gap material, which can also be seen in the figure, with no degeneracy close to band edges. Calculated hole effective masses for CdTe 2.6, 1.1, 0.86, 0.51 and 0.08 $m_0$ and the electron effective masses are 0.095 and 0.1 $m_0$. WS$_2$ has found to have 0.77$m_0$ hole mass and 0.6$m_0$ electron mass.

The band structure plots, like the ones in figures 3.5 and 3.6 are projections of the selected path on a single line. This way, bands at the high symmetry points may look continuous. However, since at these points the direction of the path was changed: the path comes from one direction and continues in another direction. These two directions belong to different curvature and should be treated separately. If the band curvature is different in two different directions, the effective masses are also different. An example, the band structure of Mg$_3$Sb$_2$ is shown in figure 3.6. The VBM is located at the $\Gamma$ point and the band path curvature in the K-$\Gamma$ direction is noticeably different then the curvature in the $\Gamma$-A direction. Two separate parabolas were fitted to section in K-$\Gamma$ direction (red dashed line) and the section in $\Gamma$-A direction (green dashed line). The resulting hole effective masses are then 1.1 and 0.09 $m_0$.

The decision to calculate effective masses only along high symmetry points comes also with some disadvantages, for example, it will fail if the band extrema is not at the chosen path, like the VBM of selenium (see paper V). Despite it, the method has shown to be quite successful and feasible for a large number of compounds. In practice, I have sampled the path in the Brillouin zone with 500 k-points, which is much less than tens of thousands required to evaluate full effective mass tensor. Due to the strict choice of the direction in this method, the masses obtained can be higher than the actual lowest effective mass (in some other direction). We partially account for that by keeping in the screening study materials with slightly higher effective masses than the experimental recommendations. Still, this does not seem to be an issue since most of the candidates have effective masses significantly below the maximum allowed value.

### 3.3.2 Point defects in material

The unavoidable defects in materials are a cause for poor performance of many semiconductors. Sometimes, even a very small percentage of defects can have an important influence on material’s properties. Vacancies, antisites and interstitials of different charge and type, are often objects of scientific investigations in semiconductors. The main concern is whether a point defect will induce new states in the material.

The localized electronic states positioned deep inside the band gap of the semi-
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Figure 3.6: Band structure of Mg$_3$Sb$_2$: the valence band shows different curvature in the two different directions, K-Γ and Γ-A which yield different effective masses.

Conductor can act as scattering centers, reduce carrier mobility and enhance the radiative recombination of photogenerated carriers. As a consequence, the performance of opto-electronic device will be significantly reduced. How much influence a particular defect will have on material performance depends on to what degree does it modify the electronic band structures. The “harmless” defects will introduce states close to band edges (so-called shallow states). The defects are more harmful if the newly introduced states are found deep in the band gap (so-called deep states). One can categorize materials based on position of defect states: materials where defects form deep states are therefore defect sensitive materials while materials only shallow states appear are defect tolerant.

The theoretical modeling of point defects in crystalline materials by means of the DFT has been taken up lots of attention in the past few years. The review by Neugebauer et al.[80] covers in detail identification and characterization of defects using DFT. Based on thermodynamic formalism, formation energies of defects or relative stability of charged states can be identified. However, obtaining reliable results has shown to be problematic due to the lattice geometry and usage of periodic boundary conditions. Firstly, one usually assumes the dilute limit where defect-defect interactions are negligible. Achieving the dilute limit in periodic crystals requires performing calculations in the so-called super-cells (defect surrounded by a few dozen to a few hundred atoms of the host material). Calculating charged defects becomes even more challenging since the electrostatic interaction decays very slowly with increasing super-cell size.

Approaches described in ref. [80] still require significant computational resources and as thorough investigation is not feasible for a large number of materials. Therefore, here I focus only on identification of electronic states due to the neutral vacancies and no in-depth investigation of defects was made.
Figure 3.7: Projected and total DOS of BaZrS$_3$ and SnCaS$_3$. Introduction of sulfur vacancy results in additional states in the band gap of SnCaS$_3$ and the material is called defect sensitive. DOS of BaZrS$_3$ does not change significantly and no new states are found so the material is defect tolerant. (Here defect tolerance only implies sulfur vacancy so the procedure should be repeated for other types of defects as well.) Figure from Paper III.

The DFT calculations for the pristine structures and defect super-cell structures were performed using the PBE exchange correlation functional and fixed k-point density. The super-cells with defects were not relaxed since one expects defect to only have local effect on the geometry while the rest of the material keeps the same geometry as the pristine structure. Here I use the density of states (DOS) instead of the band structure to identify possible localized states in the band gap. The size of the band gap is often underestimated due to the PBE exchange correlation functional, but the quantitative nature of defects remains the same[80]. Possible problems may arise for small band gap semiconductors which PBE predicts (almost) metallic.

Figure 3.7 illustrates an example materials with and without defect states in the band gap. Both materials contain sulfur vacancy and in the case of BaZrS$_3$ the DOS around the band gap is almost unchanged, while in case of SnCaS$_3$ new states are present.
This approach is still from ideal since it still requires significant computational resources, which is the main reason why it is always done at the end of the screening process. Finally, the defect analysis employed in this step is only scratching the surface of defect physics of material and additional investigations are often performed for materials of interest, but such work goes beyond the screening study.
CHAPTER 4

Summary of the results

This chapter contains the short summary of the most important results of the papers.

4.1 Paper I: Defect-Tolerant Monolayer Transition Metal Dichalcogenides

In chapter 3 I brought up the issue of imperfections and defects in materials which may have a significant influence on its electronic properties. In this paper we explain the nature of localized defect states inside the band gap and develop a descriptor to predict appearance of mid-gap, defect induced, states in 2 dimensional (2D) transition metal dichalcogenides.

Firstly, we introduce the connection between the orbital character of the bands and defect tolerance. Based on the orbital character of bands near band edges, one can divide semiconductors into two groups. In general, type i) materials have valence and
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**Figure 4.1:** (a and b) Nature of the band structures near the band edges for the defect-tolerant and defect-sensitive cases, respectively. (c and d) Shallow and deep levels introduced after the creation of defects. Figure from paper I.
Figure 4.2: Plot showing the compounds (x-axis) and the corresponding D values (y-axis). Red circles indicate the compounds manifesting deep defect states and the green circles indicating the compounds showing no deep defect states after the removal of a chalcogen atom. The black squares represent compounds showing states appearing deep in the band gap after cleaving the monolayer to form nanoribbons. Figure from paper I.

Conduction bands composed of orbitals with different character (for instance, HfS$_2$, shown in figure 2 in the paper, dominantly has sulfur p orbitals close to the valence band edge and hafnium d orbitals close to the conduction band edge). On the other hand, second or type ii) materials have valence and conduction bands composed of bonding and anti-bonding combinations of similar orbitals (an example, also in figure 2 in the paper, is MoS$_2$ with mixed states in both valence and conduction bands). In the former case, individual orbitals of the different character lie in the band, whereas in the latter case the orbitals lie in the band gap. Removal of an atom leaves behind a dangling bond state, which dependent on the orbital position, will be close to the band edge (tolerant) or in the middle of the band gap (sensitive). The two distinctive cases are illustrated in figure 4.1.

The above is not restricted to 2D metal dichalcogenides but is common for all semiconductors (2D, 3D), also reported in the literature [81]. One can conclude that the key quantity for determining defect tolerance is the orbital character in the vicinity of the band edges. The projected density of states (pDOS) on relevant states (metal
p and chalcogen d in this case) allows determining orbital characters of any material with only one DFT calculation.

The main novelty in the paper is the introduction of quantitative representation of the orbital character: the orbital fingerprint vector.

For a given energy window, the projected density of states onto the atomic orbital, \( \rho_{\nu_i} \), (where \( \nu_i \)'s are atom and angular momentum channel) is used to construct the orbital fingerprint vector \( |\alpha\rangle \),

\[
|\alpha\rangle = c \begin{bmatrix} \rho_{\nu_1} \\ \rho_{\nu_2} \\ \vdots \\ \rho_{\nu_N} \end{bmatrix},
\]

and \( c \) is the normalization constant.

The orbital fingerprint vector is obtained in the narrow region between the band gap and selected quantity \( E_n \), which is just a distance in eV from the band edge. It gives the quantitative description of orbital character in that region. This infers defining the measure of difference on orbital characters between valence and conduction bands. The measure of distance, normalized orbital overlap (NOO) \( D = \langle \alpha | \beta \rangle \) is a quantitative representation of defect tolerance of the material. \( \alpha \) and \( \beta \) corresponding to valence and conduction band manifolds, respectively. The materials with different character of valence and conduction bands will result in small \( D \) values whereas large \( D \) values will be a consequence of identical orbital character. \( D \) can take values between 0 and 1, zero for materials with completely different orbital character and one for materials with exactly the same orbital character.

The calculation of \( D \) values for 29 TMDs resulted in clear division between defect tolerant and defect sensitive materials. Calculated values, for all the materials, are reported in figure 4.2. To confirm the reliability of NOO, band structure calculations for all pristine monolayers and super-cells with chalcogen vacancy were performed and visually investigated. For all the materials with \( D \) values close to one, localized states were found inside the band gap, whereas materials with lower \( D \) values did not show deep gap states. Overall, both NOO and direct calculations are in agreement and we report 13 defect tolerant and 16 defect sensitive TMDs.

In addition, the nanoribbons cleaved from TMD monolayers were found to have gap states for defect sensitive monolayers, whereas defect tolerant monolayers did not introduce gap states when cut down to a ribbon. All band structure and pDOS plots for the monolayers and ribbons can be found in the Supporting information of the paper.

In this work, we have investigated chalcogen defects in TMDs and developed a general scheme for predicting formation of gap states due to point defects or edges. More information regarding attempts to generalize the NOO for a wide range of materials, can be found in the Additional Information in chapter 6.1 as it goes beyond the scope of this paper.
4.2 Paper II: II−IV−V$_2$ and III−III−V$_2$ Polytypes as Light Absorbers for Single Junction and Tandem Photovoltaic Device

Among the most successful solar cell materials there are few, GaAs, InP and GaInP, which are a combination of III-V group constituents. More materials, like ternary ZnSnN$_2$[82–85] and ZnSiP$_2$[86] containing group V elements, have recently been investigated in the scope of single or tandem solar absorbers. These investigations have served as a motivation to systematically investigate classes of II-IV-V$_2$ and III-III-V$_2$ materials as solar absorbers. The selection of elements, for creating materials satisfying the ABX$_2$ stoichiometry, was made using the valence rules, as shown by the illustration in figure 1 in the paper. We investigate electronic and thermodynamic properties of chalcopyrite, kesterite, and wurtzite polymorphs. The design rule, used in this work, is based on binary semiconductors made of constituents of different ionic character (plus and minus). The anions are always group V elements whereas the cations are combinations of II-IV or III-III elements. Since A and B sites of the three polymorphs are equivalent, the order of AB (or BA) is not relevant in this case.

Beside suggesting good candidates for solar energy harvesting, the additional goal is to explore trends in materials’ properties in a class or between classes. The performed investigation is very similar to the screening scheme introduced earlier in chapter 3 and includes investigation of stability, band gaps and carrier effective masses.

Thermodynamic stability of the materials was investigated using the convex hull approach (introduced in the section 3.2). A structure is considered stable if it has energy below or within the uncertainty of the convex hull, and if not, it is expected to dissolve into competing binary or standard phases. We found 32 out of 33 compounds to be thermodynamically stable, the only exception being CdSiN$_2$ (Figure 4 in the paper). The importance of including the uncertainty is seen in the example of ZnSnN$_2$, experimentally synthesized compound which without accounting for the uncertainty would be considered unstable (Figure 4 in the paper).

The band gaps were evaluated using two exchange correlation functionals: GLLB-SC and TB09, both introduced in chapter 2. The trend of decreasing band gaps, as X is moving from N to Sb in the group, is a direct consequence of the domination of X-p states in the valence band maximum. The X-p levels move up in energy as the element electronegativity decreases (N to Sb), which reduces the band gap. The same trend is observed for both binary and ternary compounds (figures 3 and 5 in the paper, respectively) with an exception on tin containing compounds. The exception was further investigated by analyzing the band structures and projected densities of states (pDOS). The anomaly in the conduction band minima, was found in phosphorous containing compounds, where an absence of Zn-s state is likely to be responsible for moving the conduction band higher in energy. More detailed discussion can be found in Results and Discussion section of the paper.

The selection of candidates for solar cell or tandem device materials was based
on the following criteria: i) must be thermodynamically (below the convex hull) and phase stable (have the lowest total energy or within the uncertainty to the most stable phase), ii) must have a band gap between 0.5 and 1.5 eV (small band gap material, SBG) or between 1.5 and 2.1 eV (large band gap material, LBG), and iii) carrier effective masses must be less than 0.7 electron mass units ($m_e$). Compounds containing toxic elements cadmium or arsenic were never considered as candidates and were only included to observe trends in the group of materials.

Finally, six SBG materials and eight LBG materials were found as promising candidates as photovoltaic absorbers. The search resulted in some already explored materials, for example ZnSnN$_2$ has been successfully synthesized in KT phase and proposed as a PV absorber. The search showed that other two phases of ZnSnN$_2$ should also be considered. ZnSnP$_2$, on the other hand, was found to cover a broader range of band gaps with its three phases: the ST phase is a SBG candidate whereas the other two are LBG materials.

It is important to explore different, energetically close, polymorphs of the same material since presence of metallic phases is fatal for the light absorption. At the same time, if other polymorphs have interesting electronic properties, different synthesis techniques could be used to obtain desired polymorphs. Energetically close polymorphs and clear trends in electronic properties observed for the materials investigated in this work can be used to further expand materials within the class.

All the data, including crystal structure, band gaps and band structure, effective masses, and stability is provided in an interactive database available through Computational Materials Repository (CMR)[87].

**Table 4.1:** List of suggested PV candidates and SBG candidates for a tandem device. The experimental values of the band gaps are taken from ref.[76] unless stated otherwise.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Structure</th>
<th>$E_{\text{GLLB-SC}}^g$</th>
<th>$E_{\text{B09}}^g$</th>
<th>$E_{\text{Exp.}}^g$</th>
<th>$m^*_h$</th>
<th>$m^*_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnSiSb$_2$</td>
<td>KT</td>
<td>0.78</td>
<td>1.06</td>
<td>-</td>
<td>-0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>ZnSiSb$_2$</td>
<td>CP</td>
<td>1.15</td>
<td>1.10</td>
<td>-</td>
<td>-0.28</td>
<td>0.12</td>
</tr>
<tr>
<td>ZnSnN$_2$</td>
<td>KT</td>
<td>0.97</td>
<td>1.30</td>
<td>1.1[88]</td>
<td>-0.06</td>
<td>0.10</td>
</tr>
<tr>
<td>ZnSnN$_2$</td>
<td>CP</td>
<td>0.79</td>
<td>1.15</td>
<td>-</td>
<td>-0.14</td>
<td>0.08</td>
</tr>
<tr>
<td>ZnSnN$_2$</td>
<td>ST</td>
<td>0.94</td>
<td>1.25</td>
<td>-</td>
<td>-0.14</td>
<td>0.10</td>
</tr>
<tr>
<td>ZnSnP$_2$</td>
<td>ST</td>
<td>1.39</td>
<td>1.35</td>
<td>-</td>
<td>-0.10</td>
<td>0.13</td>
</tr>
</tbody>
</table>
Summary of the results

Table 4.2: List of suggested LBG candidates for a tandem device. The experimental values of the band gaps are taken from ref.[76] unless stated otherwise.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Structure</th>
<th>$E_{g}^{\text{LLB-SC}}$</th>
<th>$E_{g}^{\text{BO9}}$</th>
<th>$E_{g}^{\text{Exp.}}$</th>
<th>$m^{*}_{h}$</th>
<th>$m^{*}_{e}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GaInN$_2$</td>
<td>KT</td>
<td>1.50</td>
<td>1.84</td>
<td>-</td>
<td>-0.13</td>
<td>0.12</td>
</tr>
<tr>
<td>GaInN$_2$</td>
<td>CP</td>
<td>1.22</td>
<td>1.62</td>
<td>-</td>
<td>-0.11</td>
<td>0.10</td>
</tr>
<tr>
<td>GaInP$_2$</td>
<td>KT</td>
<td>2.16</td>
<td>2.08</td>
<td>-</td>
<td>-0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>GaInP$_2$</td>
<td>CP</td>
<td>2.06</td>
<td>2.16</td>
<td>1.83[89]</td>
<td>-0.10</td>
<td>0.11</td>
</tr>
<tr>
<td>ZnGeP$_2$</td>
<td>KT</td>
<td>1.73</td>
<td>1.65</td>
<td>-</td>
<td>-0.11</td>
<td>0.20</td>
</tr>
<tr>
<td>ZnSiP$_2$</td>
<td>CP</td>
<td>2.20</td>
<td>1.93</td>
<td>2, 2.1[90]</td>
<td>-0.39</td>
<td>0.32</td>
</tr>
<tr>
<td>ZnSnP$_2$</td>
<td>KT</td>
<td>1.67</td>
<td>1.61</td>
<td>-</td>
<td>-0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>ZnSnP$_2$</td>
<td>CP</td>
<td>1.69</td>
<td>1.75</td>
<td>1.66</td>
<td>-0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

4.3 Paper III: Sulfide Perovskites for Solar Energy Conversion Applications: Computational Screening and Synthesis of the Selected Compound LaYS$_3$

Clean fuel production, like solar energy driven water splitting which produces hydrogen is one of the most promising routes toward replacement of fossil fuels with fuels from renewable sources. Unfortunately, current devices are in the development stage and are still coping with problems like efficiency, long time stability and price to be ready for large scale deployment. The suggested device design where instead of absorbing a single photon, one absorbs two, achieving a higher voltage, efficiency can be increased more than three times. Such a design uses who semiconductors in series where the first, large band gap (LBG) semiconductor absorbs higher energy photons and the second, small band gap (SBG) semiconductor absorbs the ones of lower energy. The device is called a tandem device since the two semiconductors work in a tandem. However, their large scale application was held back by the lack of appropriate LBG semiconductors.

Several recent studies showed that some of the ternary sulfides of ABS$_3$ stoichiometry posses appropriate band gaps and exhibit good absorption properties. Some of the materials are BaZrS$_3$, SrZrS$_3$[91, 92] CuTaS$_3$[93], CaZrS$_3$ and SrTiS$_3$[92].

In this work we perform a systematic investigation of a whole class of materials with ABS$_3$ stoichiometry, where A and B are 53 metal cations, yielding to 2809 different combinations. The valence rule, introduced in chapter 3, can be applied here since we are only interested in semiconducting materials and therefore the sum of valence numbers of the constituent elements should be zero. Choosing only A-B combinations that obey the rule reduces the number of combinations to 705.

The selected ABS$_3$ combinations were initially investigated in a five atom cubic
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Figure 4.3: Illustration of the screening funnel adopting design criteria used in this work. At each stage, a new criteria is introduced and all materials not satisfying it are removed from further consideration. Figure from paper III.

perovskite and five atom distorted perovskite structure. In the cubic structure, only 15 combinations had non-zero band gap, while in distorted cubic the same was a case for 129 combinations. The combinations found to be metallic in a distorted cubic structure were removed from further investigation. The remaining, semiconducting, compounds were then subject to an extensive screening study based on design criteria discussed in chapter 3. The illustration of design criteria using the funnel analogy is shown in figure 4.4.

Having a reduced number of combinations, the first step is finding the global minimum energy structure. To cope with this nontrivial problem, six most frequent structures of the ABS₃ stoichiometry found in the ICSD were selected as structure prototypes: hexagonal P6₃/mmc structure of BaNiO₃, orthorhombic Pna2₁ of YScS₃, two orthorhombic Pnma structures, GdFeO₃ and NH₄CdCl₃/Sn₂S₂, monoclinic C12/m1 structure of FePS₃ and monoclinic P1c1 structure of PbPS₃. The crystal structure of these prototypes was used as templates where atoms occupying cation sites were replaced by corresponding A’s and B’s from the selected combinations.
Total energies obtained after structural relaxation of all the structures in all six prototypes are used to find the most stable structure. Using the mBEEF[48] exchange-correlation functional allows estimating uncertainties in the calculated DFT energies. All the energy differences and uncertainties are calculated with respect to the lowest energy structure in the set of ABS$_3$ and BAS$_3$ structures. The convex hull approach (introduced in chapter 3.2.2) was used to calculate stability toward segregation into other known structures or standard states. The pool of reference structures was built using binary and ternary compounds from the OQMD[70] database and the standard states. The stability of different phases is determined using the following criteria: 1) the energy of the structure is lower than the energy of the convex hull (uncertainties included), and 2) the structure is the lowest energy structure or is within 25 meV from the lowest energy structure (both ABS$_3$ and BAS$_3$ compounds are included). Given the criteria 2, one includes the room temperature effects since some structures (perovskites) are known to undergo phase transitions at low temperature. If there is more than one structure satisfying the above criteria (1 and 2), it is unclear whether the lowest energy structure is stable or meta-stable. One could, in principle, experimentally obtain a desired phase by choosing appropriate synthesis conditions. Figure 4 in the paper shows three distinctive cases which may occur when applying the above stability criteria.

Some of the compounds ruled stable have already been synthesized and are reported in the ICSD[62] database. We found agreement between calculated and predicted stable prototypes in almost all the cases. Four compounds, however, appear in new structures, which were not part of the screening: LaYS$_3$, AgTaS$_3$, BiInS$_3$ and CuTaS$_3$. All the compounds were calculated in corresponding structures, resulting in low energies so we keep them in the study.

Following down the screening funnel (figure 4.4), only stable (or meta-stable) compounds were further investigated. We access electronic properties by calculating band gaps, and later carrier effective masses of materials. The target values for band gaps are 0.5-1.5 for SBG semiconductors (solar cell absorbers) and 1.5-2.5 for LBG semiconductors (LBG component in the tandem device). The calculations were performed using the GLLB-SC exchange-correlation functional[33, 34]. The selection resulted in 90 structures which were further investigated in the study. Carrier effective masses were calculated using the scheme introduced in section 3.3.1. Since high carrier mobility is directly associated with low effective masses, we restrict selection by keeping only materials with both carrier effective masses lower than one electron mass ($m_e$). This further reduced number of materials to 42 candidates.

Finally, the sensitivity of materials to point defects was investigated using supercells for three types of neutral vacancies. The investigation was performed by visually comparing band structures of pristine and super-cell structure for all the candidate materials. Mid-gap states formed due to point defects are unfavorable since they can act as recombination centers and largely reduce material’s performance. 27 out of 42 materials form mid-gap states and the cause is always sulfur vacancy. The remaining 15 materials were found defect tolerant, and since they satisfied all the introduced criteria, these materials are our final candidates for good solar cell or tandem device.
absorbers.

Identifying properties of different stable phases of a compound is useful once the material is being synthesized. If for a given compound one finds several structures at low energies, there is a chance that synthesis will lead to a sample made out of more than one phase (a small ratio or traces of other phases may be found). In that case, it is beneficial if all the phases have band gaps in relevant range, since existence of, for example metallic phase can lead to recombination losses. Compounds where all the stable phases have band gaps in range for solar light absorption are reported in bold in table 4.3 and in figure 5 in the paper.

Finally, a perspective candidate, LaYS\textsubscript{3}, which is a direct band gap material was synthesized in thin-film form by our collaborators. The comparison between experimental x-ray diffraction (XRD) pattern of synthesized film and the simulated XRD pattern was used to identify the CeTmS\textsubscript{3} phase of the compound. Besides the agreement in structure, a good match between calculated (1.79 eV) and experimental (2.00 eV) band gaps was also found.

Despite the fact that several properties were not fully investigated in the screening (for example scattering from photons and electrons or the full absorption spectra) the study yielded prospective candidates for solar cell absorbers and LBG absorbers in tandem devices. One of the candidates was successfully synthesized and an agreement between calculations and experiment was obtained for the structure and the band gap. This confirmed the theoretical prediction that LaYS\textsubscript{3} could be a good LBG absorber in a tandem water splitting device.

**Table 4.3:** List of selected candidates based on stability, band gaps, carrier effective masses, and defect tolerance. Compounds where all low-energy structures exhibit band gaps in the range of solar light absorption are indicated in bold. Table reprinted from paper III.

<table>
<thead>
<tr>
<th>formula</th>
<th>(E_{g}^{\text{LLLB-SC}})</th>
<th>(E_{g\text{direct}}^{\text{LLLB-SC}})</th>
<th>(m^{*}), (h)</th>
<th>(m^{*}), (e)</th>
<th>prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ba-Hf</td>
<td>1.31</td>
<td>1.31</td>
<td>-0.347</td>
<td>0.943</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Ba-Zr</td>
<td>2.25</td>
<td>2.25</td>
<td>-0.749</td>
<td>0.426</td>
<td>GdFeO\textsubscript{3}</td>
</tr>
<tr>
<td>Bi-Tl</td>
<td>1.36</td>
<td>1.98</td>
<td>-0.636</td>
<td>0.309</td>
<td>FePS\textsubscript{3}</td>
</tr>
<tr>
<td>Ca-Hf</td>
<td>0.99</td>
<td>0.99</td>
<td>-0.336</td>
<td>0.759</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Ca-Sn</td>
<td>1.58</td>
<td>1.93</td>
<td>-0.606</td>
<td>0.943</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Ca-Zr</td>
<td>1.36</td>
<td>1.36</td>
<td>-0.765</td>
<td>0.884</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Hf-Sr</td>
<td>1.12</td>
<td>1.12</td>
<td>-0.327</td>
<td>0.811</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Hf-Pb</td>
<td>1.12</td>
<td>1.63</td>
<td>-0.275</td>
<td>0.235</td>
<td>BaNiO\textsubscript{3}</td>
</tr>
<tr>
<td>La-Y</td>
<td>1.79</td>
<td>1.79</td>
<td>-0.670</td>
<td>0.490</td>
<td>CeTmS\textsubscript{3}</td>
</tr>
<tr>
<td>Li-Ta</td>
<td>1.98</td>
<td>2.00</td>
<td>-0.755</td>
<td>0.985</td>
<td>FePS\textsubscript{3}</td>
</tr>
<tr>
<td>Mg-Zr</td>
<td>2.21</td>
<td>2.32</td>
<td>-0.718</td>
<td>0.779</td>
<td>distorted</td>
</tr>
<tr>
<td>Sb-Y</td>
<td>2.03</td>
<td>2.09</td>
<td>-0.372</td>
<td>0.484</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Sr-Zr</td>
<td>1.46</td>
<td>1.46</td>
<td>-0.644</td>
<td>3.115</td>
<td>NH\textsubscript{4}CdCl\textsubscript{3}/Sn\textsubscript{2}S\textsubscript{3}</td>
</tr>
<tr>
<td>Ta-Tl</td>
<td>1.15</td>
<td>1.15</td>
<td>-0.297</td>
<td>0.241</td>
<td>distorted</td>
</tr>
<tr>
<td>Zn-Zr</td>
<td>1.91</td>
<td>1.97</td>
<td>-0.616</td>
<td>0.420</td>
<td>FePS\textsubscript{3}</td>
</tr>
</tbody>
</table>

The rapidly growing deployment of PV technology is by far dominated by silicon, whereas other semiconductors, such as GaAs and CdTe have found their application mostly on niche markets. As discussed in the Introduction, all the current PV materials come with flaws which limit their performance. PC technology, on the other hand, is even a step behind the PV because of the lack of suitable absorbers. So-called tandem devices, composed of two photoabsorbers, each conducting one half of the water splitting reaction, can split the task to two materials and obtain required efficiency. However, the lack of suitable candidates for the large band gap (LBG) absorber in the tandem is holding back the progress in PC technology.

Despite the large research effort in finding good PV and PC absorbers, a fairly small number of semiconductors were considered, when compared to the total number of semiconductors that have been synthesized. In this study, we focus on experimentally known semiconducting compounds and perform an extensive theoretical study to find potential PV and PC absorbers.

The Inorganic Crystal Structure Database (ICSD)\cite{ICSD} has a collection of over 180 000 inorganic compounds. However, the database contains a large number of duplicates and entries with incomplete information. The Open Quantum Materials Database (OQMD)\cite{OQMD} is a computational database which has a selection of unique entries originating from the ICSD. The geometries have been already relaxed using the DFT and several properties have been calculated at the PBE level. This makes it very convenient to use the OQMD entries originating from the ICSD as a initial set for screening. The materials containing toxic or non-abundant elements, as well as the ones containing elements with high Herfindahl-Hirschman index (HHI), are not
Figure 4.5: Illustration of the step-wise procedure, reprinted form paper IV. Top to bottom: i) Selecting materials with the GLLB-SC calculated band gaps between 0.5 and 2.5 eV. The plot shows the GLLB-SC band gaps versus the PBE band gaps. The blue and green striped areas show the HBG and LBG regions, respectively. ii) Selection of the materials with the carrier effective masses less than one $m_e$. The histogram of the band gaps of the materials before and after applying the criterion for the effective mass. iii) Selection of the defect tolerant materials: when no mid gap states in the band structure arise as a result of presence of point defects in the crystal, the material is defect tolerant. Number of candidates in each step is written on the arrows.
to be considered (as motivated in section 3.2.1)

The PBE exchange-correlation (xc) functional severely underestimates the band gaps, but usually predicts correctly whether the material is a metal or a semiconductor. Therefore, one can almost certainly discard all the materials with zero PBE band gap. In addition, we set the upper limit to 2 eV for the PBE band gaps (accounting for the underestimation). The above restrictions result in decreasing the number of interesting materials to 1630. At this stage, we perform a screening study which includes reliable band gap calculations using GLLB-SC xc functional, calculations of carrier effective masses and investigate whether the material is tolerant to the introduction of point defects. The selection process was done using the previously introduced funnel scheme (section 3.2) where in each stage a criteria is introduced and if the obtained values do not satisfy the requirement, the material is no longer considered. This step-wise investigations allows to investigate properties which would normally require unreasonable amount of computer resources, but the reduced number of compounds at each stage makes it feasible.

The first criteria is the band gap in the visible range. Even though GLLB-SC, comparing to PBE, significantly improves band gap prediction, it can still deviate 0.3-0.5 eV from experimental values. To account for it, the range for the band gap for a PV material is set between 0.5 to 1.5 eV, and 1.5 and 2.5 eV for PC material. Carrier effective masses are required to be lower than 1 standard electron mass ($m_e$). Presence of point defects in materials may introduce new electronic states in the band gap. Such states can act as recombination centers and harm materials performance. We distinguish two types of materials, based on the type of the new electronic states introduced by the defects: 1) defect tolerant: new electronic states are close to the band edge and play no major role in materials’ performance, and 2) defect sensitive: new electronic states are in the middle of the gap and are a potentially terminal for materials performance. The defect tolerance is investigated using the procedure described in section 3.3.2.

Figure 4.5 shows an illustration of step-wise procedure used in this work: introduction of band gap criteria reduces the number of materials to 518, and only 222 of those have low carrier effective masses. In the last stage, materials were investigated for their tolerance to the point defects and the search yielded 74 defect tolerant materials. These 74 materials have satisfied all the introduced criteria in the screening, making it a set of final candidates for PV and PC absorbers. The full list of materials, together with calculated band gaps, carrier effective masses and, if available experimental band gaps, can be found in the table 1 in the manuscript.

A relatively small number of candidates allowed us to investigate few other details for each material. One of the issues is the stability: even though all the materials considered were synthesized, some of them require special conditions, like a high pressure, and may not be stable under ambient conditions. Another thing is phase stability of different polymorphs: there could exist another phase of the compound which is more stable. An example is CsSnI$_3$, a perovskite structure which appears in our list in orthorhombic 'black' and tetragonal phases, but the most stable structure is the orthorhombic 'yellow' phase with the band gap outside of our range (too high).
The search results in several materials which have already been considered for different applications: to name a few, Cs$_3$Sb was investigated as a photocatode, Cu$_2$S as a PV absorber and Cu$_2$O as both PV and PC absorber. The chalcogenide perovskite, BaZrS$_3$, which was also part of the study in Paper III, was found as a promising candidate in this work as well.

One may notice that some already known PV and PC materials do not appear on the list. We investigated properties required by the descriptors for a small set of known PV and PC materials, Si, GaAs, CdTe, CdSe, GaP, CuInSe$_2$ and BiVO$_4$, and discussed why they fail to pass our screening study. Firstly, As, Cd, Te and Bi are not on the list of allowed elements due to toxicity or low abundance (see figure 1 in the manuscript). Calculated band gap values are in a reasonable agreement with the experimental ones, with the exception of GaP, where calculated band gap is slightly overestimated, and BiVO$_4$, where the 1 eV difference between calculated and experimental band gaps can be assigned to the thermal effects. Lastly, defect sensitivity removes the remaining candidates, including silicon, which is known to require very high purity in order to perform well.

This exhaustive screening study begins with synthesized materials reported in the ICSD database and after investigating several properties including band gaps and effective masses, results in 74 candidates for PV and PC application. All the candidates are composed of non-toxic, abundant materials with low HHI index, which is directly connected to the final cost of material. A further experimental and more sophisticated theoretical evaluation is required to make sure that a candidate would work optimally in a device.

4.5 Paper V: Trigonal Selenium as Large Band Gap Material in Tandem Photoelectrochemical Devices

Despite selenium being one of the oldest known semiconductors, it has not been used for large scale deployment, like for example silicon. Rapid development of silicon as a solar energy absorber may have postponed the research on selenium, but mainly the cause for it was the low obtained efficiency (5%) comparing to the one of the silicon. The recently obtained 6.5% conversion efficiency is the record for selenium[94]. However, the recent advances in photoelectrochemical (PC) community suggested a tandem device composed of a small and large band gap semiconductors which work in a tandem. Selenium, with its 1.85 eV[76] band gap is an interesting candidate for the large band gap (LBG) absorber.

In this work we explore properties of trigonal selenium and its suitability to serve as a LBG absorber in a tandem device. Some of the previously introduced descriptors (see section 3.2), band gaps, effective masses and defect tolerance are also used in this work.

The crystal structure of selenium is a hexagonal lattice in which the atoms are arranged in spiral rods. The rods are oriented along the c axis of the cell. Such a
geometry suggests weak bonding between individual chains. However, our work shows the presence of covalent like bonding between the rods. The same was previously reported by Joannopoulos et al.[95]. In addition we explore the connection between the geometry and the opto-electronic properties.

We report calculated band gap values obtained with Density Functional Theory (DFT) and quasi particle $G_0W_0$ approximation. The DFT results in 1.71 eV (1.93 eV direct) and 1.86 eV (2.28 eV direct) using GLLB-SC[34] and HSE06[43] functionals, respectively. Calculated $G_0W_0$ quasi-particle band gap is slightly lower, 1.71 eV (1.98 eV direct). Obtained carrier effective masses are sufficiently low (0.166 $m_e$ for holes and 0.123 $m_e$ for electrons; $m_e$ is the standard electron mass) suggesting high mobilities of both electrons and holes.

Optical properties are another indication of the type of bonding among neighboring rods. The electronic band structure shows larger dispersion in directions parallel to the rods. The absorption spectrum was obtained using the Random Phase Approximation (RPA) and solving the Bethe-Salpeter equation (BSE). The obtained spectra shows roughly three times stronger absorption in direction parallel to the rods. This goes hand by hand with the observations from the band structure and more in depth analysis suggests that the lowest transitions correspond to transitions within a rod. However, the transitions perpendicular to the rods are not negligible and suggest that selenium behaves more like a quasi-1D bulk semiconductor than a one dimensional material.

In addition, material’s sensitivity toward introduction of point defects was investigated using the procedure described in section 3.3.2. Except the selenium vacancy, we also investigated tellurium and oxygen antisite. Our study shows that both selenium vacancy and oxygen antisite introduce mid gap states, whereas tellurium antisite is harmless with no new states in the band gap.

Finally, based on the appropriate band gap and low effective masses, selenium is a good candidate for a LBG PC absorber. Issues may arise due to mid gap states introduced by selenium vacancy or oxygen antisite, and therefore additional defect investigation is necessary.

This work is a collaboration between us and an experimental group at DTU Physics. The results presented here are only the theoretical part of the project.
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ABSTRACT: Localized electronic states formed inside the band gap of a semiconductor due to crystal defects can be detrimental to the material’s optoelectronic properties. Semiconductors with a lower tendency to form defect induced deep gap states are termed defect-tolerant. Here we provide a systematic first-principles investigation of defect tolerance in 29 monolayer transition metal dichalcogenides (TMDs) of interest for nanoscale optoelectronics. We find that the TMDs based on group VI and X metals form deep gap states upon creation of a chalcogen (S, Se, Te) vacancy, while the TMDs based on group IV metals form only shallow defect levels and are thus predicted to be defect-tolerant. Interestingly, all the defect sensitive TMDs have valence and conduction bands with a very similar orbital composition. This indicates a bonding/antibonding nature of the gap, which in turn suggests that dangling bonds will fall inside the gap. These ideas are made quantitative by introducing a descriptor that measures the degree of similarity of the conduction and valence band manifolds. Finally, the study is generalized to nonpolar nanoribbons of the TMDs where we find that only the defect sensitive materials form edge states within the band gap.
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S

ingle layers of semiconducting transition metal dichalcogenides (TMDs) are presently attracting much attention due to their unique optoelectronic properties which include direct—indirect band gap transitions,1−4 valley selective spin−orbit interactions,5,6 high charge carrier mobilities,7−9 and strong light−matter interactions arising from large oscillator strengths and tightly bound excitons.10,11 Another attractive feature of the two-dimensional (2D) materials is the fact that their electronic properties can be readily tuned, e.g., by applying strain,12 electrostatic gating,13,14 or by van der Waals heterostructure engineering.15−17 In parallel with this development new 2D materials are continuously being discovered. For example, monolayers and multilayers of MoTe2, NbSe2, NiTe2, TaS2, TaSe2, TiS2, WS2, WSe2, and ZrS2 have recently been synthesized or isolated by exfoliation.18−21

One of the main performance limiting factors of optoelectronics devices such as photo detectors, light-emitting diodes, solar cells, and field effect transistors is the presence of crystal defects in the active semiconductor material. Such defects can act as local scattering centers which reduce the mobility of charge carriers and enhance the nonradiative recombination of photoexcited electron−hole pairs. The effectiveness of a defect to scatter charge carriers, trap excitons, and induce recombination between electrons and holes depends crucially on the way the defect modifies the electronic structure around the band edges; in particular whether or not, it introduces localized states inside the band gap (deep gap states). On the other hand, defect states lying close, i.e., on the order of kBT, to the conduction or valence band edges (shallow defect states) might enhance the charge carrier concentration and thereby the conductivity.16 Depending on the extent of localization of a defect state it might affect the mobility as well. The materials where defects introduce deep gap states are termed defect-sensitive, while the materials where no or only shallow levels appear are called defect-tolerant.

There have been several experimental20,21 and theoretical22 studies of defects and their influence on the electronic properties of few-layer MoS2—the most well-studied of the TMDs. These studies indicate that S vacancies are the most common type of defects and that they lead to the formation of localized states inside the band gap. The sulfur vacancies are believed to be the main reason for the low mobility observed in back gated field effect transistors based on chemical vapor deposition (CVD) grown MoS2 which is usually 1−2 orders of magnitude lower than the theoretical limit set by phonon scattering.7,8 In contrast, mobilities very close to the theoretical limit were recently measured in van der Waals heterostructure devices where a high-quality mechanically exfoliated MoS2
monolayer was encapsulated into hexagonal boron nitride and contacted by graphene electrodes.\(^9\) Defect-induced deep gap states are also responsible for the ultrafast nonradiative recombination of photoexcited excitons in MoS\(_2\) which limits the quantum efficiency of CVD grown TMDs to <0.01.\(^{23-25}\) Indeed, it was recently demonstrated that chemical passivation of the dangling bonds around the S vacancies in MoS\(_2\) increases the photoluminescence quantum efficiency to almost unity.\(^{26,27}\) However, defects and impurity doping can also be used constructively. For example, p-type conductivity in MoS\(_2\), which is otherwise naturally n-doped, has been recently explored via niobium doping which introduces shallow acceptor levels near the valence band edge.\(^{28,29}\) Defect states in monolayer WSe\(_2\)\(^{30}\) and hBN\(^{31}\) have recently been shown to act as single photon emitters with exciting opportunities for quantum technology. Engineering of the chemical activity of monolayer MoS\(_2\) for the hydrogen evolution reaction was recently demonstrated via tuning the concentration of sulfur vacancies.\(^{32}\)

In this Letter, we systematically explore the tolerance of monolayer TMDs to chalcogen vacancies. Using ab initio methods we calculate band structures of 29 monolayer semiconducting TMDs with and without chalcogen vacancies. The compounds have been selected from a 2D materials database which contains different electronic properties calculated from first-principles DFT and GW methods.\(^{33,34}\) The correlation between the tendency of TMDs to form deep gap states and the orbital character of the valence and conduction band is established via a simple descriptor, the normalized orbital overlap (NOO), which is calculated from the projected density of states of the pristine system. We find that deep gap states are introduced for all the TMDs based on group VI and group X metals whose valence and conduction bands have similar orbital character (NOO close to 1) while no states or only shallow states are introduced for the other materials which have different orbital composition of their conduction and valence bands (NOO significantly less than 1). Additionally, we explore nanoribbons of all the TMDs and find that cleaving of the monolayer along a nonpolar direction of the defect tolerant TMDs induces only shallow states in the band gap as opposed to the nanoribbons of defect sensitive TMDs which all have metallic edge states.

All density functional theory (DFT) calculations were performed with the GPAW electronic structure code.\(^{35}\) The wave functions are expanded on a real space grid with a grid spacing of 0.18 Å, and we use the PBE exchange-correlation (xc)-functional.\(^{36}\) All of the pristine structures have been relaxed until the forces on each atom were below 0.05 eV/Å. Structures with chalcogen vacancies were modeled using a 3 × 3 supercell; see Figure 1.

In this work we base our analysis of defect states on the PBE single-particle band structures. This may seem as a drastic oversimplification as the PBE is known to underestimate the band gap of semiconductors, and its description of localized states is also problematic due to self-interaction errors which tend to push occupied levels up in energy. However, due to the large number of systems investigated here, and because we are interested in the qualitative features of the band structure, i.e., whether or not the vacancies introduce localized states in the gap, rather than the absolute energies of band edges and gap states, we rely on the PBE band structures in the present work. As discussed below we find that the PBE results are qualitatively fully consistent with the more rigorous Slater–Janak theory.

The standard way to analyze defect energy levels in semiconductors is based on total energy calculations for supercells containing the defect in different charge states. This procedure is, however, not straightforward. For example, it does not overcome the PBE band gap problem, and thus the correct band edge positions must be inferred from experiments or more accurate calculations such as the GW method.\(^{37}\) Moreover, the slow convergence of the total energy of a charged supercell with the cell size implies that some kind of energy correction scheme must be applied to achieve meaningful numbers, and there is no unique solution to this problem.\(^{38-40}\) Alternatively, Slater–Janak (SJ) transition state theory may be used to obtain the defect levels without the need to compare total energies of differently charged systems.\(^{41-43}\) The SJ method exploits that the Kohn–Sham eigenvalues are related to the derivative of the total energy \(E\) with respect to the occupation number \(\eta_i\) of the respective orbital,

\[
\frac{\partial E[N]}{\partial \eta_i} = \epsilon_i \tag{1}
\]

Assuming that the eigenvalue for the highest occupied state \(\epsilon_{F\uparrow}\) varies linearly with the occupation number (this is in fact a very good approximation), the electron affinity level can be obtained as

\[
E_{N+1}^\downarrow - E_N^\downarrow = \int_0^{1} \epsilon_{\downarrow}(\eta) \, d\eta = \epsilon_{F\downarrow}(\frac{1}{2}) - \epsilon_{F\uparrow}(\frac{1}{2}) \tag{2}
\]

Thus, one obtains the electron affinity level (ionization potential) as the highest unoccupied (lowest occupied) single-particle eigenvalue of the system with 0.5 electron added to (removed from) the supercell. The SJ model has previously been shown to predict semiconductor defect levels...
in good agreement with the results obtained from more elaborate total energy difference schemes.\textsuperscript{46}

For all 29 TMDs, we have applied the SJ method to compute the ionization potential and electron affinity levels of a $3 \times 3$ supercell containing a chalcogen vacancy. For consistency the systems have been structurally relaxed with the added $\pm 0.5$ electron in the supercell. The results do not differ qualitatively from those derived from the PBE band structure of the neutral supercells. In particular, the two methods predict the same set of materials to be defect tolerant and defect sensitive, respectively. However, there are small differences between the two approaches. Taking MoS$_2$ as an example, the neutral PBE spectrum shows an occupied defect level positioned around 0.2 eV above the top of the valence band; see Figure 2a. After removal of 0.5 electron, the self-consistent PBE spectrum no longer shows this defect level (see Figure S68 in the Supporting Information). This indicates that the PBE description places the occupied defect level too high in energy which is most likely due to the PBE self-interaction error. Interestingly, PBE total energy difference calculations find the defect state below the valence band maximum in agreement with the SJ calculation.\textsuperscript{22} However, this disagreement with the neutral PBE spectrum does not affect the conclusions regarding the defect tolerance of MoS$_2$ because both PBE and SJ consistently predict the presence of unoccupied defect levels at around 0.7 eV below the conduction band minimum (see Figure 2a) which again agrees with calculations based on total energy differences.\textsuperscript{27}

We mention that PBE+U calculations were also performed for all the TMDs with U values ranging from 0 to 4 eV. However, the band gaps of the group VI and group X TMDs were found to decrease with increasing U leading to unphysical small band gaps for typical U values. Based on these findings, we do not consider PBE+U to be more accurate than PBE for the considered class of TMDs.

Figure 2a shows the PBE band structures, the total density of states (DOS), and the projected density of states (PDOS) on the chalcogen p-orbitals and metal d-orbitals of 2H-MoS$_2$ in its pristine form (left) and with an S vacancy (right). For comparison, the band structure is plotted for $3 \times 3$ supercell for the pristine as well as the defect structure. The energy levels have been aligned to the valence band maximum of the pristine monolayer. (b) Similar figure as (a) for 1T-HfS$_2$.

Figure 2b shows a similar plot as Figure 2a for 1T-HfS$_2$. In contrast to 2H-MoS$_2$, this compound largely conserves its electronic structure around the band edges, and no defect state is introduced. Additionally, the DOS plot shows that the states near the VBM are mostly dominated by the chalcogen p states.
whereas the CBM edge states mainly consist of the metal d states.

The above examples indicate that the orbital character of the valence/conduction bands are crucial for the tendency to form deep gap states. Based on the above picture the materials can be categorized in two classes; one with conduction and valence bands composed of bonding and antibonding combinations of similar orbitals, the other with valence and conduction bands composed of orbitals with distinctly different character; see Figure 3. This picture also agrees with previous works on defect tolerance in semiconductors. The correspondence between the orbital character of the bands and the defect tolerance can be understood from elementary chemical bond theory. In the case of similar orbital character of the valence and conduction bands, the former will have bonding character, and the latter will have the antibonding character. This implies that the energy of the individual orbitals should lie inside the band gap; see Figure 3b. Thus, the creation of a vacancy leaves a dangling bond state corresponding to one of the orbitals lying deep in the band gap. On the other hand, different orbital characters of the valence and conduction bands suggests that these bands are formed by orbitals lying outside the band gap, and therefore dangling bond states should not fall inside the gap. To quantify the orbital character of the electronic states in a given energy window from $E_1$ to $E_2$ we introduce the orbital fingerprint vector,

$$|\alpha\rangle = \begin{pmatrix} \rho_{\nu_1} \\ \rho_{\nu_2} \\ \vdots \\ \rho_{\nu_N} \end{pmatrix}$$

(3)

where $\zeta$ is a normalization constant, the $\nu_i$'s are ($a$, $l$) pairs where "$a$" and "$l$" denote the atom and angular momentum channel, respectively; and $\rho_{\nu_i}$ is the projected density of states onto the atomic orbital $\phi_{\nu_i}$ integrated over the energy window,

$$\rho_{\nu_i} = \sum_n \int_{E_1}^{E_2} |\langle \nu_i | \psi \rangle|^2 \delta(E - E_n) \, dE$$

(4)

Using the orbital fingerprint vector, we can define the normalized orbital overlap (NOO) between two manifolds of bands located in the energy windows $E_1^v$ to $E_2^v$ and $E_1^c$ to $E_2^c$ as

$$D = \langle \alpha | \beta \psi \rangle$$

(5)

where $\alpha$ and $\beta$ correspond to the valence and conduction band manifolds. By taking the two energy windows to lie around the

---

**Figure 3.** (a and b) Nature of the band structures near the band edges for the defect-tolerant and defect-sensitive cases, respectively. In all of the TMDs studied here, the states near the band edges primarily have contributions from the metal d states and chalcogen p states. In the defect tolerant case, the nature of the bands near the band edges are significantly different, whereas in the defect-sensitive case, they are of mixed nature. (c and d) Shallow and deep levels introduced after the creation of defects.

**Figure 4.** Plot showing the compounds (y-axis) and the corresponding $D$ values (x-axis). Red circles indicate the compounds manifesting deep defect states and the green circles indicating the compounds showing no deep defect states after the removal of a chalcogen atom. The black squares represent compounds showing states appearing deep in the band gap after cleaving the monolayer to form nanoribbons. Cr, Mo, and W dichalcogenides are group-IV; Ti, Zr, and Hf dichalcogenides are group-VI, and Ni, Pd, and Pt dichalcogenides are group-X.
VBM and CBM, respectively, we have a measure of the difference in average orbital character around the valence and conduction band edges. We note that \( D = 0 \) for materials with completely different character of the valence and conduction bands, while \( D = 1 \) for materials with identical orbital character at the valence and conduction bands.

We have computed \( D \) (with an energy window of 1 eV above/below the conduction/valence band extrema) for a set of 29 monolayer TMDs; see Figure 4. We have carried out band structure calculations like the ones shown in Figure 2 for all 29 TMDs (see Supporting Information). For all of the materials with \( D \sim 1 \) we find localized states inside the band gap. In contrast all of the materials with \( D \) significantly less than 1 do not show deep gap states. The compounds exhibiting deep defect states after the removal of a chalcogen atom are shown with red circles in the Figure 4, whereas the compounds where no deep gap states are introduced after a chalcogen atom is removed are marked with green circles. This clearly shows that the NOO between the valence and conduction band manifolds represent a reliable and quantitative descriptor for the degree of defect tolerance of the TMDs. We stress that this rule should apply to the case of vacancies, crystal distortions, or other perturbations whose effect is to distort the intrinsic bonding. On the other hand, in the case of impurity atoms, the presence of deep gap states depends also on the energy of the atomic orbitals of the impurity atom relative to the band edges.

The clear division of 29 TMDs into defect-tolerant and defect-sensitive materials can be understood from Figure 5. The splitting of the levels, the relative contribution of the chalcogen-p and metal-d, and the position of the Fermi level decides the value of the descriptor. For example, in the 1T phase the position of the Fermi level in group-4 TMDs leads to the VBM having chalcogen-p and the CBM having metal-d character hence leading to defect tolerance. On the other hand, filling up of more levels in group-10 compounds places the Fermi level in such a way that the VBM and CBM states have dominant chalcogen-p character (for example, see SI for PDOS of NiS₂) resulting in similar orbital fingerprint vectors consequently leading to defect sensitivity. A similar argument can be applied to the compounds of group-6 in the 2H structure.

Additionally, we also calculated the band structure of nanoribbons cleaved from the monolayer TMDs. As recently explained, TMD nanoribbons cleaved along a polar direction will manifest metallic edge states due to the presence of a dipole across the ribbon.\(^{31}\) However, cleaving the monolayer along a nonpolar direction can introduce edge states due to the formation of dangling bonds thus having a close resemblance to the case of a monolayer with a vacancy where the shallow/deep levels arise due to the presence of dangling bonds. Therefore, we expect that the arguments for the monolayers with vacancies will also be applicable for the edges in the nanoribbons.

Figure 6a and b show the structure of the nonpolar nanoribbons of the 2H and 1T structures, respectively, used for the analysis of the edge states. The edges of the nanoribbons are directed along the horizontal axis. In Figure 4 the nanoribbons supporting edge states (lying deep) in the band gap are shown with open squares. The figure consistently shows that only the defect sensitive TMDs form edge states deep in the band gap, whereas the defect tolerant TMDs form only shallow, or no, edge states in the band gap (see Supporting Information for the band structure). This indicates that the analysis based on the NOO descriptor is rather general and should be applicable to other system with imperfections involving dangling bonds. We are currently investigating the descriptor and possible generalizations of it for different classes of semiconductors.

In summary, we have explored the sensitivity of the band structure of 2D TMDs toward chalcogen vacancies. Our analysis shows that the tendency of the materials to form localized states within the band gap strongly depends on the similarity of the orbital character of the states near the conduction and valence band. These ideas were made quantitative by introducing a simple descriptor based on the projected density of states at the conduction and valence band edges. For a set of 29 semiconducting TMDs, we found a clear correlation between the size of this descriptor and the presence of deep gap states induced by a chalcogen vacancy or by the formation of a one-dimensional edge. The idea of identifying
defect-tolerant materials based on a quantitative descriptor measuring valence and conduction band state similarity is completely general. In particular it does not depend on the dimensionality of the material and should be useful both as a general concept and as a tool for computational prediction of defect-tolerant compounds.

**REFERENCES**

(11) Balseiro, M.; Ginley, D. S. Nat. Commun. 2015, 6, 6229−6238.
(21) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 235312.
(22) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21562.
(23) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(24) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(25) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(26) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(27) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(28) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(29) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(30) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(31) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(32) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(33) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(34) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(35) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(36) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(37) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(38) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
(39) Madievsky, S.; Sapere Aude Program, Grant No. 11-88, 21556.
5.2 Paper II: II–IV–V\textsubscript{2} and III–III–V\textsubscript{2} Polytypes as Light Absorbers for Single Junction and Tandem Photovoltaic Device
**II−IV−V₂ and III−III−V₂ Polytypes as Light Absorbers for Single Junction and Tandem Photovoltaic Devices**

Mohnish Pandey,†,‡ Korina Kuhar,†,‡ and Karsten W. Jacobsen†

†CAMD, Department of Physics, Technical University of Denmark, DK-2800 Kongens Lyngby, Denmark

*Article*  
[pubs.acs.org/JPCC](http://pubs.acs.org/JPCC)

**ABSTRACT:** Recent experiments on II−IV−V₂ type nitrides and phosphides have shown that these materials are potential candidates as photovoltaic absorbers. The materials space for such light absorbers can be expanded by elemental substitution of the different species, and thanks to the small energy difference of the polymorphs, the space can be extended by tuning the atomic structure as well. Using electronic structure calculations, we explore chalcopyrite, kesterite, and wurzite polymorphs of II−IV−V₂ and III−III−V₂ materials for light absorption especially in the visible range. Based on the thermodynamic stability, band gap, and charge carrier effective masses, we discuss the possibility for the materials containing nontoxic elements to act as PV absorbers. Additionally, the systematic mapping of the materials space provides trends in thermodynamic and electronic properties which can be exploited further to tune these properties via elemental substitution and/or alloying.

**INTRODUCTION**

The world’s heavy dependence on fossil fuels for energy production has led to the current situation with severe climate challenges. Therefore, it is of utmost importance to provide viable alternative energy resources with solar energy being one of them. Solar energy can be harnessed in different ways, for example, photovoltaics, photoelectrochemical water splitting, thermoelectrics, solar cells, etc. However, harvesting solar energy in an efficient and economical way requires identification and design of new light-absorbing materials.

Currently, photovoltaics (PV) is an active area of research to harvest solar energy. One of the biggest advantages of the PV technology is that it offers a direct route for light-to-electricity conversion. The semiconductors used in single-component PV devices and the small band gap (SBG) semiconductors of tandem devices should have a band gap of ∼1 eV for an efficient light absorption along with other desired properties like stability, low charge carrier recombination rates, high mobility of carriers, etc. On the other hand, the large band gap (LBG) component of two-photon tandem devices for water-splitting using sunlight requires a band gap of ∼2 eV in addition to the properties mentioned above. A large body of work has been carried out on ternary and quaternary semiconductors for PV because of the possibilities of element substitution, alloying, and phase engineering to tune the thermodynamic and electronic properties of these materials. Among the ternary semiconductors, ZnSnN₂ has recently gained attention due to a few promising experiments showing its visible light absorption for PV. A phosphide of a similar class, ZnSiP₂, has been demonstrated in a recent experiment as a potential candidate in a silicon tandem PV device. Additionally, it has been reported that a wide span of band gaps can be obtained in these materials by cation disordering and crystal structure modification which enhances their suitability for different PV applications.

The above studies suggest that there is a large potential in these classes of materials for PV and tandem devices thus requiring further exploration to find suitable candidates. The compounds we consider are derived by elemental substitution in ZnSnN₂, resulting in a set of compounds with the ABX₂ stoichiometry, where possible A, B, and X are A = Al, Ga, Zn, Cd; B = Ga, In, Ge, Sn, Si; and X = N, P, As, Sb. The selection of elements is shown in Figure 1. In cases where the elements at site A and site B belong to the same group, the order AB is equivalent to order BA since the sites A and B are equivalent by symmetry. The incorporation of toxic elements like cadmium and arsenic in the list above is mainly for analyzing the trend in thermodynamic or electronic properties. The compounds containing these elements are excluded from the final list of suggested PV absorbers.

The structural types are chosen using a design rule in which binary semiconductors with ionic character are used as a skeleton for constructing ternary and quaternary structures through cation substitution. Based on this design principle, we explore the kesterite (KT) and stannite (ST) phases of the orthorhombic wurzite structure and the chalcopyrite (CP) phase of the zincblende polymorph; see Figure 2. The local environments present in the chosen structures are not very different, and this results in similar thermodynamic stability of the different structures. However, their band gaps may differ noticeably thus providing a flexibility to tune the band gap range. We also investigate the stability of different compounds by comparing their formation energies with the...
energy of the convex hull calculated from competing phases. In order to get an accurate estimate of the relative energies including uncertainties, a recently developed meta generalized gradient approximation (meta-GGA) functional mBEEF is used which has been recently shown to predict heats of formation accurately. The band gaps are calculated using the semilocal GLLB-SC functional which explicitly takes the derivative discontinuity into account and the modified version of the Becke-Johnson exchange potential by Tran and Blaha. Previous works on the comparison of the GLLB-SC and TB09 with the many-body G₀W₀ show that both the functionals give good prediction of the band gaps in intermediate band gap regime, the regime we are interested in. Additionally, we calculate the band gap of the few tin, antimony, and cadmium-containing compounds with spin-orbit coupling and find that the band gap changes by less than 0.1 eV which is negligible compared to the error in the calculations we are taking into account. Therefore, it can be safely ignored without affecting the conclusions.

**RESULTS AND DISCUSSION**

As a preliminary step to reduce the number of compounds to be explored, we consider the stability of compounds with respect to the standard states of the constituent elements, i.e., standard heat of formation (ΔH). A positive value of ΔH implies thermodynamic instability and that the compound cannot be synthesized under standard conditions. This consideration rules out the antimonides of the III-V-Ⅲ-Sb type, which all have positive ΔH values. Selecting the elements as shown in Figure 1, along with the fact that the order AB is equivalent to BA in cases where the elements at site A and site B belong to the same group, results in 33 compounds in each phase with negative values of ΔH. For the purpose of comparison and understanding trends, we also calculate the band gaps of III-V compounds in the wurtzite and zincblende structures as shown in Figure 3.

Using the approach described above, we present the properties of the 33 compounds in three prototypes, KT, ST, and CP, in Figure 4 and Figure 5. In most of the cases, the three prototypes of a single compound differ in energy by 50 meV/atom or less. The uncertainties in the calculated energies are estimated by taking the structure with the minimum energy as the reference and using the mBEEF ensemble on the energy differences. For example, if KT is the minimum energy structure of a given compound, then the uncertainty of the energy difference between ST and KT, and between CP and KT, is calculated. As a general trend, the ST structure has the highest energy in most of the cases, whereas CP and KT are thermodynamically more stable and in many cases have energy differences which are within the calculated uncertainties. Furthermore, the thermodynamic stability of a compound also requires that it does not segregate into other compounds. This aspect of thermodynamic stability is explored via the commonly used convex hull approach. In this approach the energy of the convex hull is calculated using a pool of competing structures which contains the standard states of the constituent elements and relevant binary compounds. For a compound to be stable it should have an energy less than or equal to the energy of the convex hull. We calculate the energy of the convex hull along with the uncertainty for all the compounds using mBEEF and taking the competing structures and reference phases from the OQMD database.

**COMPUTATIONAL DETAILS**

The electronic structure calculations are performed with density functional theory using the projector augmented wave (PAW) description as implemented in the GPAW code. The lattice constants of the structures are calculated using the PBEsol functional which gives better results as compared to other semilocal functionals. The wave functions are expanded in a plane-wave basis with an energy cutoff of 800 eV. A k-point mesh of 7×7×7 for the KT and ST structures and 7×7×5 for the CP structure is used for the sampling of the Brillouin zone using the Monkhorst-Pack scheme. All the structures are optimized until the forces are converged to 0.05 eV/Å or below. For the calculation of the heat of formation along with the uncertainties, a recently developed meta generalized gradient approximation (meta-GGA) functional mBEEF is used which has been recently shown to predict heats of formation accurately. The band gaps are calculated using the semilocal GLLB-SC functional which explicitly takes the derivative discontinuity into account and the modified version of the Becke-Johnson exchange potential by Tran and Blaha. Previous works on the comparison of the GLLB-SC and TB09 with the many-body G₀W₀ show that both the functionals give good prediction of the band gaps in intermediate band gap regime, the regime we are interested in. Additionally, we calculate the band gap of the few tin, antimony, and cadmium-containing compounds with spin-orbit coupling and find that the band gap changes by less than 0.1 eV which is negligible compared to the error in the calculations we are taking into account. Therefore, it can be safely ignored without affecting the conclusions.

**RESULTS AND DISCUSSION**

As a preliminary step to reduce the number of compounds to be explored, we consider the stability of compounds with respect to the standard states of the constituent elements, i.e., standard heat of formation (ΔH). A positive value of ΔH implies thermodynamic instability and that the compound cannot be synthesized under standard conditions. This consideration rules out the antimonides of the III-V-Ⅲ-Sb type, which all have positive ΔH values. Selecting the elements as shown in Figure 1, along with the fact that the order AB is equivalent to BA in cases where the elements at site A and site B belong to the same group, results in 33 compounds in each phase with negative values of ΔH. For the purpose of comparison and understanding trends, we also calculate the band gaps of III-V compounds in the wurtzite and zincblende structures as shown in Figure 3.

Using the approach described above, we present the properties of the 33 compounds in three prototypes, KT, ST, and CP, in Figure 4 and Figure 5. In most of the cases, the three prototypes of a single compound differ in energy by 50 meV/atom or less. The uncertainties in the calculated energies are estimated by taking the structure with the minimum energy as the reference and using the mBEEF ensemble on the energy differences. For example, if KT is the minimum energy structure of a given compound, then the uncertainty of the energy difference between ST and KT, and between CP and KT, is calculated. As a general trend, the ST structure has the highest energy in most of the cases, whereas CP and KT are thermodynamically more stable and in many cases have energy differences which are within the calculated uncertainties. Furthermore, the thermodynamic stability of a compound also requires that it does not segregate into other compounds. This aspect of thermodynamic stability is explored via the commonly used convex hull approach. In this approach the energy of the convex hull is calculated using a pool of competing structures which contains the standard states of the constituent elements and relevant binary compounds. For a compound to be stable it should have an energy less than or equal to the energy of the convex hull. We calculate the energy of the convex hull along with the uncertainty for all the compounds using mBEEF and taking the competing structures and reference phases from the OQMD database.
The energies of the 33 compounds in the three structures with respect to the convex hull are shown in Figure 4. It can be noted that the uncertainty of the convex hull is generally considerably larger than for the KT/ST/CP structures. This is because the hull includes structures which are more different than the KT/ST/CP structures, and the energy differences are therefore more difficult to predict. The figure clearly shows that all the compounds except CdSiN$_2$ have the energy below the convex hull or within the uncertainty of the same. Therefore, we predict that all the compounds except CdSiN$_2$ are potentially stable. We note that the experimentally observed ZnSnN$_2$ is close to instability in this approach.

The calculated band gap values of all the compounds in the three phases together with the reported experimental values for some of the CP structures$^{34}$ are shown in Figure 5. The obtained band gap values for the 33 structures in all the prototypes span a range of $\sim 0 \text{−} 5$ eV. Despite the large variation in the band gap of different compounds, some general trends in the variation can be observed. First, compounds in ST structures appear to have slightly lower band gaps compared to their KT and CP polymorphs with the latter two often having almost the same band gaps. Second, an almost monotonic decrease of the band gap as X goes from N to Sb is observed. The orbital character of the valence band explains this trend. Figure 6 shows the band structure of ZnSnN$_2$, ZnSnP$_2$, ZnSnAs$_2$, and ZnSnSb$_2$. The projected density of states (PDOS) for all the compounds mentioned above shows that the states near the valence band minimum (VBM) are dominated by the p-states of N, P, As, or Sb. Therefore, as the electronegativity of the elements decreases, the p-levels move up in energy which eventually lifts the valence band; therefore, the band gap decreases. In the present case, the electronegativity decreases in moving down the column from N to Sb, and therefore, the band gap also decreases in that order. The correlation between the electronegativity and band gap has also been established previously for a set of binary compounds which is also shown in Figure 3.$^{35}$

Figure 3. Calculated band gaps using the GLLB-SC functional (filled markers) and TB09 (hollow markers). The figure shows a general trend that the band gap decreases in moving down the column from N to Sb. The good agreement of the calculated band gaps with the band gaps reported in experiments justifies the employment of GLLB-SC and TB09 functional to calculate the band gap of the ternary compounds for potential PV candidates. The experimental values of the band gap shown in the plot correspond to the zincblende structure except in the cases for AlN, GaN, and InN where the values are for the wurtzite case.

The energies of the 33 compounds in the three structures with respect to the convex hull are shown in Figure 4. It can be noted that the uncertainty of the convex hull is generally
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Figure 4. MBEEF total energies and corresponding uncertainties. The energy of the convex hull is represented with $\times$ and the uncertainty $\Delta E$. The energy of the most stable phase of the different compounds is taken as the zero of the energy. The figure shows that all the compounds except CdSiN$_2$ lie below or close to the convex hull when the uncertainties are taken into account. This implies an unlikely dissociation of the compounds to the competing phases, and they can therefore be regarded as metastable. The large uncertainties in the convex hull arise from the fact that the chemical environments of the species involved in creating the hull are significantly different from the bulk solids KT/ST/CP.
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However, the trend described above shows anomalous behavior in going from N to P for the tin-containing compounds. In order to find a possible explanation for this behavior, we analyze the band structure and PDOS of ZnSn(N, P, As, Sb)$_2$ class. The CBM of these compounds has a special characteristic of having a highly dispersive isolated band significantly separated from the other bands in the conduction band manifold. The band mainly contains Sn-s, (N, As, Sb)-p states, and Zn-s states, although it is bit difficult to see in the case of ZnSnSb$_2$ because of the diminishing band gap. As opposed to the compounds in the ZnSn(N, As, Sb)$_2$ class, ZnSnP$_2$ (or CdSnP$_2$) shows significantly different behavior. First, it lacks the isolated dispersive band in the conduction band as compared to the other compounds in ZnSn(N, As, Sb)$_2$ class. Second, the states near the CBM have negligible contribution from the Zn-s states. The absence of Zn-s states is responsible for pushing up of the conduction band which leads to anomalous behavior of the phosphides compared to the group containing N, As, and Sb.

In order to consider a semiconductor as a potential PV absorber or to act as a SBG material in a tandem device, we take a broad window of 0.5–1.5 eV for the band gap. Similarly, a window of 1.5–2.1 eV is chosen for the LBG material in a tandem device. The decision to use such a wide range was made because the materials used as an inspiration, ZnSnN$_2$ and ZnSnP$_2$, have gaps of ~1.5 and ~2.0, respectively, but on the other hand, the calculated values may deviate from the experimental values by ~0.5 even with accurate functionals. To test the accuracy of the predictions of two functionals used for the band gap calculations, GLLB-SC and TB09, we also include the experimental data of the systems reported in ref 34 if available. In the region of low gaps, TB09 gives higher values, often matching very well with the experimental band gaps, while in the case of the large gaps (3.5 eV or more) TB09 values are lower than GLLB-SC. Unfortunately, lack of experimental data in that region prevents us from concluding which functional gives better estimation. However, in the band gap region of our interest both the functionals give similar values which are also close to the experimental values in most of the cases. There are 60 materials (26 different ABX$_2$ combinations in one or more prototypes) which have the band gap in the range of 0.5–2.1 eV (green region in Figure 5).

Based on the size of the band gap, these compounds represent a preliminary set of possible PV absorbers. The list of 60 light absorbers highlighted above is based only on the size of the band gap which is not the only criterion a semiconductor has to meet in order to act as a good PV/SBG material. One additional criterion which can be easily accessed is the charge carrier effective mass. Low effective mass enhances the charge carrier mobility which is essential for low recombination losses. Calculated carrier effective masses are shown in Figure 7 where hole masses are the ones with a minus sign and electron masses with a plus sign. The masses are calculated by fitting a parabola along a high-symmetry direction in the Brillouin zone. The threshold for both carrier effective masses being lighter than 0.7 electron mass units ($m_e$) is chosen as a criteria for a suitable PV materials, shown in green in Figure 7. The cases in which there are valleys with different effective masses, we select the lowest of all the absolute value of the masses. The figure clearly shows that the majority of the calculated effective masses are lower than 0.7 $m_e$ with the exceptions of mostly hole masses of the ST structures.
Taking into account the stability, band gaps, effective masses, and toxicity, we can further narrow down the list of possible PV/SBG and LBG candidates. For example, ZnSnSb$_2$ in different phases is ruled out because of instability with respect to the convex hull. On the other hand, heavy electron mass rules out the CP phase of ZnGeP$_2$. Considering the analysis above and removing the compounds containing Cd and As due to toxicity, 14 materials (7 different ABX$_2$ combinations in 1 or more prototypes) seem to be promising PV/SBG and LBG absorbers. The list of the PV/SBG and LBG candidates is provided in Table 1 and Table 2, respectively.

Among the candidates in Table 1 and Table 2 only ZnSiSb$_2$ (KT) and ZnGeP$_2$ (KT) have indirect band gaps whereas the other candidates are direct band gap semiconductors. The CP phase of ZnSiSb$_2$ has been computationally explored as a possible thermoelectric material, however, to the best of our knowledge the possibility of this compound to act as a PV absorber has not been considered before. It is interesting to note that all three phases of ZnSnN$_2$ qualify as good PV absorbers with the KT phase already having been synthesized, characterized, and proposed as a potential PV absorber in previous work. The occurrence of ZnSnN$_2$ in all three phases stresses the importance of exploring different polymorphs of the same material which are energetically close. In such cases, if all the competing phases are semiconducting having band gaps in the desired range, then having a polymorphic sample might not affect the light absorption of the material. However, if one (or more) of the competing phase(s) turns out to be metallic, then the polymorphism of the sample will have a detrimental effect on the light absorption. Therefore, it is necessary to assess the optical properties of the different phases apriori. Interestingly, the presence of ZnSnP$_2$ in both tables shows that the different phases of it span a band gap range which might be useful for single junction as well as tandem PV devices. The optical properties of the CP structure of ZnSnP$_2$ have been explored in previous works; however, our results show that...
there is a potential in the other phases of ZnSnP$_2$ not only for single junction but for tandem devices as well. The importance of polymorphism is reflected in GaInN$_2$ and GaInP$_2$ also where the multiple phases are photoactive. Additionally, finding an already explored CP phase of GaInP$_2$ as a potential PV absorber with the approach we adopt consolidates our conclusion for the other phases.

In conclusion, we have explored the different polymorphs of II−IV−V$_2$ and III−III−V$_2$ type semiconductors as potential light absorbers for PV and tandem PV devices. Careful thermodynamic and electronic structure analysis based on heat of formation, relative stability, band gaps, carrier effective masses, and toxicity results in 14 potential light absorbers. Additionally, we also propose that owing to the small energy differences of the different polymorphs phase engineering of these materials can be employed relatively easily to control their electronic properties and expand the materials space for PV and tandem PV applications. The systematic mapping of the materials space provides trends in thermodynamic and electronic properties which can be exploited further to tune these properties via elemental substitution and/or alloying.
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One of the key challenges in photoelectrochemical water splitting is to identify efficient semiconductors with band gaps of the order of \(~2\) eV to operate as the large-band-gap component in water splitting tandem devices. Here, we address this challenge by extensive computational screening of ternary sulfides followed by synthesis and confirmation of the properties of one of the most promising materials. The screening focusses on materials with \(\text{ABS}_3\) composition taking both perovskite and non-perovskite structures into consideration, and the material selection is based on descriptors for thermodynamic stability, light absorption, charge mobility, and defect tolerance. One of the most promising candidates identified is LaYS\textsubscript{3}. This material was synthesized directly in thin-film form demonstrating its stability, crystal structure, light absorption, and strong photoluminescence. These data confirms its potential applicability in tandem photoelectrochemical devices for hydrogen production.

1 Introduction

Efficient harvesting of solar energy is urgently needed to tackle the growing energy demand and deleterious effects of the large scale consumption of fossil fuels. Different routes are actively being explored for the conversion of solar energy to other forms, for example electricity, or chemical or thermal fuels\textsuperscript{1–5}. This work focuses on photoelectrochemical production of fuels such as hydrogen through light-induced splitting of water.

In 1972 Fujishima and Honda demonstrated that direct light-driven water splitting was possible\textsuperscript{6}, and since then a number of water splitting materials have been identified\textsuperscript{7}. However, due to the large band gap required to split water with a single photon, the solar-to-hydrogen efficiency of such a device is currently below 1\% and numerical modeling shows that the efficiency cannot exceed 11\% even under optimistic assumptions\textsuperscript{8} and probably no more than 5–8\% can be realized in practice\textsuperscript{9–11}. These estimates can be easily verified using freely available numerical modeling tools\textsuperscript{12,13}.

A solution to this problem is to use two photons instead of one to obtain the required voltage. This requires a so-called tandem device with two semiconductors, one with a large band gap (LBG) to absorb the most energetic photons, and one with a small band gap (SBG) to absorb the photons of lower energy, operating in series to boost the voltage. Modeling shows that with an optimal combination of light absorbers such a device can, in principle, be as efficient as 25-29\% depending on the estimates of catalytic efficiencies, Ohmic losses etc.\textsuperscript{9,10,14,15}, while efficiencies of up to about 21\% should be realistic considering all real-world losses\textsuperscript{8}. In the past two decades the record for highest solar-to-hydrogen efficiency for tandem devices has consistently been held by III-V (GaAs family) devices\textsuperscript{16–18} and recently, record efficiencies have risen above 16\%\textsuperscript{19} for monolithic photoelectrochemical devices. These devices, however, are all prone to corrosion in electrolyte even in conjunction with protection layers\textsuperscript{20} and contain the scarce elements Ga and In for which it is an open question whether supplies can scale to TW-level deployment\textsuperscript{21}.

As an alternative to the III/V systems, modeling suggests that Si is an excellent choice as the SBG semiconductor with its 1.1 eV band gap. Many of the integration issues that previously plagued Si such as mitigating corrosion issues without affecting charge transport has now been resolved\textsuperscript{22–24}. One of the largest outstanding problems is to find an efficient LBG semiconductor with a band gap of 1.6–2.0 eV to match Si
in a tandem device. \cite{25} Researchers have investigated several such materials including WO$_3$, BiVO$_4$, GaP, F$_2$O$_3$, Cu$_2$O, a-Si, a-SiC$_x$, CdSe, GaInP, metal-organic perovskites and most recently Cu$_2$BaSn(S,Se)$_3$, but, with the latter as a possible exception, they all have problems related to non-optimal band gaps, instability, poor charge transport, or they are made from non-abundant elements.

Significant computational screening investigations of water splitting materials have been performed for oxides, oxyxnitrides, and oxyfluorides in perovskite or perovski-derived structures or based on the Inorganic Crystal Structure Database (ICSD),\cite{37-44} but so far no breakthrough materials have resulted from these screenings. The oxides tend to have too large band gaps with very anodic valence band maxima (VBM) with respect to the water redox level resulting in large internal voltage loss in the device. However, both of the aforementioned issues can be resolved by substituting oxygen with sulfur, which reduces the band gap along with making the VBM more cathodic thus bringing it closer to the water redox level.\cite{45} The original motivation for the focus on oxides is their stability under the strongly oxidizing conditions of oxygen evolution, but the use of protection layers lends hope that less stable materials such as sulfides could work as photoabsorbers since they are protected from the electrolyte.

Here we investigate the possibility of ternary sulfides in the ABS$_3$ stoichiometry as LBG semiconductors. This class of materials has seen intense interest the last couple of years mostly in the context of PV solar cells. CuTaS$_3$ has been synthesized exhibiting good absorption properties.\cite{46} Perera et al.\cite{47} have synthesized BaZrS$_3$, CaZrS$_3$, SrTiS$_3$, and SrZrS$_3$ using high temperature sulfurization of the corresponding oxides. Most recently Niu et al.\cite{48} also synthesized and characterized BaZrS$_3$ and SrZrS$_3$, the latter one in two different phases. Furthermore, Meng et al.\cite{49} have investigated the alloy system BaZr$_{1-x}$Ti$_x$S$_3$ suggesting tunability of the band gap. Two computational studies have suggested materials with appropriate band gaps for single-cell PV application: the study by Sun et al.\cite{50} investigates nine sulfides and nine selenides and suggests that CaTiS$_3$ and BaZrS$_3$ (and the selenides CaZrSe$_3$ and CaHfSe$_3$) have relevant PV band gaps, while Ju et al.\cite{51} also investigate nine ABS$_3$ sulfides (a similar number of selenides and oxides) and points to SrSnS$_3$ as a potential PV light absorber.

In the following we shall present a comprehensive screening of ABS$_3$ compounds where we initially consider all 2809 combinations of 53 A-metal atoms and 53 B-metal atoms. The screening funnel is illustrated in Figure 1. Based on valence considerations the initial number of compounds is reduced to 705 distinct ABS$_3$ combinations, which are investigated in a distorted perovskite structure to identify the ones which are semiconductors. The heats of formation of the compounds are investigated in an additional six crystal structures and the possibility of segregation is assessed by considering all reactions where the compounds disintegrate into one- or two-element constituents. The band gaps are calculated with the so-called GLLB-SC functional and only materials with visible-light absorption remain in the funnel. The electron and hole mobilities are considered through calculation of the effective band curvature. Finally, the defect tolerance of the compounds is investigated by determining whether or not the introduction of vacancies gives rise to electronic states in the band gap.

Our screening study results in a short list of potential LBG photo-absorbers along with some potential PV materials. We synthesize and investigate one of the most promising LBG photo-absorbers, LaYS$_3$, and show that it does indeed have the predicted crystal structure and band gap. Photoluminescence experiments confirm that any potential defect state is not contributing to deep gap recombination sites.

## Computational Details

The electronic structure calculations are performed using Density Functional Theory (DFT) in the Projector Augmented Wave (PAW) formalism as implemented in the electronic structure code GPAW.\cite{53} The calculations are controlled using the Atomic Simulation Environment.\cite{54} The cell and atomic relaxations are performed using the PBEsol functional which gives better estimates of lattice constants compared to other semi-local functionals.\cite{55} The wavefunctions are expanded in a plane-wave basis with an energy cutoff of 800 eV. The sampling of the Brillouin zone is performed using the Monkhorst-Pack scheme.\cite{56} The k-point mesh is $7 \times 7 \times 7$ for the systems in the cubic, distorted cubic and orthorhombic ($Pnma$) structures, $6 \times 3 \times 6$ for the systems in the monoclinic structure, and $4 \times 3 \times 4$ for the orthorhombic $Pnma$ structure. Finer k-point meshes are adopted for the calculation of band structures and effective masses. All the structures are optimized until the forces are converged to 0.05 eV/Å or below. The heat of formation calculations, together with the corresponding uncertainties, have been calculated using the meta generalized gradient approximation functional mBEEF,\cite{57} which has been shown to give good predictions of the heat of formation in comparison with experiments.\cite{58} For the mBEEF calculations the wavefunctions are described on a real space grid. The band gaps and band structures are calculated using the more accurate semi-local GLLB-SC functional.\cite{59,60} The GLLB-SC functional with similar computational cost as the other semi-local functionals predicts band gaps which are quite close to the predictions of more computationally demanding many-body-perturbation-theory calculations (GW) and hybrid functionals.\cite{42} Spin-orbit coupling was included in the calculations for materials containing elements with atomic number ($Z$) higher than 56.
Fig. 1 Sketch of the screening funnel. The different design criteria lead to a gradual reduction in the number of candidate materials.
3 Experimental Details

LaYS₃ thin films are produced in two synthesis steps. The first is deposition of LaY thin-film precursors on a fused silica substrate by co-sputtering of La and Y metallic targets from magnetron sources with RF and DC power respectively. The power densities on each target are tuned to obtain a La/Y atomic ratio close to 1 in the precursors, as measured by energy dispersive x-ray spectroscopy (EDX) after deposition. The second step is sulfurization of the LaY precursors in a quartz tube furnace with a 70 sccm flow of 5% H₂S in Ar at atmospheric pressure. The precursors are sulfurized for 10 hours at 1000°C, with ramp rates of 10°C/min (up) and 5°C/min (down).

The elemental composition of both the thin film precursors and the sulfurized thin film is characterized in a FEI Quanta 200 FEG scanning electron microscope (SEM) equipped with an EDX detector (X-Max50, Oxford Instruments). A beam voltage of 8 kV is sufficient to reliably determine the intensity of the L x-ray lines of La and Y without penetrating into the fused silica substrate. Complementary characterization of composition is performed by x-ray photoemission spectroscopy (XPS) using a Thermo Scientific K-Alpha instrument with monochromatized Al Kα x-ray source at 1486.6 eV. Before acquiring the XPS spectrum, the sample surface is cleaned of its native oxide by in-situ ion beam etching. Elemental composition is determined using the following lines: La 3d, Y 3p, S 2s, and O 1s. Identification of the crystal structure of the sulfurized film is done through analysis of x-ray diffraction patterns (XRD) obtained with a PANalytical Empyrean diffractometer in the Bragg-Brentano measurement configuration using Cu Kα radiation. As a reference for XRD phase analysis, the unit cell details of each possible LaYS₃ structural prototype calculated in this work are entered as input in the program GDIS⁵¹. The program simulates the powder XRD patterns of the different prototypes, which are used as a reference to assign experimental XRD peaks to a certain prototype.

The band gap of the sulfurized film is estimated based on its absorption coefficient, which is in turn extracted by spectroscopic ellipsometry in the visible-UV range using a J.A. Woollam M-2000 rotating compensator ellipsometer. The (unknown) optical functions of the LaYS₃ compound are fitted to a Kramer-Kronig consistent b-spline function with 3 nodes/eV. Thickness and roughness of the LaYS₃ film are also fitted, whereas the optical functions of the fused silica substrate are obtained from a separate ellipsometry measurement on the bare substrate. This method has been described in detail before for films of other sulfide materials on glass⁶²,⁶³. Steady-state photoluminescence (PL) spectra are measured at room temperature with an Accent RPM2000 system at an excitation wavelength of 405 nm and power density 1 W/mm².

4 Results and Discussion

4.1 Computational Screening

In order for a material to possess a band gap it has to obey the valence rule which requires that the valences (with sign) of the cations and anions add up to zero. A few exceptions to the valence rule exist under extreme conditions of temperature and/or pressure but violation of the rule under normal physical conditions is very unlikely⁶⁴. Therefore, as a starting point we impose the valence rule on the selection of cations A and B so that the sum of oxidation states of the cations should be ±6 corresponding to the value of −6 from the three sulfur anions. As a result, the selection of A and B cations (lanthanides except lanthanum and actinides excluded) gives 705 distinct ABS₃ combinations. However, imposing the valence rule is not sufficient for a compound to be stable and have a non-zero band gap and we therefore proceed as follows: we first carry out the structural relaxation of the ABS₃ compounds in a perfectly symmetric five atom cubic unit cell retaining the unit cell symmetry during relaxation. Thereafter, the same set of compounds are relaxed by breaking the cubic symmetry of the unit cell in order to see the effect of symmetry breaking on the energies and band gaps. Interestingly, only 15 out of the 705 combinations in the perfectly cubic structure have non-zero band gaps. However, breaking the symmetry has a significant effect on the band gaps and results in the identification of 56 compounds where both the ABS₃ and BAS₃ distorted structures exhibit a gap and 73 compounds where only one of the two distorted structures show a gap. In 8 cases the two-component systems A₂S₃ exhibit a gap, but we shall not investigate these further here. An overview of the band gap values for the compounds in the distorted structure is shown in Figure 2.

The set of 56 + 73 = 129 compounds provides a good starting point for identifying compounds which might be semiconducting in other non-cubic structures; however, finding global energy minimum structures of 129 compounds is a challenging task. Therefore, we decided to rely on the frequency of the crystal structures of compounds of ABS₃ stoichiometry occurring in the experimental data reported in ICSD⁶⁵,⁶⁶. Selecting the database entries of ABS₃ stoichiometry (ignoring the lanthanides and actinides in the entry) shows that most of the compounds crystallize in only a few prototypes. The six most frequently occurring prototypes are (see Figure 3): (1) Hexagonal P6₃/mmc structure of BaNiO₃. This is a perovskite with face sharing octahedra. (2) Orthorhombic Pnma₂₁ structure of YScS₃. A perovskite with corner sharing octahedra. (3) Orthorhombic Pnma structure of GdFeO₃ (similar to the black structure of CsSnI₃). This is a perovskite with corner sharing octahedra. (4) another orthorhombic Pnma structure of NH₃CdCl₁/Sn₂S₃ or the so-called “needle-like” structure
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Fig. 2 Calculated band gap values using the GLLB-SC functional for the distorted 5-atom unit cell. Most of the materials do not have a band gap because the valences do not add up to zero. 129 compounds exhibit a band gap in the distorted 5-atom unit cell.
(similar to the yellow structure of CsSnI$_3$). In this perovskite the octahedra share edges. (5) monoclinic C12/m1 structure of Fe$_2$P$_3$. This is a layered perovskite with edge sharing octahedra. (6) monoclinic P1c1 structure of PbP$_3$. It is worth mentioning that we are not limiting ourselves to explore only perovskite structures, which are recognized by having octahedra containing B cations in their centers and non-metal atoms in their corners, but we also consider the structure PbP$_3$, which is not a perovskite. This non-perovskite structure is chosen due to the high frequency of occurrence in the ICSD. For convenience we hereafter refer to all the structures as perovskites.

The prototypes introduced above represent the initial structures for the sulfide perovskites. Using the crystal structure of the prototypes as templates the atomic sites are substituted with A’s and B’s from our previously determined compounds. In the 56 cases where both the ABS$_3$ and BAS$_3$ exhibit gaps in the distorted structure, we investigate both AB permutations, while in the 73 cases with only one of the AB combinations showing a gap in the distorted structure we only investigate the relevant permutation. The number of atoms in the unit cell of the BaNiO$_3$ type structure is 10 whereas the other prototypes have 20 atoms in the unit cell. The structures are subsequently completely relaxed with respect to the unit cell and the atomic positions. The initial structures contain small symmetry-breaking displacements, which mean that in some cases the structures change considerably during relaxation. In order to obtain a correct classification of the final structures, we monitor potential changes of the space groups using the sgplib-library$^{67}$. Within a reasonable tolerance most of the lowest-energy structures have unchanged symmetry. Some exceptions are systems initially in the distorted P1 structure, which often during relaxation obtain a higher, but still mostly quite low, degree of symmetry. In one case, the MnTaS$_3$ compound, the symmetry of the distorted perovskite increases to the R3 space group. About one third of the compounds initially in the YScS$_3$ structure (Pna2$_1$) increase their symmetry to Pnma. The character of this structure is further investigated using feature vectors and a metric which describe local atomic structures in crystals$^{68}$. It turns out that the YScS$_3$ structure in these cases has relaxed into the GdFeO$_3$ structure. Among the lowest energy structures this transformation happens for BaHfS$_3$ and BaZrS$_3$. Two compounds, CdHfS$_3$ and TeHfS$_3$, obtain the lowest energy by distorting the BaNiO$_3$ prototype so that the symmetry is reduced from P6$_2$3$m$ to P2$_1$3m.

The structural optimizations result in total energies of all the compounds in the different structures, which can be compared to find the most stable structure with the lowest energy per atom. In order to get not only an estimate of the energy differences but also their uncertainties we employ the technique of Bayesian error estimation in the mBEEF functional$^{69}$. The reference energy for a given compound is taken as the energy of the lowest-energy structure from the set of the obtained ABS$_1$ and BAS$_1$ structures. Thereafter, the energy differences and uncertainties are calculated with respect to this reference energy. Additionally, the stability of compounds is also calculated with respect to competing phases consisting of elemental, binary, and ternary phases, where the elemental phases are the standard states of the elements, and the binary and ternary phases are the sulfides of one (A$_\alpha$S$_\beta$. B$_\gamma$S$_\delta$ type) and two (A$_\alpha$B$_\beta$.S$_\delta$ type) elements, respectively. The pool of competing phases is taken as the stable compounds in the Open Quantum Materials Database (OQMD)$^{70}$. The pool consists of the elemental phases of the elements and 208 compounds. Their structures are re-optimized with the PBEsol functional and their energies calculated with mBEEF.

The stability versus segregation of a given ABS$_3$ compound is determined by constructing the convex energy hull in the A-B-S space. The elemental phases are placed in the corners of a triangle defining a plane (with, say, $z = 0$) and the $z$-coordinate of the remaining phases are their standard heats of formation. The in-plane positions of the compounds with respect to the elemental phases are given by their stoichiometry. By considering all triangles obtained by connecting three of the points the so-called convex hull, which includes all triangles with maximal stability, can be constructed.

In constructing the hull, the compounds with the ABS$_3$ compositions are not included and we refer to the energy of the hull at this composition as simply the hull energy. The phase ABS$_3$ is unstable if the hull energy ($E_{\text{hull}}$) is lower than the energy of ABS$_3$ ($E_{\text{ABS}_3}$). Additionally, the Bayesian error estimates of the hull energy ($\Delta E_{\text{hull}}$) is calculated in the same manner as described before. The comparison of $E_{\text{hull}}$ and $E_{\text{ABS}_3}$ (along with the uncertainties) gives a robust criterion to assess the low-temperature stability of ABS$_3$.

Besides comparing the energies of different structures of ABS$_3$ with the convex hull we also compare their relative energies in order to address potential (meta-)stability. The NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure turns out to be the most common lowest energy structure whereas the cubic and BaNiO$_3$ structures are rarely the most stable one. The remaining structures have roughly equal frequency of appearance as the lowest energy structure.

With respect to stability of the different phases, three different situations can be identified. They are illustrated for some selected compounds in Figure 4. 1) The convex hull has the lowest energy even when the uncertainty is taken into account. If this is the situation the ABS$_3$ compound cannot be expected to be stable in any of the suggested structures and should therefore be discarded. This is for example the case with HfTeS$_3$ as seen in Figure 4. 2) Several structures and/or the convex hull are within the uncertainties of the lowest energy structure or have an energy of less than 25 meV above the lowest energy structure. In this case it is unclear whether the compound in the lowest energy structure is stable and/or metastable even
YScS$_3$, orthorhombic (Pna2$_1$)
PbPS$_3$, monoclinic (P1c1)
BaNiO$_3$, hexagonal (P6$_3$/mmc)
FePS$_3$, monoclinic (C12/m1)
GdFeO$_3$, orthorhombic (Pnma)

Fig. 3 The most common prototypes in the ICSD$^{65,66}$ for ABS$_3$ materials. We investigate all compounds in these six structures plus the cubic and the distorted cubic structures.
Fig. 4: Comparison of formation energies, $E$, and band gaps, $E_g$, of different phases for a selection of compounds. The energy error bars are calculated relative to the most stable ABS$_3$ structure. For some compounds, like LaRhS$_3$ (top left panel) there is a single structure significantly more stable than the other structures and the convex hull. In such cases it is useful to check the corresponding band gaps for all the (meta-)stable structures. Finally, in cases, like TeHfS$_3$ (bottom panel), all the investigated phases are unstable relative to the convex hull and the compounds do therefore not need to be considered further.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$E$ (eV)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS$_3$</td>
<td></td>
<td>0.83±0.12</td>
</tr>
<tr>
<td>TeHS$_3$</td>
<td></td>
<td>0.75±0.13</td>
</tr>
<tr>
<td>TeHS$_3$-P</td>
<td></td>
<td>1.02±0.11</td>
</tr>
<tr>
<td>TeHS$_3$-A</td>
<td></td>
<td>1.35±0.11</td>
</tr>
<tr>
<td>Convex hull</td>
<td></td>
<td>1.63±0.08</td>
</tr>
</tbody>
</table>
at low temperatures. The perovskites often exhibit symmetry breaking phase transitions at moderate temperatures, but the prediction of the complete phase diagram would require a detailed study of the entropic contributions to the free energy. Such studies have been carried out for example BaTiO$_3$\textsuperscript{71} and to some extent for CsSnI$_3$\textsuperscript{72}. An extensive study of perovskite phase stability in sulfides including some discussion of thermal effects due to phonons can be found in Ref. 73. By choosing an appropriate synthesis route the phase formation can to some extent be controlled, and it might be possible to form non-equilibrium phases which for all practical purposes are stable. We therefore keep the compounds in this class for further studies. An example is ZrMgS$_3$, as shown in Figure 4. 3) A single structure has a significantly lower energy compared to all the other structures and the convex hull. We take a compound to be in this class if the energy of the most stable structure is lower than the competing energies minus the error bar and if there are no other structures within 25 meV. The 25 meV leaves some space for entropic effects at room temperature. The compounds in this class are the potentially most promising ones since the room temperature phase can be predicted with considerable certainty. The compound LaRhS$_3$ illustrates this case in Figure 4. Overall, we find 75 different ABS$_3$ compositions in 155 structures to be further investigated.

At this stage of the screening we check if any of these compounds have been experimentally synthesized according to ICSD, and in which structures. For example, BaZrS$_3$ (ICSD 23288), PbZrS$_3$ (ICSD 24397) and SrZrS$_3$(ICSD 23287) appear in ICSD in the structures the calculations show to have the lowest energy. LaScS$_3$ (ICSD 641844) and YScS$_3$ (ICSD 23422) appear experimentally in the YScS$_3$ prototype with Pna2$_1$ symmetry. This structure is already included in our investigations, but the calculations find LaScS$_3$ to be slightly more stable in the GdFeO$_3$ structure and YScS$_3$ to be slightly more stable in the PbPS$_3$ structure. We observe a similar situation with CaZrS$_3$ and CaHfS$_3$, both reported in the ICSD in the GdFeO$_3$ structure, but the calculations show PbPS$_3$ structure to be the most stable one. However, in all four cases the energy differences are smaller than the calculated error bars on the energy differences. SnSrS$_3$ (ICSD 651032) is reported in the ICSD in the NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure, but the structure was synthesized under high pressure. The calculations on the CuTaS$_3$ structure confirm that it is more stable than the NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure. CuTaS$_3$ was recently synthesized\textsuperscript{46}, and the band gap measured to around 1 eV in good agreement with our calculated value for this structure of 0.98 eV.

The ICSD reports the LaYS$_3$ in the CeTmS$_3$ prototype. Calculating the energy of this structure, we find that it is the most stable one, while we also find the NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure within the calculational uncertainty. In the CeTmS$_3$ we calculate a direct band gap of 1.79 eV close to the direct band gap of 1.87 eV calculated in the NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure.

Our main focus is on identifying LBG materials for water splitting. However, the screening approach is also of relevance for identification of PV materials. The known successful solar cell materials have band gaps around 1 eV as a balance between the number of photons absorbed and the energy gain per photon. Considering the approximate nature of the band gap calculations, we therefore focus on materials with band gaps in the range 0.5-1.5 eV as candidates for solar cell absorbers. The semiconductors in the water splitting devices and tandem solar cells are required to have a wider band gap, around 2 eV, if incorporated as a LBG component in a tandem device, so here we choose a range of 1.5-2.5 eV as the target for our candidates. The selection is performed based on the calculated GLLB-SC gaps. In most cases the gaps are indirect, but for some systems the gaps are direct. The latter ones are particularly relevant for thin photo-absorbers because of the higher absorbance.

The result of the selection based on band gap is shown in Fig. 5. Overall 90 compounds with 57 different ABS$_3$ compositions fall within the relevant gap ranges and will proceed to the next step in the selection procedure. Compounds in the NH$_3$CdCl$_3$/Sn$_2$S$_3$ structure are the most common ones while there are no cubic compounds and only two compounds in the BaNiO$_3$ structure. Three different cases can be identified.

1) A given compound has one structure which is significantly more stable than the competing phases and which has a band gap in the relevant range. A compound where this is the case is indicated in the figure with a circle around the symbol and the name of the compound is written in bold. An example is LaYS$_3$.

2) A compound has several structures at low energies, but they all have gaps in the interesting ranges. In this case several symbols for the gaps will appear in the figure and the name of the compound is written in bold. This is, for example, the case for BaZrS$_3$, where the GdFeO$_3$ structure has the lowest energy with a band gap of 2.3 eV, and the distorted structure has also a low energy and a band gap of 1.6 eV.

3) Finally, a compound might have one or more low-energy structures with relevant band gaps, but it also has low-energy structures with gaps outside the range (for example metallic). These cases show up in Fig. 5 with their names written in or-
All the stable compounds, according to the procedure described in the caption of Fig. 4, with the corresponding band gaps in the region relevant for solar cells (0.5-1.5 eV) and water splitting (1.5-2.5 eV) application. All the band gap values were calculated using the GLLB-SC functional. Markers with crosses on top indicate that the chemical formula should be read in reverse, instead of AB (written on the x-label), it is BA. The cases where one structure is considered significantly more stable than the competing phases are indicated with a circle around the symbol, whereas compositions where all stable structures have a band gap size relevant for either PV or PEC are written in bold.
Appropriate photoabsorption alone is not sufficient for a material to perform well in a PV or PEC device, so it is important to address the issues occurring after the photon has been absorbed and the carriers have been generated. Ideally, the carriers (electrons and holes) would separate and generate current, but if a large part of carriers recombine almost immediately all the energy is lost. The recombination probability is smaller for carriers with higher mobilities, and it can be used as a targeted property in the screening procedure. Carrier mobility is difficult to calculate, but effective mass, which is in relation with the mobility as $\mu \propto 1/m^*$, can easily be obtained from a DFT calculation. Carrier effective masses were obtained by fitting a parabola to the top of the valence band and bottom of the conduction band of the material. Band structures are calculated along the high-symmetry points as suggested by Setyawan and Curtarolo. We further consider candidates with the absolute values of the effective masses of both carriers smaller than 1 electron mass (because of the orientation of the fitted parabola we use negative signs for hole masses and positive signs for electron masses). This criterion leads to a further reduction in the number of candidate materials to 36 different ABS$_3$ compositions in 42 structures.

In Table 1 we report the calculated effective masses of the 42 selected candidates together with the calculated band gaps and the type of band gap. We find 18 compounds and structures with a direct band gap, and they are mostly in one of the orthorhombic structures NH$_4$CdCl$_3$/Sn$_2$S$_3$, GdFeO$_3$, and YSc$_3$. The 42 compounds (composition+structure) with desirable electronic properties are now passed on to the next step in the screening procedure which considers defects.

Defects in a material are often limiting its optoelectronic performance because point defects in crystals may introduce additional states inside the band gap. These additional gap states may act as recombination centers and reduce the charge separation efficiency. Whether the formation of point defects will be detrimental for the photovoltaic performance of a material, depends on the position of the additional states: materials with defect states deep inside the band gap are called defect sensitive, while the ones with defect states inside the bands or close to the band edges are called defect tolerant.

We explore the defect tolerance of the selected candidates by performing defect calculations on the supercells for three types of atomic vacancies: A atom, B atom and S vacancy. Defects were created in a 2x2x2 (3x3x3 for the distorted and cubic prototypes) supercell. The calculations for both the pristine and defect structures were carried out using the PBE exchange correlation functional and the wavefunctions were expanded in an LCAO (dzp) basis set. The k-point mesh was chosen to scale with the system size: pristine structures were calculated with a dense 14x14x14 mesh, while the mesh for the supercells was reduced to 7x7x7. In the cases of the supercells of the distorted and cubic structures (3x3x3 supercells), the k-point mesh was further decreased to 5x5x5. Due to limitations of computer time, relaxations were not performed, and the spectral analysis was carried out based on the PBE band structure. More accurate results could in principle be obtained with GW band structures, but this is again very computationally demanding and is a subject of future work. The approach here has previously been applied and compared favorably to the more rigorous Slater-Janak method for transition metal

<table>
<thead>
<tr>
<th>Compound</th>
<th>E$_{\text{GLLB-SC}}^{1\text{st}}$</th>
<th>E$_{\text{GLLB-SC}}^{2\text{nd}}$</th>
<th>m$_e^*$</th>
<th>m$_h^*$</th>
<th>Prototype</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag - Ta</td>
<td>TaAgS$_3$</td>
<td>0.90</td>
<td>0.97</td>
<td>-0.272</td>
<td>0.606</td>
</tr>
<tr>
<td>Ba - HF</td>
<td>BaHFS$_3$</td>
<td>1.31</td>
<td>1.31</td>
<td>-0.347</td>
<td>0.943</td>
</tr>
<tr>
<td>Ba - Te</td>
<td>BaTeS$_3$</td>
<td>1.40</td>
<td>1.40</td>
<td>-0.208</td>
<td>0.317</td>
</tr>
<tr>
<td>Ba - Zr</td>
<td>BaZrS$_3$</td>
<td>0.95</td>
<td>1.21</td>
<td>-0.480</td>
<td>0.343</td>
</tr>
<tr>
<td>Bi - Ga</td>
<td>BiGaS$_3$</td>
<td>2.05</td>
<td>2.47</td>
<td>-0.826</td>
<td>0.448</td>
</tr>
<tr>
<td>Bi - Se</td>
<td>BiSeS$_3$</td>
<td>2.45</td>
<td>2.76</td>
<td>-0.682</td>
<td>0.197</td>
</tr>
<tr>
<td>Bi - Ti</td>
<td>BiTiS$_3$</td>
<td>1.36</td>
<td>1.98</td>
<td>-0.636</td>
<td>0.309</td>
</tr>
<tr>
<td>Ca - Hf</td>
<td>CaHfS$_3$</td>
<td>0.99</td>
<td>0.99</td>
<td>-0.336</td>
<td>0.759</td>
</tr>
<tr>
<td>Ca - Sn</td>
<td>CaSnS$_3$</td>
<td>1.58</td>
<td>1.93</td>
<td>-0.606</td>
<td>0.943</td>
</tr>
<tr>
<td>Ca - Zr</td>
<td>CaZrS$_3$</td>
<td>2.48</td>
<td>2.48</td>
<td>-0.222</td>
<td>0.413</td>
</tr>
<tr>
<td>Cd - Ge</td>
<td>CdGeS$_3$</td>
<td>1.77</td>
<td>1.77</td>
<td>-0.606</td>
<td>0.227</td>
</tr>
<tr>
<td>Cd - Sn</td>
<td>SnCdS$_3$</td>
<td>1.58</td>
<td>1.58</td>
<td>-0.585</td>
<td>0.151</td>
</tr>
<tr>
<td>Cd - Ti</td>
<td>TiCdS$_3$</td>
<td>1.26</td>
<td>1.39</td>
<td>-0.351</td>
<td>0.550</td>
</tr>
<tr>
<td>Cd - Zr</td>
<td>ZrCdS$_3$</td>
<td>2.27</td>
<td>2.39</td>
<td>-0.421</td>
<td>0.455</td>
</tr>
<tr>
<td>Ga - Sb</td>
<td>SbGaS$_3$</td>
<td>2.26</td>
<td>2.29</td>
<td>-0.590</td>
<td>0.900</td>
</tr>
<tr>
<td>Ga - Sc</td>
<td>GaScS$_3$</td>
<td>2.15</td>
<td>2.15</td>
<td>-0.318</td>
<td>0.322</td>
</tr>
<tr>
<td>Se - Ga</td>
<td>SeGaS$_3$</td>
<td>2.29</td>
<td>2.40</td>
<td>-0.710</td>
<td>0.551</td>
</tr>
<tr>
<td>Ga - Y</td>
<td>GaYS$_3$</td>
<td>2.39</td>
<td>2.39</td>
<td>-0.544</td>
<td>0.903</td>
</tr>
<tr>
<td>Ge - Ti</td>
<td>GeTiS$_3$</td>
<td>0.54</td>
<td>0.61</td>
<td>-0.250</td>
<td>0.680</td>
</tr>
<tr>
<td>Hf - Pb</td>
<td>HfPbS$_3$</td>
<td>1.12</td>
<td>1.63</td>
<td>-0.275</td>
<td>0.235</td>
</tr>
<tr>
<td>Hf - Sr</td>
<td>SrHfS$_3$</td>
<td>1.12</td>
<td>1.12</td>
<td>-0.327</td>
<td>0.811</td>
</tr>
<tr>
<td>In - La</td>
<td>InLaS$_3$</td>
<td>1.42</td>
<td>2.30</td>
<td>-0.574</td>
<td>0.830</td>
</tr>
<tr>
<td>In - Nb</td>
<td>InNbS$_3$</td>
<td>2.16</td>
<td>2.16</td>
<td>-0.429</td>
<td>0.170</td>
</tr>
<tr>
<td>La - Sc</td>
<td>LaScS$_3$</td>
<td>0.78</td>
<td>0.78</td>
<td>-0.408</td>
<td>0.464</td>
</tr>
<tr>
<td>La - Y</td>
<td>LaYS$_3$</td>
<td>1.79</td>
<td>1.79</td>
<td>-0.607</td>
<td>0.490</td>
</tr>
<tr>
<td>Li - Ta</td>
<td>LiTaS$_3$</td>
<td>1.98</td>
<td>2.00</td>
<td>-0.573</td>
<td>0.958</td>
</tr>
<tr>
<td>Mg - Zr</td>
<td>MgZrS$_3$</td>
<td>2.21</td>
<td>2.32</td>
<td>-0.718</td>
<td>0.779</td>
</tr>
<tr>
<td>Na - Ta</td>
<td>NaTaS$_3$</td>
<td>2.37</td>
<td>2.39</td>
<td>-0.396</td>
<td>0.490</td>
</tr>
<tr>
<td>Nb - Sc</td>
<td>NbScS$_3$</td>
<td>2.42</td>
<td>2.57</td>
<td>-0.387</td>
<td>0.352</td>
</tr>
<tr>
<td>Nb - Y</td>
<td>NbYS$_3$</td>
<td>2.03</td>
<td>2.09</td>
<td>-0.372</td>
<td>0.484</td>
</tr>
<tr>
<td>Sc - Ti</td>
<td>ScTiS$_3$</td>
<td>1.48</td>
<td>1.65</td>
<td>-0.798</td>
<td>0.402</td>
</tr>
<tr>
<td>Sr - Te</td>
<td>SrTeS$_3$</td>
<td>0.79</td>
<td>0.79</td>
<td>-0.258</td>
<td>0.294</td>
</tr>
<tr>
<td>Sr - Zr</td>
<td>SrZrS$_3$</td>
<td>1.46</td>
<td>1.46</td>
<td>-0.345</td>
<td>0.790</td>
</tr>
<tr>
<td>Ta - Ti</td>
<td>TaTiS$_3$</td>
<td>1.15</td>
<td>1.15</td>
<td>-0.297</td>
<td>0.241</td>
</tr>
<tr>
<td>Ti - Zn</td>
<td>TiZnS$_3$</td>
<td>0.97</td>
<td>1.03</td>
<td>-0.236</td>
<td>0.444</td>
</tr>
<tr>
<td>Ti - Zr</td>
<td>TiZrS$_3$</td>
<td>1.91</td>
<td>1.97</td>
<td>-0.616</td>
<td>0.420</td>
</tr>
</tbody>
</table>
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Fig. 6 Projected and total density of states for BaZrS$_3$ (GdFeO$_3$ structure)(left) and SnCaS$_3$ (NH$_4$CdCl$_3$/Sn$_2$S$_3$ structure)(right) with and without a sulfur vacancy. In the case of BaZrS$_3$ the introduction of a vacancy does not give rise additional states inside the band gap, while in the case of SnCaS$_3$, deep states are found within the band gap.
dichalcogenides\textsuperscript{78,79}.

We identify the defect sensitive materials by calculating the band structure and the electronic density of states (DOS). The presence of a deep lying state in the gap shows up as a contribution to the DOS in the region of the band gap. Fig. 6 illustrates this for a sulfur vacancy in the two cases BaZrS\textsubscript{3}, where there are no gap states, and SnCaS\textsubscript{3}, where states in the gap are present. In the cases where deep gap states appear they are always caused by sulfur vacancies while the cation vacancies do not seem to introduce deep gap states.

We identify 15 out of the 42 candidate materials to be tolerant to vacancies. This set of 15 materials, summarized in Table: 2, is the final output of the screening and we suggest them as a potential materials for solar energy conversion application. Some of the materials mentioned in Table: 2 have also been studied in previous experimental and theoretical works. For example, band gap tuning and the defect properties of BaZrS\textsubscript{3} have been explored by Meng et. al and Sun et. al\textsuperscript{50,80}.

The band gap reported for BaZr\textsubscript{3} in different studies varies in range from 1.7-1.9 eV which agrees reasonably well with our calculated value\textsuperscript{47,48}. Interestingly, our defect analysis based on the band structure identifies BaZrS\textsubscript{3} as tolerant towards vacancy defects and the total energy based defect calculations by Meng et. al also predicts only shallow level defects in the material. Similarly, our calculated value of the band gap of SrZrS\textsubscript{3} agree well with the reported experimental value of 1.53 eV by Niu et al.\textsuperscript{48}. However, there are also some differences in our predicted set of candidates as compared to the predictions by Ju et. al and Sun et. al. For example, SrSnS\textsubscript{3} and CaTiS\textsubscript{3} are discarded from our proposed list of materials. According to our calculations the most stable structure of SrSnS\textsubscript{3}, and the only one in our stability threshold, is GdFeO\textsubscript{3} with a gap of only 0.1 eV. However, Ju et. al did not explore GdFeO\textsubscript{3} as a possible prototype which explains the difference in our results. Similarly, we find that the lowest energy structure of CaTiS\textsubscript{3} is the needle-like with a band gap of 0.2 eV which is too small as per our criteria. On the other hand, some of the compounds we find are not reported in other studies because we do not impose the constraint of Goldschmidt tolerance factor in the selection of elements, because Goldschmidt’s criterion is after all only an empirical rule and developed mainly for oxides. CuTaS\textsubscript{3}, which was recently studied by Heo et al.\textsuperscript{46}, is removed from our final list because of too large effective masses.

Finally, the set of suggested candidates consists of eight direct band gap materials, BaZrS\textsubscript{3} in the GdFeO\textsubscript{3} structure, BaHfS\textsubscript{3}, CaHfS\textsubscript{3}, CaZrS\textsubscript{3}, SrZrS\textsubscript{3} and SrHfS\textsubscript{3} in the NH\textsubscript{4}CdCl\textsubscript{3}Sn\textsubscript{2}S\textsubscript{3} structure, TaTiS\textsubscript{3} in distorted structure and LaYS\textsubscript{3} in CeTmS\textsubscript{3} structure. All but TaTiS\textsubscript{3} happen to be in one of the three orthorhombic structures. Furthermore, in cases where the material can be found in more than one stable phase, there is a risk that some of the other phases are metallic. Since the energy differences are small, there is a concern that during material synthesis, one will obtain (partially or fully) the metallic structure of the compound, which would be fatal for the material’s PV performance. Out of our candidates, the metallic competing structures only appear in the case of Ba-Zr (BaZrS\textsubscript{3} and ZrBaS\textsubscript{3}), where two metallic ZrBaS\textsubscript{3} structures, YScS\textsubscript{3} and PbPS\textsubscript{3} have energies within the calculational uncertainty. In the next section we proceed through synthesis of LaYS\textsubscript{3}, one of the most promising candidates in Table 2.

### 4.2 Synthesis of LaYS\textsubscript{3}

According to our results, the structure with the lowest energy of LaYS\textsubscript{3} is the CeTmS\textsubscript{3} structure. We attempt to synthesize LaYS\textsubscript{3} in thin film form, which is more relevant for actual devices than the powder form. The La/Y atomic ratio is checked after sputter deposition of the LaY precursor films. Averaging EDX measurements from three random spots yields La/Y = 1.01 ± 0.01 as desired. After sulfurization, the (La+Y)/S ratio is 0.70 according to EDX and 0.66 according to XPS, which is consistent with the ratio of 0.67 expected for a stoichiometric LaYS\textsubscript{3} film. Residual oxygen is quantified by EDX and XPS as 7% and 9% of the total atomic concentration, respectively. The thickness of the sulfurized film is 550 nm according to ellipsometry.

As discussed in the Experimental Details, theoretical XRD patterns based on the relaxed structure of each LaYS\textsubscript{3}/YLaS\textsubscript{3} prototype are employed to index experimental peaks. The only existing experimental XRD reference among those compounds is a powder sample studied in the 1970s, which was identified as LaYS\textsubscript{3} in the CeTmS\textsubscript{3} prototype (ICSD 641874)\textsuperscript{32}. The main peaks of this previous experimental pattern are very close (within 0.2°) to those of our theoretical XRD pattern for the same prototype (Figure S3, supplementary material). The measured XRD pattern of our sulfurized

| Table 2 | List of selected candidates based on stability, band gaps, carrier effective masses, and defect tolerance. Compounds where all low-energy structures exhibit band gaps in the range of solar light absorption are indicated in bold. |
| Ba-Hf | BaHfS\textsubscript{3} | E\textsubscript{GDL-B-SC} (eV) | m\textsubscript{e} | m\textsubscript{c} | prototype |
| Ba-Zr | BaZrS\textsubscript{3} | 2.25 | -0.347 | 0.943 | GdFeO\textsubscript{3} |
| Bi-Tl | BiTiS\textsubscript{3} | 2.16 | -0.636 | 0.309 | FePS\textsubscript{3} |
| Ca-Hf | CaHfS\textsubscript{3} | 0.99 | -0.336 | 0.759 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Ca-Sn | CaSnS\textsubscript{3} | 1.93 | -0.606 | 0.943 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Ca-Zr | CaZrS\textsubscript{3} | 1.36 | -0.765 | 0.884 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Hf-Sr | SrHfS\textsubscript{3} | 1.12 | -0.327 | 0.811 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Hf-Pb | HfPbS\textsubscript{3} | 1.26 | -0.275 | 0.235 | BaNiO\textsubscript{3} |
| La-Y | LaYS\textsubscript{3} | 1.79 | -0.670 | 0.490 | CeTmS\textsubscript{3} |
| Li-Ta | TaLiS\textsubscript{3} | 1.98 | -0.755 | 0.985 | FePS\textsubscript{3} |
| Mg-Zr | MgZrS\textsubscript{3} | 2.21 | -0.732 | 0.779 | distorted |
| Sn-Y | SnYS\textsubscript{3} | 2.03 | -0.372 | 0.484 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Sr-Zr | SrZrS\textsubscript{3} | 1.46 | -0.644 | 3.115 | NH\textsubscript{4}CdCl\textsubscript{3}SnS\textsubscript{3} |
| Ta-Tl | TaTiS\textsubscript{3} | 1.15 | -0.297 | 0.241 | distorted |
| Zn-Zr | ZnZrS\textsubscript{3} | 1.91 | -0.616 | 0.420 | FePS\textsubscript{3} |
**Fig. 7** Top plot (red): experimental XRD pattern of the synthesized film. Bottom plot (blue): theoretical XRD pattern of LaYS$_3$ in the CeTmS$_3$ prototype, assuming random orientation and 0.2° 2θ broadening. Vertical lines (black): theoretical XRD peak positions and relative intensities of LaYS$_3$ in the CeTmS$_3$ prototype assuming random orientation. Due to the very large number of low-intensity peaks predicted for this structure, theoretical peaks having intensity less than 1/25 the most intense peak at 24.3° are not visualized in the figure and are disregarded in the analysis. The * and x symbols indicate experimental peaks located within 0.2° 2θ and 0.3° 2θ of a theoretical peak, respectively.

**Fig. 8** Main plot: absorption coefficient of LaYS$_3$ according to spectroscopic ellipsometry. Inset: Determination of the value of the direct band gap from absorption coefficient and refractive index$^{81}$, both extracted by spectroscopic ellipsometry.

**Fig. 9** Photoluminescence spectra of LaYS$_3$ (red) and Cu$_2$ZnSnS$_4$ (blue) thin films. The scale is the same for both spectra. The solid (dashed) vertical lines indicate the PL peak position and band gap of LaYS$_3$ (Cu$_2$ZnSnS$_4$).
film is shown in Figure 7, together with the simulated pattern of LaYS$_3$ (CeTmS$_3$ structure). Among the 35 peaks identified in the XRD pattern, 32 are within a distance of 0.2°–20° from a major peak expected by theory, and the remaining 3 are within 0.3°–20°. By visualizing the XRD pattern over a broader 20° range, a few other low-intensity peaks can be identified (Figure S3, supplementary material). They can all be indexed to the CeTmS$_3$ structure. It must be noted that some major peaks expected for a randomly oriented LaYS$_3$ powder with the CeTmS$_3$ structure are absent in the measured XRD pattern of our thin film. This can tentatively be explained by texturing of the film, i.e., the tendency of some crystal planes of LaYS$_3$ to grow parallel to the substrate plane.

Further confirmation that the LaYS$_3$ structure with the CeTmS$_3$ prototype is the main constituent of the film is given by analysis of its absorption coefficient $\alpha$, shown in Figure 8. All the lowest-energy structures of LaYS$_3$ and YLaS$_3$ are predicted to have direct band gaps (Fig. S1, supplementary material). For a direct band gap material, linear extrapolation of $(\alpha hv)^2$ against $h\nu$ is expected to yield the band gap $\theta$. In the above expressions $\nu$ is the photon energy and $n$ is the refractive index, which is simply derived from $\alpha$ through the Kramers-Kronig relationship. This procedure yields a band gap of 2.0 eV, as shown in the inset of Figure 8. The value is within the calculation error for both the CeTmS$_3$ structure of LaYS$_3$ (calculated band gap: 1.79 eV) and the NH$_4$CdCl$_3$/Sn$_2$S$_3$ structure of both LaYS$_3$ and YLaS$_3$ (calculated band gap: 1.87 eV). However, the two NH$_4$CdCl$_3$/Sn$_2$S$_3$ structures can be excluded due to their incompatibility with the measured XRD pattern (Figure S3, supplementary material). The band gaps of all other possible structures of LaYS$_3$ and YLaS$_3$ are incompatible with the experimental band gap.

To give a preliminary assessment on whether LaYS$_3$ can be potentially used as a photoabsorber, a steady-state PL spectrum is measured (Figure 9). Considering the value of the absorption coefficient of LaYS$_3$ at the PL excitation wavelength (Figure 8), a PL analysis depth of 250 nm is derived. Therefore, the PL measurement probes recombination properties in the bulk of the film. In an ideal semiconductor the PL peak position should be centered on the band gap, as electrons from the conduction band minimum recombine radiatively with holes from the valence band maximum. However, in polycrystalline semiconductors used in thin-film solar cells the PL peak is often observed below the band gap energy (Stokes shift). An example is Cu$_2$ZnSnS$_4$ (CZTS), where the PL peak is systematically shifted by 100–200 meV with respect to the band gap energy, even in solar cells with efficiency above 10%. This can be due to trap- and tail states caused by impurities or native defects. To make a meaningful comparison, Figure 9 shows the PL spectrum of the LaYS$_3$ film together with the PL spectrum of a fully sulfurized Cu$_2$ZnSnS$_4$ film that was later processed into a solar cell with 5.2% conversion efficiency. The PL acquisition parameters were the same for both materials. In the Cu$_2$ZnSnS$_4$ film, the PL peak is located 200 meV below its band gap. On the other hand, the PL peak in our LaYS$_3$ film is centered at 1.9 eV, which is 100 meV lower than the band gap extracted from ellipsometry (Figure 8). We also note that the related binary compound La$_2$S$_3$ has a much larger offset of 600 meV between its band gap (2.7 eV) and its PL peak position (2.1 eV). The above discussion indicates that LaYS$_3$ could be a successful high-band gap photoabsorber for tandem water splitting devices.

5 Conclusions

In the current study we have explored different polymorphs of sulfur perovskites with ABS$_3$ stoichiometry as potential light absorbers for solar energy conversion - in particular as the large band gap material for a tandem photoelectrode. As compared to oxide perovskites explored in previous works, sulfur perovskites tend to have smaller band gaps pertinent for visible light absorption. Our results are based on a systematic screening procedure using a chain of simple descriptors. The procedure takes into account stability (through the formation energy), light absorption (the band gap), mobility (effective masses), and defect sensitivity (defects states in the gap). The outcome is a list of promising candidate materials as PV and PEC light absorbers. Among them, LaYS$_3$ is synthesized as a thin film for the first time, showing excellent agreement with the calculated structure and direct band gap. Additionally, a preliminary study by photoluminescence hints towards favorable defect properties in LaYS$_3$ thin films, which is also consistent with the computational results for defect sensitivity in that material. The screening procedure is certainly not complete. Several properties are not fully accounted for by the descriptors. One example is the mobility, where the electron or hole effective mass only describe one aspect of the mobility. A deeper understanding and a more accurate calculation would require consideration of scattering from phonons, electron, and impurities beyond what can be achieved in a screening study. However, the excellent agreement with experimental data from our synthesized LaYS$_3$ compound and from the already known compounds lends credibly to the approach. Further experimental studies will be undertaken to capitalize on these findings and investigate their full potential including schemes for protection and interfacing.
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Abstract

Using computational screening we identify materials with potential use as light absorbers in photovoltaic or photoelectrochemical devices. The screening focuses on compounds of up to three different chemical elements, which are abundant and non-toxic. A prescreening is carried out based on information from the ICSD and OQMD databases. The light absorption, carrier mobility, defect tolerance, and stability of the materials are assessed by a set of simple computational descriptors. The identified 74 materials include a variety of pnictogenides, chalcogenides, and halogenides. Several recently investigated light absorbers such as CsSnI$_3$, CsSnBr$_3$, and BaZrS$_3$ appear on the list.

Introduction

The increasing demand for energy to supply the growing human population has led to large-scale consumption of fossil fuels. As a result, the emission of greenhouse gases into the atmosphere is having detrimental effects on the environment. Therefore, it is an urgent requirement to explore fossil-free energy resources. One of the most promising such resources is the solar energy. Although, solar energy may not be able to fully substitute the fossil fuels in the near future, it has the potential to alleviate the environmental problems if used at a global scale. There are numerous ways to harvest the solar energy, to name a few; photovoltaics (PV), photoelectrochemical (PEC) generation of hydrogen or other chemicals, and thermal fuels.$^{1-5}$ These technologies are still not fully developed and significant efforts are required for their large-scale deployment.

Solid-state PV and PEC processes rely on materials which absorb the solar photons, generate electrons and holes, and conduct them to surfaces to participate in chemical processes or deliver electric current. For a material to work in a reasonable way, these processes must all be carried out efficiently. The PV technology relies predominantly on silicon as an absorber$^{6-8}$ in addition to a few other semiconductors such as GaAs, CdTe, InP, GaInP, CIGS
and hybrid perovskites. The deployment of PV technology is rapidly growing, while the PEC technology has not been realized yet mainly due to the lack of materials which can efficiently harvest visible light and use the generated electron-hole pair to for example split water. However, numerous materials have been explored for PEC, to name a few; TiO$_2$, CdS, Bi$_2$S$_3$, Sb$_2$S$_3$, WO$_3$, ZnO and Fe$_2$O$_3$. Despite numerous attempts, an analog of silicon for PEC has not been found yet. In order to address the challenges hampering the PEC technology alternative strategies are continuously being explored. One such strategy is to integrate existing silicon PV devices into PEC units. In these “tandem” devices two semiconductors with different band gaps (one of them being for example the silicon) are used as photoanode and photocathode, each conducting one half of the water-splitting reaction.

Despite the considerable research efforts the number of semiconductors, which have been explored for PV or PEC, is still small compared to the number of semiconductors, which have been synthesized. Therefore, a systematic investigation of the properties of already known semiconductors may reveal new interesting materials for PV or PEC application. However, performing experimental investigation of all relevant properties for thousands of materials is a daunting task, and this is where computational screening approaches may play a role.

In the past few years, publicly available databases with calculated properties of hundreds of thousands of materials have been established. However, some of the properties like band gaps or charge carrier effective masses, which are relevant to PV and PEC applications, are either not reported or the reported values are not very accurate due to limitations of the methods used. In the present work, we use the data reported in the Open Quantum Materials Database (OQMD) and then take a step further to calculate relevant electronic properties of already synthesized materials. The criteria we use to screen the materials are based on the toxicity and abundance of constituent elements, thermodynamic stability, band gap in the visible spectrum, high charge carrier mobility, and small tendency of the materials to exhibit defect-mediated mid-gap states in the band gap. Based on the criteria, we suggest new candidates which can potentially act as PV and PEC light absorbers.
Computational Details

The electronic structure calculations are performed using Density Functional Theory (DFT) in the Projector Augmented Wave (PAW) formalism\textsuperscript{24} as implemented in the electronic structure code GPAW\textsuperscript{25,26} with the ASE interface.\textsuperscript{27,28} The wave functions, electron density and the effective potential are expanded on a real space grid with a grid spacing of 0.18 Å. The sampling of the Brillouin zone is performed using the Monkhorst-Pack scheme.\textsuperscript{29} The k-point density is chosen to be 5 points Å\textsuperscript{-1}, and finer k-point meshes are adopted for the calculation of band structures and effective masses. The band gaps and band structures are calculated using the more accurate semi-local Gritsenko, van Leeuwen, van Lenthe and Baerends potential (GLLB) improved for solids (-SC) potential which includes an explicit estimation of the derivative discontinuity.\textsuperscript{30,31} The GLLB-SC functional with similar computational cost as the other semi-local functionals predicts band gaps which are quite close to the predictions of more computationally demanding many-body-perturbation-theory calculations and hybrid functionals.\textsuperscript{32} Spin-orbit coupling was included in the calculations for materials containing elements with atomic number (Z) higher than 56. Investigation of defect properties was done with the PBE exchange correlation functional.\textsuperscript{33}

Results and Discussion

The Inorganic Crystal Structure Database\textsuperscript{34} is a library of over 180000 inorganic compounds, where most of the compounds have been experimentally synthesized. The OQMD database is a computational materials database, which contains information about a large fraction of the crystal structures present in the ICSD. In the following we shall take as the starting point the materials in OQMD which originates from the ICSD. This limitation to the materials that appear in both ICSD and OQMD has several advantages: 1) As mentioned by-far most of the materials in ICSD have been synthesized, so this means that they can be considered stable or at least meta-stable. We do therefore not investigate material stability any further.
in the screening process, which saves considerable computer time. However, in the final stage of the screening we return to the stability issue, because some of the compounds have been synthesized only under extreme conditions. 2) In ICSD many materials appear several times as duplicates, but these have been removed in the OQMD. 3) The materials in OQMD have already been structurally optimized within the DFT framework using the PBE functional so that atomic forces and stresses vanish. This is convenient for further computational investigation. 4) Several properties like the band gaps of the compounds have already been calculated at the PBE-level, which we shall also exploit.

The initial download from the OQMD contained 28,566 compounds to be considered. These compounds are uniquely identified by their ICSD numbers, which are also provided in the OQMD database. We shall here limit ourselves to compounds of up to three elements of which there are 22,807.

We now begin a screening funnel, where we gradually remove compounds, which do not seem promising according to a list of criteria. The first step in the funnel is to restrict ourselves to compounds, which are made of only abundant and non-toxic elements for which an open market exists. We use the analysis by Gaultois et al., which is based on the crustal abundance of the elements and the so-called Herfindahl-Hirschman index (HHI) as a measure of the concentration or monopoly-character of the resources and the market. A priority list of elements based on these criteria are shown in Figure 1 and the resulting elements are also indicated in blue in the table of elements in Figure 2.

The abundance and toxicity criteria for the elements lead to a reduction in the number of compounds from 22,807 to 7,241. In the next step in the screening funnel we benefit from the fact that the Kohn-Sham band gaps have already been calculated and reported in the OQMD database using the PBE functional. It is well known that band gaps calculated with the PBE are severely underestimated, so we therefore use these band gaps only in a semi-quantitative way. We first discard all compounds without a PBE band gap, i.e the compounds which

---

1We acquired the dataset from the OQMD database around October 2014. At that time the ICSD-entries in the OQMD included systems with up to 35 atoms in the primitive unit cell.
Figure 1: The list of elements to be considered in the screening study based on crustal abundance and the Herfindahl-Hirschman index (HHI).
according to PBE are metallic. It should be noted that some compounds, for example several oxides, are in reality semiconductors or insulators despite a vanishing PBE band gap because of strong correlation effects. Such compounds are therefore not included in the screening. Additionally, we exploit the underestimation of the PBE band gaps to discard materials which have PBE band gaps higher than 2.0 eV. The optimal band gap for single junction PV devices is \( \sim 1 \) eV, which we shall refer to as a small band gap (SBG), whereas the tandem devices require for their large band gap component (LBG) a band gap of \( \sim 2.0 \) eV.\(^{16}\) This leads us to focus on materials with band gaps between 0.5 eV and 2.5 eV. It is quite unlikely that a material with a PBE band gap of more than 2 eV does in fact have an experimental band gap of less than 2.5 eV, so these materials are discarded. The number of candidate materials is reduced to 1,630 by this step. The procedure is schematically shown in Figure 2.

We now move on to consider a proper evaluation of the band gaps of the materials. As mentioned above, the PBE functional severely underestimates the band gaps and cannot therefore be used for realistic prediction. The underestimation has two reasons: the first is that PBE is only a crude approximation to the exact DFT functional, and the second is that the Kohn-Sham gap does not agree with the true fundamental band gap even with the exact functional. The so-called GLLB-SC functional improves on both of these problems.\(^{30,31}\) It has an improved Kohn-Sham potential compared to semi-local functionals like PBE, leading to more correct Kohn-Sham band gaps, and it includes an explicit evaluation of the so-called derivative discontinuity, which corrects the Kohn-Sham gap to obtain the fundamental gap. The GLLB-SC functional gives a reasonable estimate of the band gaps within \( \approx 0.3 - 0.5 \) eV as demonstrated in previous work with comparisons to experiment and to \( G_0W_0 \) and HSE06 calculated band gaps.\(^{32}\)

The GLLB-SC functional has convergence issues and maybe also more fundamental problems for magnetic systems, and we therefore concentrate on the spin-paired semiconductors. This reduces the number of candidate materials from 1,630 to 929. This is a significant re-
Figure 2: Flow of data selection process: Entries are extracted from the OQMD database (22,807 that originate from the ICSD with up to three elements), only entries containing non-toxic, abundant and low HHI elements are to be considered further. Furthermore, the number of candidates is additionally decreased by selecting only semiconducting materials with 0 eV < $E_{g}^{PBE}$ ≤ 2 eV, containing up to three elements resulting in 1,630 candidates.
duction and it would be interesting in future work to investigate also the 701 spin-polarized compounds. In Figure 3(a) we show the GLLB-SC calculated values of the band gaps versus the PBE band gaps. The figure clearly shows that the GLLB-SC band gaps are larger than the PBE calculated values in most cases and that it is unlikely that materials with a PBE band gap above 2 eV could have a GLLB-SC band gap in the relevant range. Based on the GLLB-SC predicted band gaps we identify 323 LBG and 195 SBG materials for further consideration.

Efficient transport of the generated charge carriers after light absorption is required for low losses in a PV/PEC material. The losses mainly arise due to recombination of charge carriers, which can potentially be prevented if the charges separate and move apart fast enough after their generation. Therefore, high mobilities are a prerequisite for efficient charge transport and should dampen the losses due to recombination. Several mechanisms can limit the carrier mobilities including scattering by phonons, electrons, or defects, but direct calculation of the scattering times associated with these different mechanism is difficult and computationally demanding in particular for large systems. However, independent of the scattering mechanism and the scattering life time, the mobilities are inversely proportional to the effective charge carrier masses, and we shall therefore use the effective electron and hole masses as descriptors for the mobilities.

The carrier effective masses are obtained by fitting a parabola to the top of the valence band and bottom of the conduction band of the band structure. The band structures are calculated along the high-symmetry band path as suggested by Setyawan and Curtarolo. At high-symmetry points where the band path changes directions, parabolic fits are made on both sides of the symmetry point. We choose an upper limit for both the effective electron and hole masses to be one standard electron mass. Figure 3 (b) shows a combined histogram of all the materials with band gaps in the relevant range (green) and the ones with low effective masses (blue). This step decreases the number of materials from 518 (with appropriate band gap) to 222 materials, which additionally satisfy the criterion for the
Figures 4 and 5 show the band gaps of the binary and ternary PV and PEC materials satisfying the criteria introduced so far. The selection process so far identifies several materials which are well-known light absorbers such as ZnS, ZnS$_2$, FeS$_2$, CsSnI$_3$ and ZnSiP$_2$. This, to some extent, validates our approach. At the end of the screening process, we shall consider other well-known light absorbers, which do not appear as candidates and discuss the reasons for this.

The final step in the screening funnel takes defect properties into account. Defects can be detrimental to the performance of semiconductors as PV/PEC materials. For example, the defects present in FeS$_2$ act as recombination centers, which severely deteriorates its performance. $^{37}$ Generally, presence of different defects like vacancies, substitutional defects, and impurities may give rise to new electronic states in the band gap, which reduces the photo-absorption or they act as recombination centers. $^{38}$ The materials exhibiting this kind of behavior are commonly termed “defect-sensitive”, whereas semiconductors which only show nominal change in their electronic structure upon introducing defects are termed “defect-tolerant”. $^{38-40}$

In the following we aim to identify the defect-tolerant materials by explicit calculation of the electronic structure in the presence of defects. Ideally, defect calculations require large supercells with different charge state along with careful incorporation of electrostatic corrections to the electronic structure and energies. $^{41-45}$ However, such accurate defect calculations are computationally too demanding for a screening study like the present one, and, furthermore, we are not aiming to study defect properties in detail, but only to determine whether a given material is defect tolerant or not.

We limit ourselves to study vacancy defects in their neutral states by creating one defect in repeated 2×2×2 (or 3×3×3 if the pristine unit cell was smaller than 5 atoms) supercells. Vacancies for all the constituent elements are investigated. The density of states (DOS) is then calculated in the defect supercell without relaxing the atomic structure after defects
Figure 3: Schematic view of the step-wise inclusion of new descriptors. a) Selecting materials with the GLLB-SC calculated band gaps in the range between 0.5 and 2.5 eV. The plot shows the GLLB-SC band gaps versus the PBE band gaps. The blue and green striped areas show the HBG and LBG regions, respectively. b) Selection of the compounds with the carrier effective masses less than one standard electron mass. The histogram of the band gaps of the materials before and after applying the criterion for the effective mass. c) Selection of the defect tolerant materials. Defect tolerance refers to the situation when no mid gap states in the band structure arise as a result of presence of point defects in the crystal. Numbers written on the arrows represent the number of candidates in each step.
Figure 4: Calculated band gaps of binary systems satisfying the screening criteria for abundance, non-toxicity, light absorption, and mobility. Orange and yellow areas represent LBG and HBG regions, respectively. Table with numerical values and ICSD codes can be found in the supplementary material.
Figure 5: Calculated band gaps of ternary systems satisfying the screening criteria for abundance, non-toxicity, light absorption, and mobility. Orange and yellow regions represent LBG and HBG regions, respectively. Table with numerical values and ICSD codes can be found in the supplementary material.
are introduced. The calculations are performed using the LCAO-mode of GPAW with a dzp basis set.46 If the resultant DOS resembles the DOS of the pristine structure i.e. there are no mid-gap states in the band gap (or only shallow states near the band edges), we consider the material as defect-tolerant. This approach does not rule out that other kinds of defects can in fact harm the photoelectric performance, but at least it removes from the screening funnel the ones where the vacancies lead to mid-gap states.

This completes the screening funnel and the resulting candidates are shown in Table 1. In the following we shall discuss these materials and some of their properties in more detail.

Table 1: Final list of suggested PV and PEC candidates including the calculated band gaps and effective masses, and, if available, experimental band gaps. The energies of the compounds with respect to the convex hulls $\Delta H_{\text{hull}}$ (eV/atom) are also reported. A large positive value of $\Delta H_{\text{hull}}$ implies that the compound may not be stable under normal conditions. Compounds with $\Delta H_{\text{hull}} > 0.05$ eV are shown in parenthesis. The corresponding ICSD numbers of all the compounds are provided in Table 1 of the Supplementary Information. For the compounds labelled by asterisks the investigations of defect sensitivities are inconclusive, because the PBE/LCAO gaps are too narrow to allow for a clear distinction between mid-gap and shallow states.

<table>
<thead>
<tr>
<th>Formula</th>
<th>$E_{\text{GLLB-SC}}^{g}$</th>
<th>$E_{\text{GLLB-SC}}^{\text{direct}}$</th>
<th>$m^{*}_{h}$</th>
<th>$m^{*}_{e}$</th>
<th>$E_{\text{exp.}}^{g}$</th>
<th>$\Delta H_{\text{hull}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al$_2$MgSe$_4$*</td>
<td>2.47</td>
<td>2.47</td>
<td>0.379</td>
<td>0.211</td>
<td>-</td>
<td>0.01</td>
</tr>
<tr>
<td>(B$_3$S)$_4$*</td>
<td>0.58</td>
<td>0.75</td>
<td>0.401</td>
<td>0.294</td>
<td>-</td>
<td>0.41</td>
</tr>
<tr>
<td>Ba$_3$P$_4$</td>
<td>1.07</td>
<td>1.07</td>
<td>0.945</td>
<td>0.974</td>
<td>1.6$^{47}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Ba$_3$SbN</td>
<td>2.05</td>
<td>2.05</td>
<td>0.181</td>
<td>0.247</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Ba$_5$Sb$_4$</td>
<td>0.94</td>
<td>1.27</td>
<td>0.661</td>
<td>0.361</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Ba$_4$SnP$_4$</td>
<td>1.78</td>
<td>1.79</td>
<td>0.318</td>
<td>0.471</td>
<td>-</td>
<td>0.01</td>
</tr>
<tr>
<td>BaCaSn</td>
<td>0.88</td>
<td>0.88</td>
<td>0.339</td>
<td>0.73</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>BaLiP</td>
<td>1.98</td>
<td>1.98</td>
<td>0.161</td>
<td>0.161</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>BaZrN$_2$</td>
<td>2.45</td>
<td>2.45</td>
<td>0.38</td>
<td>0.277</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>BaZrS$_3$</td>
<td>2.34</td>
<td>2.34</td>
<td>0.351</td>
<td>0.425</td>
<td>1.8$^{48,49}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Ca$_3$NP</td>
<td>2.46</td>
<td>2.46</td>
<td>0.206</td>
<td>0.288</td>
<td>-</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Formula</th>
<th>$E_{g}^{GLLB-SC}$</th>
<th>$E_{g(direct)}^{GLLB-SC}$</th>
<th>$m^*_{h}$</th>
<th>$m^*_{e}$</th>
<th>$E_{exp.}^{g}$</th>
<th>$\Delta H_{hull}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaLiSb</td>
<td>1.36</td>
<td>1.36</td>
<td>0.132</td>
<td>0.404</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Cs$_2$SnI$_6$*</td>
<td>0.77</td>
<td>0.77</td>
<td>0.835</td>
<td>0.256</td>
<td>1.3$^{50}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Cs$_3$Sb</td>
<td>2.45</td>
<td>2.75</td>
<td>0.758</td>
<td>0.232</td>
<td>1.6(300K)$^{51}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Cs$_6$AlSb$_3$</td>
<td>2.11</td>
<td>2.21</td>
<td>0.906</td>
<td>0.276</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Cs$_6$GaSb$_3$</td>
<td>1.84</td>
<td>1.94</td>
<td>0.99</td>
<td>0.289</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CsCuSe$_4$</td>
<td>1.94</td>
<td>2.01</td>
<td>0.475</td>
<td>0.256</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CsGe Cl$_3$</td>
<td>2.31</td>
<td>2.31</td>
<td>0.268</td>
<td>0.285</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CsNaGe$_2$</td>
<td>2.48</td>
<td>2.51</td>
<td>0.353</td>
<td>0.506</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CsSnBr$_3$</td>
<td>0.99</td>
<td>0.99</td>
<td>0.089</td>
<td>0.078</td>
<td>1.26$^{52}$</td>
<td>0.00</td>
</tr>
<tr>
<td>CsSnI$_3$ (B)</td>
<td>1.23</td>
<td>1.23</td>
<td>0.104</td>
<td>0.061</td>
<td>1.3 (GW 1.3)$^{53,54}$</td>
<td>0.00</td>
</tr>
<tr>
<td>CsSnI$_3$</td>
<td>1.88</td>
<td>1.88</td>
<td>0.121</td>
<td>0.094</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>(CuI)</td>
<td>0.6</td>
<td>1.39</td>
<td>0.706</td>
<td>0.362</td>
<td>-</td>
<td>0.07</td>
</tr>
<tr>
<td>(Cu$_3$N)</td>
<td>1.49</td>
<td>2</td>
<td>0.236</td>
<td>0.207</td>
<td>1.5$^{55}$</td>
<td>0.24</td>
</tr>
<tr>
<td>Cu$_2$S</td>
<td>0.95</td>
<td>0.95</td>
<td>0.259</td>
<td>0.153</td>
<td>1.2$^{51}$</td>
<td>0.01</td>
</tr>
<tr>
<td>Cu$_3$SbSe$_3$</td>
<td>1.22</td>
<td>1.27</td>
<td>0.522</td>
<td>0.438</td>
<td>1.68$^{56}$</td>
<td>0.03</td>
</tr>
<tr>
<td>Cu$_3$SiSe$_6$</td>
<td>1.13</td>
<td>1.15</td>
<td>0.464</td>
<td>0.189</td>
<td>1.33$^{57}$</td>
<td>0.05</td>
</tr>
<tr>
<td>Cu$_2$GeS$_3$</td>
<td>0.87</td>
<td>0.87</td>
<td>0.26</td>
<td>0.157</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Cu$_2$O</td>
<td>1.16</td>
<td>1.16</td>
<td>0.251</td>
<td>0.776</td>
<td>2.17$^{51}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Cu$_3$KS$_2$</td>
<td>1.67</td>
<td>1.74</td>
<td>0.359</td>
<td>0.395</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Cu$_2$AlSe$_2$</td>
<td>2.44</td>
<td>2.44</td>
<td>0.217</td>
<td>0.156</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CuGaS$_2$</td>
<td>2.13</td>
<td>2.13</td>
<td>0.234</td>
<td>0.187</td>
<td>2.53$^{58}$</td>
<td>0.00</td>
</tr>
<tr>
<td>CuKSe*</td>
<td>1.44</td>
<td>1.44</td>
<td>0.103</td>
<td>0.131</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>CuSbSe$_2$</td>
<td>1.39</td>
<td>1.59</td>
<td>0.77</td>
<td>0.557</td>
<td>1.2$^{59}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Ga$_2$Se$_3$</td>
<td>2.02</td>
<td>2.02</td>
<td>0.214</td>
<td>0.164</td>
<td>1.9$^{51}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Hf$_3$N$_4$</td>
<td>2.39</td>
<td>2.39</td>
<td>0.27</td>
<td>0.372</td>
<td>1.8$^{60}$</td>
<td>0.00</td>
</tr>
<tr>
<td>K$_2$P$_3$</td>
<td>1.89</td>
<td>1.91</td>
<td>0.786</td>
<td>0.993</td>
<td>-</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Formula</th>
<th>$E_{g}^{\text{GLLB-SC}}$</th>
<th>$E_{g(direct)}^{\text{GLLB-SC}}$</th>
<th>$m^*_h$</th>
<th>$m^*_e$</th>
<th>$E_{g}^{\text{exp.}}$</th>
<th>$\Delta H_{\text{hull}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>K$_2$Sn$_2$O$_3$</td>
<td>2.04</td>
<td>2.04</td>
<td>0.222</td>
<td>0.15</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>KMo$_3$O$_9$</td>
<td>0.89</td>
<td>0.96</td>
<td>0.965</td>
<td>0.639</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>KZnSb$^*$</td>
<td>0.88</td>
<td>1.01</td>
<td>0.061</td>
<td>0.089</td>
<td>-</td>
<td>0.01</td>
</tr>
<tr>
<td>Li$_2$NaSb</td>
<td>2.09</td>
<td>3.38</td>
<td>0.131</td>
<td>0.24</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Li$_3$NaSi$_6$</td>
<td>0.54</td>
<td>0.6</td>
<td>0.314</td>
<td>0.412</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>LiP</td>
<td>1.56</td>
<td>1.84</td>
<td>0.424</td>
<td>0.578</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>LiSrN$^*$</td>
<td>1.64</td>
<td>2.19</td>
<td>0.916</td>
<td>0.276</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>LiSrP</td>
<td>2.29</td>
<td>2.59</td>
<td>0.375</td>
<td>0.653</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>LiZnN</td>
<td>1.52</td>
<td>1.52</td>
<td>0.128</td>
<td>0.163</td>
<td>1.9$^{61,62}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Mg$_2$Si$^*$</td>
<td>0.66</td>
<td>0.66</td>
<td>0.192</td>
<td>0.574</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Mg$_3$Sb$_2$$^*$</td>
<td>1.1</td>
<td>1.91</td>
<td>0.103</td>
<td>0.231</td>
<td>1.1$^{63}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Mg$_2$Ge</td>
<td>0.75</td>
<td>1.67</td>
<td>0.084</td>
<td>0.219</td>
<td>0.74$^{51}$</td>
<td>0.00</td>
</tr>
<tr>
<td>NaBaP</td>
<td>2.22</td>
<td>2.22</td>
<td>0.209</td>
<td>0.25</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>NaNbN$_2$$^*$</td>
<td>1.29</td>
<td>1.94</td>
<td>0.23</td>
<td>0.523</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>NbI$_5$</td>
<td>1.54</td>
<td>1.59</td>
<td>0.853</td>
<td>0.372</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>O$_2$I</td>
<td>2.17</td>
<td>2.69</td>
<td>0.721</td>
<td>0.771</td>
<td>-</td>
<td>0.02</td>
</tr>
<tr>
<td>Rb$_2$SnBr$_6$</td>
<td>2.49</td>
<td>2.49</td>
<td>0.816</td>
<td>0.368</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Rb$_6$AlSb$_3$</td>
<td>1.71</td>
<td>1.79</td>
<td>0.95</td>
<td>0.239</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>RbGeI$_3$</td>
<td>1</td>
<td>1</td>
<td>0.088</td>
<td>0.07</td>
<td>-</td>
<td>0.03</td>
</tr>
<tr>
<td>RbLi$_7$Ge$_8$$^*$</td>
<td>0.61</td>
<td>0.67</td>
<td>0.708</td>
<td>0.476</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>RbSn</td>
<td>1.43</td>
<td>1.43</td>
<td>0.624</td>
<td>0.281</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>SnPSe$_3$</td>
<td>2.2</td>
<td>2.33</td>
<td>0.724</td>
<td>0.675</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Sr$_2$Ge</td>
<td>1.08</td>
<td>1.08</td>
<td>0.125</td>
<td>0.606</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Sr$_3$AlSb$_3$</td>
<td>1.47</td>
<td>1.47</td>
<td>0.586</td>
<td>0.443</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Sr$_3$GaN$_3$</td>
<td>2.31</td>
<td>2.37</td>
<td>0.625</td>
<td>0.266</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>Sr$_3$GeO</td>
<td>1.06</td>
<td>1.06</td>
<td>0.103</td>
<td>0.168</td>
<td>-</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>Formula</th>
<th>$E_{GLLB-SC}^{g,d}$</th>
<th>$E_{GLLB-SC}^{g(direct)}$</th>
<th>$m^*_{h}$</th>
<th>$m^*_{e}$</th>
<th>$E_{exp.}^{g}$</th>
<th>$\Delta H_{hull}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sr$_3$SbN</td>
<td>1.63</td>
<td>1.63</td>
<td>0.192</td>
<td>0.184</td>
<td>1.15$^{64}$</td>
<td>0.00</td>
</tr>
<tr>
<td>Sr$_3$SiO</td>
<td>1.14</td>
<td>1.14</td>
<td>0.144</td>
<td>0.188</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>SrGe$_2$</td>
<td>0.83</td>
<td>1.01</td>
<td>0.518</td>
<td>0.482</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>SrS$_3$</td>
<td>2.14</td>
<td>2.14</td>
<td>0.936</td>
<td>0.706</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>SrZrN$_2$</td>
<td>0.65</td>
<td>1.31</td>
<td>0.259</td>
<td>0.319</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>(ZnS)$_2$</td>
<td>2.5</td>
<td>2.83</td>
<td>0.474</td>
<td>0.456</td>
<td>2.5 (2.7 GW)$^{65}$</td>
<td>0.08</td>
</tr>
<tr>
<td>(ZnSe)$_2$</td>
<td>1.41</td>
<td>1.65</td>
<td>0.204</td>
<td>0.568</td>
<td>1.56G$_0$W$_0$,1.7GW$^{65}$</td>
<td>0.15</td>
</tr>
<tr>
<td>Zr$_3$N$_4$</td>
<td>2.13</td>
<td>2.13</td>
<td>0.316</td>
<td>0.379</td>
<td>2.1-2.3$^{66}$</td>
<td>0.05</td>
</tr>
<tr>
<td>ZrI$_2^*$</td>
<td>0.59</td>
<td>0.71</td>
<td>0.907</td>
<td>0.373</td>
<td>0.1$^{67}$</td>
<td>0.00</td>
</tr>
<tr>
<td>ZrNi$^*$</td>
<td>0.92</td>
<td>0.92</td>
<td>0.287</td>
<td>0.365</td>
<td>-</td>
<td>0.00</td>
</tr>
<tr>
<td>ZrSe$_2^*$</td>
<td>1.06</td>
<td>1.91</td>
<td>0.285</td>
<td>0.284</td>
<td>1.2,1.6$^{68}$</td>
<td>0.00</td>
</tr>
</tbody>
</table>

However, before doing so, we shall return to the issue of material stability. By far, most of the materials in ICSD have been experimentally synthesized and can therefore be regarded as stable or at least meta-stable. However, some of the materials are synthesized under extreme conditions of pressure or temperature and are therefore not necessarily stable under normal conditions. These materials might therefore decompose into competing phases, which are more stable. This issue can be assessed by the convex hull construction from the formation energies. The convex hull value at a given chemical composition is obtained by minimizing the linear combination of energies of all possible phases constrained to the given composition. If the compound lies significantly above the hull it is an indication of a potential problem with the stability under normal conditions. This might be due to high pressure/temperature synthesis, but can also be caused by other problems with the ICSD entry.

The relative stabilities, $\Delta H_{hull}$, of the compounds with respect to the convex hull are shown in 1. The data are obtained directly from the OQMD database. If $\Delta H_{hull}$ is zero for a particular compound, then the compound is most likely stable under normal conditions.
whereas a large positive value imply possible instability. The compounds with $\Delta H_{\text{hull}}$ above 50 meV are shown in parenthesis. For example is CuI in a high-pressure phase, while both B$_{12}$S and Cu$_3$N have warnings associated with them in the ICSD indicating a potential problems with the crystal determination for these compounds.

Some of the candidates reported in Table 1 have been previously explored for different applications. For example, Cs$_3$Sb has been investigated experimentally and theoretically as a photocathode.$^{69-71}$ We note that De’Munari et al.$^{72}$ report a phase transition occurring at around 260 K which could explain the mismatch between the calculated (2.45 eV) and the experimental (1.6 eV at 300K$^{51}$) band gap values for this particular compound. Furthermore, Wu et al.$^{73}$ explored Cu$_2$S nanocrystals for PV application whereas Cu$_3$SbSe$_3$ and LiBC have been explored as potential thermoelectric and high temperature superconductor, respectively.$^{56,74-77}$ Cu$_2$O has been investigated both in a PV$^{78}$ and PEC$^{79}$ context. Additionally, attempts have been made to make solar cells out of the ternary compounds of copper, CuSbSe$_2$ and Cu$_6$Se$_6$Si.$^{57,80}$

A few of the identified perovskites have been explored actively in recent years. For example, we find Cs$_3$SnBr$_3$ and Cs$_3$SnI$_3$ as PV semiconductors having the band gap of $\sim$1.3 eV.$^{52,81}$ However, the poor stability of CsSnX$_3$ perovskites in moisture or air prevents them from being used as absorbers in PV devices. However, recent suggestions to improve the air stability of the above mentioned perovskites propose Cs$_2$SnI$_6$ as a derivative of CsSnI$_3$ which in addition to having improved stability also has high absorption coefficient;$^{82}$ we also find Cs$_2$SnI$_6$ as one of the possible PV candidates. Two phases of CsSnI$_3$ satisfy the criteria: the orthorhombic so called 'black' phase (1.32 eV band gap) and the tetragonal phase (1.88 eV band gap). However, the most stable CsSnI$_3$ phase, the orthorhombic 'yellow' phase, was not part of the study due to a too high PBE band gap (experimental band gap is 2.6 eV$^{83}$).

In addition to the halogen perovskites, the chalcogen perovskite BaZrS$_3$ has been explored intensively in the last few years as a possible high band gap absorber for water splitting with a band gap of 1.8 eV.$^{48,84}$ As 1 shows, the screening also identifies BaZrS$_3$ as a potential
The above discussion shows that a few relevant descriptors when used in conjunction lead to a tremendous reduction in the materials space, and that several already known promising materials result from the screening. This provides some credibility to the approach. To shed further light on the screening procedure we now briefly discuss a small set of already known PV and PEC materials, which do not appear on the list, and their descriptor values. The materials we consider are Si, GaAs, CdTe, CdSe, GaP, CuInSe$_2$, and BiVO$_4$.

The calculated band gaps and effective masses for these materials are shown in Table 2. They all have energy gaps in either the PV or PEC region in reasonable agreement with experimental values, except for GaP and BiVO$_3$. The band gap of GaP exceeds the 2.5 eV limit by only 0.07 eV, while the discrepancy between the calculated and experimental band gaps for BiVO$_3$ is of the order 1 eV. Wiktor et al.$^{86}$ have studied the electronic properties of BiVO$_3$ in great detail and find that for this particular material the thermal and zero-point fluctuations lead to a very significant reduction of the calculated band gap by as much as 0.6 - 0.9 eV bringing the calculated gap in considerably better agreement with the experimental value. However, calculation of the thermal effects involve a very time-consuming simulation, which cannot be performed for all compounds in a screening study. All of the effective masses are below the limit of one electron mass used in the screening.

Most of the materials in Table 2 are removed from the screening funnel already at the first step, because As, Bi, Cd, In, and Te are not on the list of accepted chemical elements.
GaP is removed because of the band gap slightly above 2.5 eV and would also otherwise have been removed because of defect sensitivity. Last but not least silicon is removed because of defect sensitivity.

**Conclusions**

In this work we have focussed on identifying light-absorbing materials for PV and PEC applications taking already synthesized semiconductors of up to three different elements as presented in ICSD as a starting point. Using a set of simple descriptors in a screening funnel the number of compounds is reduced to only 74 candidate materials.

It should be noted that even though the number of semiconductors considered here is measured in the thousands, it still only represents a small fraction of the full space of stable or meta-stable materials. The rather brute-force approach used here, where in principle all materials are investigated, cannot be expected to be applicable to the much larger space of available materials. New approaches based on statistical learning will have to be developed in order to efficiently scan many different crystal structures with different compositions to test for stability.

The descriptors applied in the present work also need to be refined and new descriptors have to be developed for high-throughput screenings. The calculations of the band gaps presented here have rather large uncertainties associated with them, and it is a real challenge to include for example thermal effects as discussed in the case of BiVO$_3$. Furthermore, the band gap itself is only a rough measure of the light absorption properties and even though more sophisticated approaches like time-dependent DFT and the Bethe-Salpeter equations exist, they are still too computationally time-consuming to be applied to many thousand materials.

Defects and interfaces play a major role in optoelectronic device performance, and the present study only addresses the defect issue at the most basic level. Only vacancy defect
are studied and only at the level of semi-local functionals. Many other intrinsic defects can be of importance and a more accurate determination of electronic levels in the band gap require treatments at the non-local DFT or GW level.

Any screening study potentially includes both false-positives and true-negatives and the present study is no exception. There could be many reasons that a material appearing in Table 1, would not work optimally in a real device. However, we think that materials not appearing in the list hardly can be expected to be well-functioning. There might be a few “outliers” where the descriptors fail, but in general the descriptors are conservative. If, for example, the band gap is not in the proper range poor performance can be expected. Similarly if the carrier masses are large, the mobility is expected to be limited and charge extraction will be difficult.
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Introduction

Selenium (Se, Z=34, Greek selene meaning “Moon”) is one of the oldest known semiconductors. Even though Selenium very early showed promising photoelectric properties, being the first material to show photoelectric effect,\(^1\) no usage of Selenium in commercial purposes has been reported. The lack of practical application is probably the reason why Selenium was not extensively studied, unlike for example, silicon or germanium, other well known elemental semiconductors.

A recently introduced strategy for achieving higher efficiency using tandem photovoltaic (PV) and photoelectrochemical (PC) devices, has resulted in increased interest in high band gap semiconductors. A simple device design assumes two semiconductors, a small band gap (SBG) semiconductor, like for example silicon, and the large band gap (LBG) working in a tandem. However, the main challenge remains finding a suitable LBG material.

For a long time the record conversion efficiency of selenium was only 5%\(^2\) and it was only lately that a redesigned selenium device was introduced and a new efficiency record of 6.5%\(^3\) was obtained. In light of the recent result and with high demand for LBG semiconductors, we explore properties of trigonal selenium and its suitability to serve as a LBG absorber in a tandem device.

Selenium is a simple amorphous semiconductor which crystallizes in a trigonal crystal system of hexagonal family (spacegroup number 152). Even though the literature reports several different phases of selenium (\(\alpha,4 \beta,5 \) and \(\gamma,6\) monoclinic phases) and several other phases obtained by applying high pressure\(^7\) the trigonal form is the only one thermodynamically stable at the ambient conditions.

The hexagonal unit cell, \(a=4.366\ \text{Å}, c=4.954\ \text{Å}, \alpha=\beta=90^\circ, \gamma=120^\circ\) contains three atoms in a primitive cell. The atoms are arranged in spiral rods oriented along the \(c\) axis of the cell, with one rod at the center of hexagonal structure and one at each corner of a hexagon. The geometry suggests that single rods are held together only by a week, possibly weak van der Waals type, interaction. That would further imply that single selenium rods
should show similar properties as the bulk selenium.

However, Joannopoulos et al.\textsuperscript{8} investigated the structure of selenium and found some covalent-like bonding between the rods. In this work we investigate electronic and optical properties of trigonal selenium using electronic structure methods. We also investigate the connection between a 1D-like geometry and electronic and optical properties of the material. Finally, our conclusion is in agreement with the reference above; even though many properties are predominantly arising from single rods, significant contribution comes from the interaction between the neighboring rods. As a result, selenium cannot be classified as purely bulk semiconductor or a 1D van der Waals type one, but rather a mixture of both.

![Crystal structure of trigonal Selenium](image)

Figure 1: Crystal structure of trigonal Selenium: the one dimensional spiral rods are extending in the $c$-axis direction (right). The view from the top (left) shows the arrangement of rods in the corners of hexagonal primitive cell.

**Computational details**

Electronic structure calculations were performed using the GPAW code.\textsuperscript{9} The band structure and effective mass calculations are performed using Density Functional Theory (DFT)
in the Projector Augmented Wave (PAW) formalism. The wavefunctions are expanded in a plane-wave basis with an energy cutoff of 800 eV. The sampling of the Brillouin zone is performed using the Monkhorst-Pack scheme. A 7×7×7 k-point mesh was used for band gap calculations, whereas band structure and effective masses required finer meshes. For calculating electronic properties, band gap, band structure and effective masses, a more accurate, semi-local GLLB-SC exchange-correlation functional was employed because of its high accuracy and similar computational cost as other semi-local functionals. Additionally, band gap was also evaluated using a hybrid HSE06 functional.

The LDA eigenvalues and wave functions, used as the input in the \( G_0W_0 \) calculations, were calculated with a plane wave basis cutoff energy of 800 eV and a 6×6×6 k-point mesh. For the initial investigation of the convergence with respect to the plane wave cutoff and number of unoccupied bands used, the dielectric function and the correlation self-energy were calculated using cutoffs of 150, 200 and 250 eV and extrapolated to infinite cutoff using the standard \( 1/E_{\text{cut}}^{3/2} \) dependence. Frequency integration in the self-energy is evaluated on the real axis using a logarithmic grid.

The optical spectra with and without the excitonic effects are calculated solving the Bethe-Salpeter equation and in the random-phase approximation (RPA, independent-particle picture), respectively.

The calculations with point defects were performed on 3×3×3 super-cells using the PBE functional and the LCAO-mode of GPAW with a dzp basis set.

**Results**

Selenium is an indirect band gap semiconductor with a small difference between direct and indirect band gap. Experiments report 1.85 eV for the indirect and 1.95 for the direct band gap. Similar values are obtained theoretically, where the GLLB-SC and HSE06 functionals result band gaps of 1.71 eV (1.93 eV direct) and 1.86 eV (2.28 eV direct), respectively. \( G_0W_0 \)
quasi-particle band gap is slightly lower, 1.71 eV (1.98 eV direct). Electronic band structure along the hexagonal high-symmetry band path with and without spin-orbit coupling is shown in Figure 2 (left). One can see how the red dashed lines (where spin orbit was included) are on top of the blue solid lines (where spin-orbit coupling was not included), meaning that the effect of spin orbit coupling has an insignificant influence on the size of the band gap. It does, however, split the spin degeneracy due to the lack of inversion symmetry in the trigonal structure. The small difference between indirect and direct band gap is clearly visible from the band structure. However, the absolute valence band maximum (VBM) and conduction band minimum (CBM) are not on the high-symmetry path illustrated in Figure 2 (left). VBM is found slightly off the $L-H$ path, while CBM is close to the $H$ point. The Brillouin zone and positions of VBM and CBM is shown in Figure 2 (right). The obtained band structure shows larger dispersion along the directions parallel to the rods, especially in segments $H-K$ and $L-M$, which is a direct consequence of the quasi 1D geometry of selenium.

In connection to the mobility of photo-excited carriers, we calculate the carrier effective masses. Using the dense k-point sampling around VBM and CBM we are able to extract effective masses by fitting parabolas in the three directions around VBM and CBM. Since we are interested in room temperature effects, we include in the fit a region up to 25 meV from the band extremes (25 meV $\approx$ 290 K). The resulting hole effective masses are 0.527, 0.519 and 0.166 $m_e$ ($m_e$ is the standard electron mass) and electron effective masses 0.127, 0.123 and 0.137 $m_e$.

Figure 3 shows the optical properties perpendicular and along the rods, respectively. The blue line is the optical spectra without the excitonic effects, calculated in the random-phase approximation (RPA, independent-particle picture) and the green line is the spectra obtained with BSE, which includes the electron-hole interactions.

The first peak observed in the optical spectra in the direction perpendicular to the selenium rods (Figure 3, left) can be assigned to transitions from the highest occupied band. This single band is isolated in the directions perpendicular to the rods, including the $L-H$
Figure 2: Calculated band structure along the high-symmetry band path with (red dashed lines) and without (blue solid lines) spin orbit coupling (left). Brillouin zone of Selenium with the high symmetry points and path. Valence band maximum (VBM) and conduction band minimum (CBM) are off the path (right).

Figure 3: Optical spectra perpendicular (left) and along (right) Se rod direction obtained with BSE (green) and RPA (blue). The vertical lines mark direct band gap position, calculated with GLLB-SC functional.
section, where the lowest direct band gap is located. Therefore, the transitions originating from the two highest occupied band in $L-H$ region will result in an isolated peak of lower intensity. The second, higher and broader peak, is result of transitions originating from remaining regions perpendicular to the rods (Γ-M-K, A-L-H), where the value of direct band gap is at least 3 eV, together with contributions from the next two highest occupied bands. The direct band gap values along the high-symmetry paths are shown in Figure 4. The offset between the RPA and BSE excitonic peaks is the exciton binding energy and in this case is found to be 0.18 eV.

The optical spectra along the direction of the selenium rods is shown in Figure 3, right. The intensity of the spectrum is roughly three times higher when comparing to the spectra in the direction perpendicular to the selenium rods. This comes as a consequence of the strong hybridization along the rods, also seen in the $H-K$ region which has the strongest dispersion of the entire band structure. The region around $H$ and $L$ points, according to the Figure 4, is most likely the origin of transitions forming the first, small peak in the absorption spectrum.

The exciton binding energy is increased and here it results 0.28 eV.

Despite the spectral differences in the two directions, the absence of the sharp, isolated
excitonic peak suggests that the material behaves more like other bulk semiconductors and less like a low-dimensional material.

Figure 5: Density of states of pristine selenium structure (a), structure with selenium vacancy (b), oxygen antisite (c) and tellurium antisite (d). Selenium vacancy and oxygen antisite introduce mid-gap states whereas tellurium antisite does not seem to have a significant effect on the band structure.

The sensitivity of the electronic properties of the material due to introduction of point defects was investigated for selenium vacancy and oxygen and tellurium antisites. The calculations were performed on $3 \times 3 \times 3$ super-cells, each super-cell containing one type of defects. The Figure 5 shows the changes in the total density of states in the area close to the band gap. Selenium vacancy and oxygen antisite introduce a mid-gap state while the tellurium antisite has almost no effect on the density of states. Since the mid-gap states
act as recombination centers and lead to the loss of photo-excited electrons, they should be avoided. Therefore, presence of selenium vacancies or having oxygen impurity on a selenium site is unwanted since the material cannot "tolerate" their presence. However, there seems to be no problem with tellurium antisites since no mid-gap states are visible.

Conclusion

The reported work suggests that trigonal selenium has suitable band gap and sufficiently low effective masses to perform well as a LBG absorber in a tandem photoelectrochemical device. Problems such as carrier recombination may arise due to point vacancies or oxygen antisites, since both are shown to introduce mid-gap states. Also, additional investigation, including charged defects may be necessary. Furthermore we investigate optical absorption along and perpendicular to the direction of selenium rods. Our results suggest that selenium has a quasi-1D structure, with the bonding between the neighboring rods significantly strong that a material cannot be called purely 1D.
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This chapter provides additional information and details on the papers and methods used to produce published results. In addition, some unpublished results related to the work presented are also included in this chapter.

6.1 Paper I: Defect-Tolerant Monolayer Transition Metal Dichalcogenides

The descriptor introduced in the paper works very well for 2D metal dichalcogenides, which has been confirmed by visually investigating band structures of pristine and defect materials. The natural step forward at this point is going beyond the well defined material class and using the descriptor on different 2- and 3D systems.

We used a set of 18 bulk semiconductors and insulators to test the performance of the NOO descriptor introduced in the paper. Calculations for each material in the pristine structure and a supercell structure containing a point vacancy have been performed using the DFT. The changes in the band structure were investigated for both possible vacancies by comparing the density of states of pristine and supercell structures. This allows categorizing materials into defect tolerant (no deep states were found in the band gap) and defect sensitive (deep state were found in the band gap). The observed conclusions were then compared with the results obtained using the NOO descriptor.

Figure 6.1 shows calculated values of descriptor $D$ for 18 materials investigated. Materials without the mid-gap states (tolerant) are plotted in green and materials showing mid-gap states are plotted in red. The predicted $D$ values are more disperse in this case, comparing to the values obtained for the TMDs, as reported in the publication. There is no clear separation between the high and low $D$ values. Furthermore, the descriptor seems to predict well only in cases of very high $D$ values (>0.8). From the pDOS of the investigated materials, one can often see contributions from several different states (3 or 4) to the total DOS close to the band edge, unlike the only two states found in TMDs. This becomes an even larger problem if one goes to ternary or higher order compounds, where contributions from many different states are expected. Furthermore, the descriptor will fail in cases where the states deeper in the band are responsible for formation of the dangling bonds and mid gap states.
Figure 6.1: NNO descriptor values (D) for investigated bulk compounds. Red squares indicate the compounds manifesting deep defect states and the green squares indicating the compounds showing no deep defect states after the introduction of a vacancy. The energy window of 2eV was used for calculating $D$.

This short analysis shows that the description behind the NOO is too simple to successfully predict defect tolerance for materials whose pDOS is much different comparing to the pDOS of the TMDs. However, within this analysis we have not found an example of a false negative (for $D>0.8$) but several fake positives. This indicates that there could be some room for improvements but this is beyond the scope of this work.

In conclusion, when it comes to different materials with different types of inter-atomic bondings in crystals, one still has to use the standard, visual, way to investigate defect sensitivity. Unfortunately, calculations for large supercells are then necessary, increasing of the cost of the process. Hence, defect investigations as part of screening projects are performed late in the process on a small number of candidates.
6.2 Paper II: II−IV−V\textsubscript{2} and III−III−V\textsubscript{2} Polytypes as Light Absorbers for Single Junction and Tandem Photovoltaic Device

6.2.1 Calculated and experimental band gaps for II-IV-V\textsubscript{2} compounds

In section 2.4 I have discussed the well known failure of the DFT: the band gap problem. In this work, I have the opportunity to compare results obtained using functionals introduced in section 2.4 with the experimental values. All the band gaps were calculated using two functionals, GLLB-SC and TB09, which give a good trade of between cost and accuracy. Here we were able to make a direct comparison between calculated and experimentally obtained band gap values for 16 semiconductors (numerical values can be found in the publication). Within the range of interest (0.5-2.1 eV), both functionals give similar results and are in a good agreement with the experiments.

In figure 6.2 calculated versus experimental band gap values are shown. For the reported set, TB09 functional gives higher values than GLLB-SC functional, the mean absolute error (MAE) of the difference between calculations and experiments is 0.17 for the TB09 and 0.3 for the GLLB-SC. However, this was only evaluated for small band gaps. GLLB-SC functional gives higher values in the region of higher gaps (Figure 5 in the paper), but the lack of experimental data prevents us from testing the accuracy. In this particular case, TB09 has shown to give values closer to the experimental ones, in our region of interest which is between 0.5 and 2.1 eV. However, one cannot claim that TB09 is overall a better functional, it only give better agreement with experiments in this particular case. Also, one should keep in mind that the work here is restricted on particular material class and more diverse data set is necessary in order to draw conclusions about functional performance.

6.2.2 Carrier effective masses for III-III-V\textsubscript{2} compounds

Aside from the carrier effective masses of II-IV-V\textsubscript{2} compounds reported in the publication, here we report them also for the III-III-V\textsubscript{2} compounds. Carrier effective masses were calculated using the procedure reported in the manuscript for all 11 compounds in two structures, wurtzite and zincblende. The only exceptions not included are both structures of InSb and ZB phase of InAs, which are predicted metallic (using GLLB-SC functional). The carrier effective masses of the remaining materials are all within the light mass limit, illustrated with the green area in figure 6.3.
6.3 Paper III: Sulfide Perovskites for Solar Energy Conversion Applications: Computational Screening and Synthesis of the Selected Compound LaYS₃

The thorough study such as this one results in a large amount of calculated data. Several crystal structures calculated for each compound result in over 1600 different materials. Adding the information about stability, prototypes, band gaps, effective masses and other, the amount of data gets sufficiently large that one needs appropriate tools for quick search and data analysis. We store our data in ASE database (|ase.db|) format, which comes as part of the standard ASE installation.

The database is organized in a way that each row contains information for one material. The standard ASE Atoms object is fully stored, which includes the crystal structure, magnetic moments, charge, and, if available, the name of the calculator. Furthermore, one creates key-value pairs, as columns in the table, to store the cus-
Figure 6.3: Calculated effective masses for electrons and holes. The signs correspond to the orientation of the parabola fitted to the top of the valence band (holes) and bottom of the conduction band (electrons).

The database of ABS₃ compounds used in this work has 12 additional key-value pairs, as shown in figure 6.4. The ABS₃_name keyword stands for empirical formula of the compound (different prototypes have different structural formulas) and the prototype keyword refers to the structural prototype of the material, as obtained from the ICSD database. Properties obtained in relation to the stability of material are the total energy (total_en), energy difference between the energy of the material and the energy of the most stable structure, together with the corresponding uncertainty (E_relative_perAtom and E_uncertainty_perAtom, respectively, both in eV/atom). The position of the convex hull with respect to the lowest structure is stored as E_hull, and the uncertainty of the convex hull is accordingly E_uncertainty_hull. Electronic properties include band gaps, calculated with PBEsol and GLLB-SC functionals (PBEsol_gap, GLLB_ind and GLLB_dir) and electron, m_e, and hole, m_h, effective masses. However, due to the screening procedure described earlier, the set of calculated properties is not complete for all the materials. The materials which were removed from the study at the earlier stage will have less properties reported.

The database is accessible through the command line, where one can query the data set and manipulate key-value pairs. The interface to the python programming language allows advanced data manipulation using python tools such as numpy or matplotlib. A more user friendly interface, using the web browser, is also available but allows only querying the data.

Once the publication is accepted by the journal, the database will be available through the CMR home page[87].
### Figure 6.4: An example of customized key-value pairs for the CuTaS\textsubscript{3}.

The *Items* column contains the short name of the properties available and the *value* column their corresponding values. In addition, one can add the physical units for each property. Data in this format is available using the *ase.db* web interface.

<table>
<thead>
<tr>
<th>Items</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS3_name</td>
<td>CuTaS\textsubscript{3}</td>
<td></td>
</tr>
<tr>
<td>E_hull</td>
<td>0.0543837556</td>
<td></td>
</tr>
<tr>
<td>E_relative_perAtom</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>E_uncertainty_hull</td>
<td>0.0538847752716</td>
<td></td>
</tr>
<tr>
<td>E_uncertainty_perAtom</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>GLLB_dir</td>
<td>0.970</td>
<td></td>
</tr>
<tr>
<td>GLLB_ind</td>
<td>0.980</td>
<td></td>
</tr>
<tr>
<td>PBEsol_gap</td>
<td>0.340</td>
<td></td>
</tr>
<tr>
<td>ASE-calculator name</td>
<td>gpaw</td>
<td></td>
</tr>
<tr>
<td>Charge</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Total energy</td>
<td>-1679.700</td>
<td>eV</td>
</tr>
<tr>
<td>m_e</td>
<td>2.340</td>
<td></td>
</tr>
<tr>
<td>m_h</td>
<td>-1.130</td>
<td></td>
</tr>
<tr>
<td>Mass</td>
<td>1362.696</td>
<td>au</td>
</tr>
<tr>
<td>prototype</td>
<td>CuTaS\textsubscript{3}</td>
<td></td>
</tr>
<tr>
<td>total_en</td>
<td>-1679.700</td>
<td></td>
</tr>
</tbody>
</table>
In this chapter I report on an implementation and results which did not result in a scientific publication.

The motivation behind this work comes from the recent significant interest in novel, atomically thin materials. Starting with the 2004 discovery of graphene[96], the first two dimensional (2D) material, to now, when we witness an explosion in demand for new low dimensional materials. So far, various applications of not only 2D, but also one dimensional (1D) and zero dimensional (0D) materials have been suggested, such as battery electrodes, catalysis and photo-catalysis, sensor development and electronics to name a few[97, 98].

Here we propose a computational technique to identify bulk structures which possess a low-dimensional atomic structure. The technique was applied on a large data set available in an experimental materials database (ICSD).

7.1 Unraveling low-dimensional structure of experimentally known compounds

An interesting property of low dimensional materials is the ability to weakly bond to each other or to a bulk structure. This is due to weak van der Waals (vdW) forces holding the two materials together. The heterostructure made by stacking single layer sheets on top of one another allow the surfaces of materials to interact through vdW forces. The resulting stack is an artificial material of a chosen structure, where the strong covalent bonds maintain the in plane stability, and weak vdW forces keep the heterostructure together. On the other hand, there is a group of materials that are natural heterostructures, where the “bulk” material is actually a combination of different low-dimensional constituents held together by the vdW forces. Since it is well known that 2D materials can be exfoliated from the layered bulk compounds, identifying materials which are natural heterostructures is the fastest route to a discovery of new stable monolayers. The same approach holds for other low dimensional systems,
where 1D nano-ribbons, nano-wires and nano-rods, or 0D fullerenes, small organic molecules and quantum dots can be obtained from the “parent” heterostructure.

Here I present an algorithm for identifying the lower dimensional nature of the experimentally known compounds. It is based on a scaling number of atomic clusters with the increasing cell size. The method was applied on the materials in the Inorganic Crystal Structure Database (ICSD)\cite{ICSD} and used to classify crystal structures based on the dimensionality of their structural constituents. The algorithm was written in python programming language and is expected to be implemented in the new version of the Atomic Simulation Environment (ASE)\cite{ASE, ASE2}.

### 7.1.1 Different low-dimensional structure types

Materials databases contain a large number of materials, most of which are bulk. However, a significant number of “hidden”, natural van der Waals-like structures have not yet been explored in a systematic manner. Such structures also possess great diversity, from simple stacking of 2D layers along a major crystal axis (figure 7.1a), to complex lower dimensional or multi-dimensional structures without a simple rule of repetition.

Figure 7.1 shows three examples: i) a layered structure with layers stacked along a principal crystal axis (figure 7.1a), ii) a structure with 1D rod-like constituents (figure 7.1b) and iii) a structure composed of 0D dots (figure 7.1c). In each of these cases the parent structure can be described as a system of low-dimensional atomic clusters where the distances between clusters are significantly larger than the usual distances between the neighboring atoms.

An example of the more complex, but fairly common situation is illustrated in figure 7.2 on an example of Na$_2$GeO$_{10}$. Layers are buckled and spread in a wavy manner, corrugating to the neighboring layers as they bend. FeO$_{16}$S$_2$Zn, the second example (figure 7.2b) contains unusual 1D rods arranged in different orientations.

![Figure 7.1](image_url)

**Figure 7.1:** Example of materials containing layered (2D) a), rod-like (1D) b) and 0D c) constituents. All materials are real examples from ICSD database.
Figure 7.2: Low dimensional nature of Na$_2$GeO$_{10}$ a) and FeO$_{16}$S$_2$Zn b). The green ellipse in b) highlights a single 1D rod.

Such an unusual example gives only a small taste of the complexity and variety of low-dimensional systems.

Characteristics such as variation in the spacing between the atomic clusters, cluster corrugation, clusters spread in different directions, or a heterostructure being a mixture of different low-dimensional constituents (for example 2D and 1D), make systematic identification of low-dimensional constituents from the bulk “parents” a nontrivial problem. Our approach contains a single algorithm able to cope with all these issues, which successfully classifies materials based on the dimensionality of the constituents.

7.1.2 Overview of the algorithm

What is visually a trivial task, like identifying 2D, 1D and 0D nature of the structures in figure 7.1, is much more complicated for a computer whose only input are atomic coordinates of the atoms.

The first part of the algorithm is based on identifying atomic clusters in a unit cell. The clusters are built using the |ase.neighborlist| module: two atoms belong to the same cluster if they are neighbors or there exists a path from one to another through nearest neighbors. Mathematically, for atoms to be in the same cluster, they must satisfy the transitivity property of the equivalence class: for every three elements a, b, and c in a class, if a $\sim$ b and b $\sim$ c, then a $\sim$ c.

However, the definition of neighbors is not strictly defined, since different species in the different chemical environment form bonds of different lengths. Still, a good way to begin is by using the covalent radii of the species. After a series of tests, a restriction $R$ for considering atoms to be neighbors is chosen as the sum of their covalent radii $r_c$ plus a threshold $t$ of 25-35% ($R = r_c \cdot (1 + t)$).
Figure 7.3: Examples of the scaling relations in the number of atomic clusters for compounds with 2D and 1D constituents. \( N_c \) is a number of clusters in a primitive and \( N_{c'} \) is a number of clusters in a \( 2 \times 2 \times 2 \) super-cell. Clusters in the primitive cells are labeled \( c_i \) and in the super-cell \( c'_i \). The structure in a) is obviously 2D-like, and the number of clusters doubles when going from the primitive cell to a \( 2 \times 2 \times 2 \) super-cell. It is more difficult to visualize the two primitive and eight super-cell chains in the structure in b) since the bonds in clusters \( c_2, c'_7 \) and \( c'_8 \) are not directly visible but are the consequence of the periodic boundary conditions.

The second part is based on the scaling of the number of clusters in the primitive cell and the \( 2 \times 2 \times 2 \) super-cell. If \( N_c \) is the number of clusters found in the primitive cell, \( N_{c'} \) the number of clusters found in \( 2 \times 2 \times 2 \) super-cell and \( D \) the dimensionality of the of the constituents, one can write:

\[
\frac{N_{c'}}{N_c} = 2^{3-D}.
\]  

(7.1)

For example, if the compound is a 3D bulk \( (D = 3) \), then all the atoms belong to the same cluster and therefore \( N_c = 1 \). Repeating the cell will make no difference and only one cluster will be found, \( N_{c'} = 1 \). Solving equation 7.1.2 one gets \( D = 3 \). The illustration in figure 7.3 shows how the rule is applied to 2D and 1D systems. Figure 7.3a is a layered 2D structure with two clusters in the primitive cell and four in the \( 2 \times 2 \times 2 \) super-cell (the number of clusters is increased only in the vertical direction). The factor of two, resulting from \( \frac{N_{c'}}{N_c} = \frac{1}{2} \) results in \( D = 2 \) when solving equation 7.1.2; the structure is therefore two dimensional. Similarly, the primitive cell of the
structure in the figure 7.3b has two clusters (the two top atoms belong to the same cluster due to the periodic boundary conditions) and the corresponding $2 \times 2 \times 2$ super-cell has eight clusters in total, resulting in $D = 1$. From here, the generalization to zero dimensional systems, where $\frac{N_c'}{N_c} = 8$ and therefore $D = 0$ is straightforward.

The method is not bound to purely 3D, 2D, 1D and 0D structures: a simple extension allows identifying complex mixed-dimensional compounds containing different low-dimensional constituents. Cases where $\frac{N_c'}{N_c} \neq 1, 2, 4, 8$ indicate a presence of more than one type of constituents. The dimensionality is then determined by treating each cluster in the primitive cell separately: $N_c$ is then always one (one cluster at the time) and different values of $N_c'$ will correspond to different constituents, depending on how many new clusters of the same type are found in $2 \times 2 \times 2$ super-cell.

Such a general approach works on systems of different size and complexity and the only inputs required are the positions of all the atoms and the size of the unit cell. However, the method is purely based on material’s geometry and cannot give any prediction on the feasibility of the exfoliation or the stability the low-dimensional constituents. The extracted constituents should be re-valuated using electronic structure methods such as DFT.

### 7.1.3 Results

The ICSD database contains 184,699 crystal structures in total, but roughly half of the entries (93,555) either contain incomplete information or contain atomic positions with partial occupancy. These entries are of no use to us and therefore will not be considered in the study.

We apply the algorithm for determining the low dimensional nature of the crystal constituents on the remaining 91,144 entries. The 3D bulk structure is by far the most common. We find between 79,623 to 81,486 bulk materials in our set (the number is dependent on the choice the threshold in definition of neighbor list restriction $R$). The 2D, 1D and 0D structures are found in 8,193 to 9,525 entries and the rest are mixed dimensional structures. Figure 7.4 shows distribution of different low-dimensional structures in the total ICSD database. The sensitivity of the algorithm to the choice of the restriction $R$ was also investigated. The number of structures in each group does not significantly change if the threshold is increased up to 15%. The two distinct cases are shown in figure 7.5. The increase in $R$ results in a slight increase in the number on 3D structures, which is expected, since the inclusion of more neighbors results in expansion of the atomic cluster. However, the number if 2D structures is not significantly smaller since some structures, previously being recognized as 1D or 0D, are now identified as 2D. Overall, slightly varying the $R$ value will have effect on structures with sensitive geometry but will not introduce significant changes in the distribution of low-dimensional structures. Visual investigation also showed that there is no ideal $R$ value for this problem (usually system dependent), instead one

---

\(^1\)The database was obtained sometime in 2016
Figure 7.4: Distribution of structures in the ICSD database: more than half of the entries are discarded due to incomplete structure information or atomic positions with partial occupancy. The remaining entries are dominantly 3D bulk structures, while the rest is distributed between 2D, 1D, 0D and mixed-dimensional structures. Overall, only around 6.2% of all the entries (or 12.4% of the usable entries) are made of low dimensional constituents. The $R$ value is set to 1.35.

should do additional inspections once the set of interest is small enough to make it feasible.

Another issue of the ICSD database is a large number of duplicate structures. The StructureMatcher module in the pymatgen library enables crystal structure comparison and was used here to remove majority of the duplicate entries. Since the definition of duplicate within the StructureMatcher depends on the choice of parameters for bond, lattice vector and angle tolerance, the distorted structures that do not fall within assigned thresholds will not be recognized as duplicates. A possible solution to these problem is relaxation of the structures using the DFT and applying the StructureMatcher on relaxed geometries. However, that goes beyond the scope of this work where we focus only on ICSD geometries.

Removal of duplicate structures resulted in 2 146 unique entries with 2D constituents and 710 entries with 1D constituents. These structures were further investigated in terms of structural prototypes, as provided in the ICSD. However, 804 2D structures and 438 1D structure have no prototype information so cannot be clas-
7.1 Unraveling low-dimensional structure of experimentally known compounds

Figure 7.5: Distribution of selected ICSD structures on 3D, 2D, 1D, 0D and mixed-D structures. The dependence on the atomic neighbor list restriction \( R \) shows that, by increasing the \( R \) value, the number of 3D identified structures increases and the number of low-dimensional structures decreases.

sified. Overall, 617 different prototypes for the layered structures (structures with 2D constituents) and 160 different prototypes for the rod structures (structures with 1D constituents) are found. Figure 7.6 shows the distribution of the most common layered prototypes: CdI\(_2\) group is the most common one when a small \( R \) value is used, but does not appear for larger \( Rs \). However, this is a well known layered structure since some experimentally known monolayers have been exfoliated from heterostructure with this prototype (ex. PbI\(_2\)[100] or HfS\(_2\)[101]). The two MoS\(_2\) prototypes, 3R and 4H, are merely a different stacking of the same, so-called 2H monolayer. The other phase of 2D MoS\(_2\), the so-called 1T phase has the same structure as monolayer CdI\(_2\), however the corresponding layered structure is not experimentally reported in the ICSD. Among other structures we find well known prototypes such as FePS\(_3\), a layered system which forms octahedrons similar to those in perovskite structure (Fe atom in the middle and S atoms on the corners of the octahedrons), Bi\(_2\)Te\(_3\), SmSI, FeOCl, TiS\(_3\) amongst others. A few examples are shown in figure 7.7. The majority of common prototypes, as shown in figure 7.6 are represented with a similar number of structures regardless of the \( R \) value. The few exceptions, where the high \( R \) value has not found any layered structure in a prototype, are CdI\(_2\), Delafossite-NaCrS\(_2\), FeOCl and Brucite-Mg(OH). In each case, a recognizable layered geometry is present and the 2D constituents are distinguished when visualized.

A similar analysis was performed for the rod structures. The most frequent pro-
Figure 7.6: Most common layered structure prototypes obtained by this search. The sensitivity to the choice of the $R$ value is also investigated: for the set in the figure, smaller $R$ values result in more prototypes, all of which have been visually identified as belonging to layered structures.

Figure 7.7: Examples of monolayers of some of the most common layered prototypes: CdI$_3$, FeOCl, TiS$_3$ (two layers since the structure has a translational symmetry), SmSI, Bi$_2$Te$_3$ and FePS$_3$. 
Figure 7.8: Most common rod structure prototypes obtained by this search. The sensitivity to the choice of the $R$ value is similar to the case of the layered structures: smaller $R$ values give more prototypes.

Figure 7.9: Examples of single rods of four rod prototypes. The first example, Cd(NH$_3$)$_2$Cl$_2$ is only found when a low $R$ value is used (Figure 7.8) but clearly has a rod-like structure. Other examples are MoBr$_3$O, elemental selenium and Sb$_2$S$_3$. 
totypes are illustrated in figure 7.8. The same pattern of vanishing prototypes for a large value of $R$ was observed. The prototypes in question were visually investigated, and in all cases a rod structure was found. Such an example, Cd(NH$_3$)$_2$Cl$_2$, is illustrated in figure 7.9. The figure also shows other examples of successfully identified 1D constituents, one of them being the trigonal ground state of selenium made of loosely connected spiral rods.

The brief analysis reported above only scratched the surface of the diverse world of low-dimensional heterostructures. As mentioned, there is a large number of possibly interesting but poorly represented layered and rod prototypes which require further attention. The extension to 0D and mixed-dimensional structures is also an obvious step forward. One of the other possible applications of the algorithm is in structural relaxation or genetic algorithms, which are often useful to capture changes in dimensionality of the constituents of the structure.

7.1.4 Conclusion

We have successfully developed an algorithm for systematic classification of materials based on the type of their low dimensional constituents. The algorithm can cope even with structures with varying spacing between the atomic clusters, structures with corrugated clusters or clusters spreading in different directions. The simple approach relies on the material’s geometry and defines the clusters of atoms and scaling of numbers of clusters when going from primitive cell to a super-cell. This approach cannot replace the full DFT study since it gives no information on exfoliation energies. It can, however, be used as prior to the DFT study and help decrease the number of structures to consider. Here we show application of the method on the entries in the ICSD database where it successfully identifies experimentally known heterostructures and produces an exhaustive list of potential candidates for exfoliation. The results obtained using this method can serve as a starting point for a screening study or for building a database of low-dimensional materials.
Discovering new materials using computational screening can be a daunting task without a good strategy. This work has been concerned with finding new excellent photovoltaic (PV) and photoelectrochemical (PC) materials, which, must have the following properties: efficient light absorption and carrier separation, low production cost and they should be non-toxic or harmful for the environment. The screening strategy applied here relies on using the correct descriptors for the properties mentioned above. The descriptors were chosen to be: band gap in the visible range, low carrier effective masses and no electronic mid-gap states due to point defects. Additionally, materials are required to be composed of elements that are abundant, non-toxic and come with a low HHI index.

Most of the materials investigated here have not been synthesized yet, which imposes an additional criteria; stability. Whether the material is stable with respect to the decomposition into competing phases is investigated using the convex hull approach. Another issue, phase stability, can be a tricky task in cases where the crystal structure is not known. In that case a search for the ground state of materials was done by investigating known prototypes of the same stoichiometry as the material of interest and finding the structure with lowest energy.

A step-wise procedure, where at each step a new criteria is introduced, and materials not satisfying the criteria are removed from the study, has shown to successfully cope with the task of finding new PV and PC materials. The order in which a descriptor appears in the study depends on the complexity and cost of the calculation needed to obtain it. This way, the “easy” descriptors are introduced earlier and obtained for many materials while the “difficult” ones are added later and are obtained only for a handful of materials.

Our studies resulted in several candidate materials for photovoltaics and photoelectrochemical production of hydrogen. Several of the promising semiconductors have already been already synthesized, and they satisfy all the criteria introduced. Some of those, like for example Cu$_2$S, Cu$_2$O, CuSbSe$_2$, CsSnI$_3$, ZnSnN$_2$, ZnSiP$_2$, BaZrS$_3$ and others, have already been investigated for PV or PC application. Others require additional theoretical and experimental investigation. Also, we discovered new, previously unknown materials which possess all the desired properties. Even though we investigated the stability of the compounds, issues may rise due to non-ideal experimental conditions, thermal effects or metastability of several phases. In my opinion, it is crucial to work closely with the experimentalist as they can point
out individual issues regarding materials of interest. For example, one will face prob-
lems when trying to deposit some metals together with sulfur. An example of such a

collaboration can be found in paper III, where a successful cohesion of experimental and
theoretical work resulted in synthesis of LaYS$_3$, a promising large band gap semi-
conductor for photoelectrochemical water splitting. A matching crystal structure was
obtained as well as good agreement between theoretical and experimental band gap.

In the future, the increasing computational resources available will allow more
similar studies. One should keep in mind though that quality and not quantity is
what makes good science and reliable results, meaning computers should not be used
blindly. Instead, one should focus on improving current methods and make sure that
the fundamental science is adequately represented. One way to achieve that is by
introducing better descriptors. For example, more work can be done on investigating
the effect of defects, which will require additional computational resources.

Interesting discussions with the experimentalists put light on practical issues which
I have not been fully aware of before, such as previously mentioned problem of deposit-
ing some elements together with sulfur. Also, several important questions, mainly
regarding stability and metastability of different phases of the compounds, arised
from the collaboration and solving those was a great addition to the project. A close

collaboration and exchange of knowledge between the theory and experiment is the
best strategy toward a successfully searching for better energy conversion materials.
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