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Abstract—Short range ad-hoc wireless networks can be used to deliver streaming multimedia for information, entertainment and advertisement purposes. To enable short-range communication between various devices, the Wi-Fi Alliance proposed an extension to the IEEE802.11 Wi-Fi standard called Wi-Fi Peer-to-Peer (P2P). It allows compliant devices to form ad-hoc communication groups without interrupting conventional access point-based Wi-Fi communication. This paper proposes to use Wi-Fi P2P connectivity to distribute streaming multimedia in ad-hoc formed user groups. The exchange of multimedia data is performed by forming an overlay network using Peer-to-Peer Streaming Peer Protocol (PPSPP). In order to make PPSPP function over Wi-Fi P2P connections, this paper proposes a number of changes to the protocol. The performance of the proposed system is evaluated using a computer networks emulator. The evaluation is done by streaming Live and Video-on-Demand multimedia among the different size user groups and observing the streaming multimedia Quality-of-Service parameters.

I. INTRODUCTION

Currently, there is a strong trend of consuming streaming multimedia on personal hand-held devices. The amount of multimedia traffic sent to mobile devices is increasing for several years already, and it is expected to continue to grow by 50% compounded annual rate between 2016 and 2022 [1]. The adoption of mobile devices for consuming streaming multimedia enables the deployment of new services, such as location-based information, entertainment, and advertising.

At present, the two most widespread short-range wireless communication technologies available in hand-held devices are Bluetooth and Wi-Fi (based on IEEE802.11 standard [2]). While Bluetooth is used predominantly for transmitting low bandwidth data to various connected accessories, Wi-Fi is mainly used for Internet connectivity. However, in conventional infrastructure mode, Wi-Fi users are limited to a single association with an access point (AP), reducing the usability of Wi-Fi for opportunistic ad-hoc networks.

To enable opportunistic short-range ad-hoc communication between devices using Wi-Fi technology, the Wi-Fi Alliance published an extension to the IEEE802.11 standard called Wi-Fi Peer-to-Peer (P2P) [3]. Devices implementing the Wi-Fi P2P standard can connect to one another without joining a conventional AP-based network. Furthermore, devices using Wi-Fi P2P can maintain connections to an AP and Wi-Fi P2P devices concurrently [3].

II. RELATED WORK

A large body of knowledge exists analyzing the Wi-Fi Peer-to-Peer (P2P) technology and its specific features. A thorough Wi-Fi P2P technical overview, including experimental evaluation of group formation delays and energy-efficiency, is given in [8]. The authors of [9] analyzed the group owner (GO) selection mechanism in Wi-Fi P2P. In addition to in-depth selection mechanism analysis, they propose alternative algorithms for choosing the most capable device as the GO. Additional enhancements to the GO selection mechanism for opportunistic networks are described in [10].

Several papers in the field investigate the possibility of implementing opportunistic networks using Wi-Fi P2P technology in mobile devices. The authors of [4] use experiments with up to three mobile phones to estimate the time required to form concurrent communication groups. The authors of [11] propose to use Wi-Fi P2P to reduce the load on a cellular connection when several devices in close proximity stream the same multimedia content.

In [5] and [6], the authors propose a streaming multimedia delivery system based on Wi-Fi P2P technology. The work presented in [5] describes a fully distributed multimedia streaming system consisting of clients and the master node. The clients act as data caches in the system, while the master node is responsible for connectivity tracking and data exchange scheduling.
III. MULTIMEDIA STREAMING OVER WI-FI P2P

A. Wi-Fi Peer-to-Peer technology

In conventional wireless networks based on the IEEE802.11 Wi-Fi standard [2], devices operate either in the Infrastructure or Ad-Hoc modes. Devices operating in the infrastructure mode connect to an access point (AP) in order to communicate with each other and potentially other networks. When an AP is not available, two Wi-Fi devices can communicate in an ad-hoc mode by using the reduced functionalities set, called Independent Basic Services Set (IBSS). However, using IBSS lacks most of the functions available in an AP-based communication.

To enable users of Wi-Fi devices to share content and services on their devices on the go, the Wi-Fi Forum adopted an extension to the IEEE802.11 standard called Wi-Fi Peer-to-Peer (Wi-Fi P2P, also known as Wi-Fi Direct) [3]. In Wi-Fi P2P, devices communicate by forming groups. In each group, clients implementing the Wi-Fi P2P protocol can have a role of Group Owner (GO) or of a P2P device. Once one of the devices in the group is elected to be the GO, it starts acting as a "soft-AP", performing the functions of an AP.

In contrast to the conventional infrastructure or ad-hoc mode Wi-Fi connections, each device implementing the Wi-Fi P2P standard can act as a GO and be a member of other P2P groups concurrently [8]. From the point of view of software running on the device, each group is exposed as a different virtual network adapter. This implies that Wi-Fi P2P groups can support multi-hop communication (in contrast to ad-hoc connections). If the GO settings support routing of IP packets, then one group member can communicate with another by sending data to the GO, which in turn relays data to the intended member. Furthermore, communication with other networks is possible as well, if the GO supports network address translation.

B. Peer-to-Peer Streaming Peer Protocol

Multimedia data exchange between the users of the proposed systems was coordinated using the Peer-to-Peer Streaming Peer Protocol (PPSPP) [7]. The choice was motivated by the fact that it is the only protocol for P2P multimedia streaming standardized by the Internet Engineering Task Force. In the following is a brief description of the main function of the protocol. PPSPP works by dividing multimedia data into a number of fixed-size pieces called chunks. Each chunk is uniquely identified by the chunk number. The work presented here used 1 KByte chunks, following the PPSPP protocol definition.

Once connected, clients periodically exchange information about the chunks they possess by sending HAVE messages. Upon learning that a connected client has chunks not available locally, a requesting client sends REQUEST message containing the chunk numbers to the remote client. Upon receiving the REQUEST message, a client responds by sending the required chunks in DATA messages. The PPSPP protocol does not define the algorithm used to request data chunks. This work used the algorithm that works as follows. The algorithm running in each client maintains a set of all outstanding (already requested, but not received) chunk numbers. Once a second it iterates over the list of connected clients, treating each client equally. If a client has outstanding requests for more than 350 chunks, this client is skipped in this algorithm run. For each remaining client, the algorithm checks if the client has any chunks that are not available locally and not already requested. If such chunk-set exists, the algorithm requests up to the 500th lowest-numbered chunk from the client and then continues processing the next client. The data queries (handling of REQUEST messages) are performed in FIFO order by each client. The above listed threshold values were obtained by experiments.

In addition to exchanging data chunks, the PPSPP protocol defines a procedure to exchange information about other clients in the system. Each client can periodically send PEERREQ messages to all connected clients. Upon receiving PEERREQ message, a client replies with PEERREX message listing the IP addresses and ports of all clients known to it.

C. Adapting PPSPP for streaming over Wi-Fi P2P

The functioning of the proposed multimedia streaming system can be divided into data and control planes. The data plane is implemented using Wi-Fi P2P connections and the control plane is implemented using PPSPP protocol. Fig. 1 shows the communication model of the proposed system. Here, each user device operates two virtual Wi-Fi P2P adapters. One adapter is performing the functions of the GO and acts as a Wi-Fi AP. The second virtual adapter acts as a Wi-Fi P2P client, connecting to the Wi-Fi P2P group hosted by other user (shown as dotted lines in Fig. 1).

The PPSPP protocol, as defined in [7], is meant to be used in IP networks, where all users can establish connections to other users. This is not the case when used with Wi-Fi P2P. Users in a P2P group can communicate only with the GO and possibly other members of the same group. In order for PPSPP to support communication model shown in Fig. 1, several changes were made to the way protocol functions. The protocol was extended to include the MAC address of the client adapter acting as a GO in all connectivity exchange messages. This information allowed PPSPP clients to establish a Wi-Fi P2P connection to other clients and to share information about other clients operating in the system.

Running PPSPP on two virtual adapters has a side effect of sometimes forming two concurrent connections between users over each adapter. In the original PPSPP protocol specification, such situation is solved by checking that all connections are made to clients with unique IP addresses. In the proposed system, each P2P group has independent IP addresses space and identifying each user based on IP address is not possible. In order to uniquely identify users, each is assigned a type-4 Universally Unique Identifier (UUID) [12]. This UUID value is then added to the HANDSHAKE message that is used to establish a connection between the users. If during a handshake process a user detects that it already has a connection to
another user with the same UUID value, it starts a process to decide which connection should be terminated. To avoid a situation where both users close connections at the same time, a strategy was chosen to decide which user should disconnect: both users compare their UUID values, and the user having a lower UUID value disconnects from a group of a user with the higher value.

IV. PERFORMANCE EVALUATION

A. Emulation Model and Experimental Settings

The basic functions of the system, such as connections establishment and operation over multiple virtual adapters, was verified by running PPSPP client software on Raspberry Pi 3 Model B single-board computers supporting Wi-Fi P2P communication. A large-scale evaluation of the proposed system was performed in a virtual environment using the CORE network emulator [13]. CORE divides the workstation running experiments into a number of virtual instances, each running instance of PPSPP software. The Wi-Fi connections between the clients were emulated using EMANE (part of CORE) and used IEEE 802.11g connections with the maximum data rate set to 54 Mbps. All test used a video file having a resolution of 1280x720 px (HD 720p), encoded with a VP8 codec having a bit-rate of 2 Mbps.

In the experiments, two QoS parameters were observed: the Playback Continuity Index (PCI) and the initial buffering time. The PCI is the ratio of the number of rendered video frames in the user’s device to the number of attempts to render the next frame. The PCI value can range from 0 (no video frames were rendered in time) to 1 (all frames were rendered in time). The second observed parameter refers to time it takes for the PPSPP client to fill the initial playback buffer and start video playback.

B. Initial Buffering Time

The average observed client buffering time for both Live and VoD use-cases is shown in Fig. 2a. Note that the tests were carried by increasing the number of users until the PCI value dropped below the threshold value of 0.8. Fig. 2b shows the cumulative distribution function (CDF) of client start-up times in Live, and Fig. 2c in VoD use-cases.

Fig. 2a shows that the size of the buffer has the biggest impact on the start-up time in the Live use-case. This is caused by the fact, that the buffer can only be filled with data that is being produced by the source peer during the filling of the buffer. In the VoD use-case, the whole video file is available for download immediately, and so the initial buffer is filled much faster.

Figures 2b and 2c show how the average start-up times are distributed among the users for different buffer and user group sizes. The CDF for Live use-case shows that when the number of users is large (18), more than half of the users start rendering the multimedia content within the first 3 seconds. In the VoD use-case, all users started rendering multimedia within the first 5 seconds when the number of users was small. However, the distribution is much more long-tailed when the number of users is high.

C. Playback Continuity

The average observed playback continuity index (PCI) values for both Live and VoD use-cases are shown in Fig. 3. Fig. 3a shows the average PCI for Live and VoD use-cases based on the initial buffer size. Figures 3b and 3c show the PCI based on the playback buffer size for Live and VoD use-cases respectively. In all figures, the horizontal dashed line indicates the threshold PCI value.

Fig. 3a shows that the initial buffer size has a negligible impact on the playback continuity. The PCI stays at 1 (no interruptions to video playback) for as long as the number of users is no larger than 8 in Live use-case and 14 in VoD use case. As the user group size grows, the PCI value gradually decreases to the threshold value for both use-cases.

Fig. 3b indicates that for small user-group sizes (up to 10 users), the size of the playback buffer does not impact the PCI. However, as the user group size increases, having a smaller buffer is more beneficial than having a large one. For a group of 18 users, reducing the buffer size from 2000 data chunks to 500 increases the PCI value from 0.75 to 0.83.

For the VoD use-case, Fig. 3c shows that for up to 14 users, the size of the buffer has no impact the PCI value. As the number of concurrent users increases, the PCI becomes lower for users using a small buffer. Here it is important to note that users with an unlimited buffer size experienced much lower PCI. Such users requested all multimedia data immediately at the start, increasing the load on the source node. This, in turn, prevented timely delivery of data to the remaining users.

1Source-code available at github.com/justas-/PyPPSPP
This work presents a P2P multimedia streaming system operating over the Wi-Fi P2P connections using an extended PPSPP protocol. The experiments using an emulated network indicate that multimedia can be streamed without interruptions to 8 (Live) and 14 (VoD) users. The main obstacle limiting the number of concurrent users in the tested system was lack of coordination between the users during data downloading. This caused longer start-up times and lower multimedia playback continuity. Future work is planned to improve the data delivery coordination between the users and system testing by using different user arrival patterns.
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