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Summary

Since the first reported synthesis of graphene, an atomically thin carbon material, in 2004 there has been a surge of research in discovering other novel two-dimensional materials. The reason is clear: two-dimensional materials are thought to be able to lead to new fast and low-power ultra-thin electronics and high efficiency solar cells. Contrary to many other nano-materials, methods for large scale fabrication and patterning have already been demonstrated and the first real technological applications have already be showcased. Still the technology is very young and the number of well-studied 2D materials are few. However as the list of 2D materials is growing it is necessary to investigate their fundamental structural, electronic and optical properties. These are determined by the atomic and electronic structure of the materials that can quite accurately predicted by computational quantum mechanics methods.

One of these methods, Density Functional Theory (DFT), has been very successful at determining structural properties of 2D materials. It is however well-known that it less accurate when it comes to predicting the energy levels of excited states that are important in order to determine electronic transport, optical and chemical properties. On the other hand it has shown to be a great starting point for a systematic perturbation theory approach to obtain the so-called quasiparticle spectrum. In the GW approximation one considers the potential from a charged excitation as if it is being screened by the electrons in the material. This method has been very successful for calculating quasiparticle energies of bulk materials but results have been more varying for 2D materials. The reason is that the 2D confined electrons are less able to screen the added charge and some of the numerical methods that are efficient for bulk systems become invalid.

In this thesis I describe the study of a set of novel 2D materials and establish their electronic and optical properties using DFT and the GW approximation while taking the reduced screening properly into account as well as taking regard to other numerical problems that have often been neglected. Secondly I show how one can efficiently take the 2D nature into account in the GW approximation and thereby make future calculations require much less computational resources.
Siden grafen - et atomart tyndt kulstofmateriale - blev syntetiseret første gang i 2004 har der været en bølge af forskning i opdagelsen af nye todimensionale materialer. Årsagen er klar: todimensionale materialer menes at være i stand til at lede til nye hurtige og strønbesparende elektronikkomponenter og højeffektive solceller. Modsat mange andre nanomaterialer er metoder til fabrikation og modifikation på stor skala allerede blevet demonstreret og de første rigtige teknologiske anvendelser er allerede blevet fremvist. Teknologien er dog stadig ung og antallet ag velstuderede 2D-materialer er få. Som listen af 2D materialer gror er det nødvendigt at undersøge deres fundamentale strukturelle, elektriske og optiske egenskaber. Disse er bestemt af den atomare og elektroniske struktur af materialerne og kan forholdsvis præcist forudsiges af computerbaserede kvantemekaniske metoder.

En af disse metoder, tæthedfunktionalteori (DFT), har været utrolig successfuld til at bestemme strukturelle egenskaber af 2D-materialer. Men det er velkendt at den er mindre præcis når det kommer til at forudsige energiniveauerne for exciterede tilstande, der er vigtige for at kunne bestemme kemiske, optiske og ledningsmæssige egenskaber. På den anden side har den vist sig at være godt startpunkt for en systematisk pertubationsteoretisk fremgangsmåde til at beregne det såkaldte kvasipartikelspektrum. I GW-approksimationen betragter man potentialet fra en laded excitation som var det skærmet af alle elektronerne i materialet. Denne metode har været særdeles effektivt til at beregne kvasipartikelenerger for tre-dimensionale materialer men resultaterne har været mere blandede for 2D-materialer. Årsagen er at de 2D-indsluttede elektroner er mindre i stand til effektivt at skærme den tilføjede ladning og derved bliver nogle af de numeriske metoder, der er effektive for 3D systemer, ubruglige.

In denne afhandling beskriver jeg et studie af en gruppe af nye 2D materialer og bestemmer deres elektriske og optiske egenskaber ved anvendelse af DFT og GW-approksimationen, hvor jeg samtidigt tager ordentligt højde for den reducerede skærmning samt andre numeriske problemer, der ofte ellers er blevet negligeret. Derudover beskriver jeg en metode hvorledes man effektivt kan tage 2D-egenskaberne med i betragtning i GW-approksimationen hvorved fremtidige beregninger vil kræve langt færre computerresourcer.
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CHAPTER 1

Introduction

For a long time scientists and engineers have mostly been interested in the properties of bulk materials; most of the world we see is made up of matter where the tiniest features do not matter much. For most technological purposes a metal, for instance, can be described as a homogeneous solid whose electronic properties can more or less be determined from its conductivity which takes a constant value throughout the material. This means that many electronic devices can be modeled by use of simple relations like Ohm’s and Kirchoff’s laws. Even more complex geometries can be modeled using continuous versions of these laws. Of course the basic properties are directly related to the fundamental atomic structure of the material, but for most practical applications this can be taken to be similar everywhere in the material. That these basic properties for materials can be predicted and calculated reliably just from the atomic structure has been a big triumph for condensed matter physics and especially the ab-initio community. However with the invention of the transistor it was recognized that the physics of interfaces can also lead to interesting and useful phenomena. The advent of semiconductor technology has lead industries to consider ever smaller feature sizes of their devices, yet it has still been possible to predict their behavior from the properties of the bulk materials they consists of. However the continuous requirement for faster and more efficient electronics will soon push the requirements for the feature sizes below the limit where bulk properties give an adequate description and one will have to use methods where the features at atomic scales are properly included. This may also very well lead to completely new kinds of devices that require very different kinds of materials than those used in the semiconductor industry today. In fact, instead of trying to mold or shape the material in a way so that it fits within the current technology one may use the inherent microscopic features of another material in a different way so that one ends up with the desired result.

The first of such naturally microstructured materials that were discovered were the carbon nanotubes, which saw a great deal of research interest up through the 1990s and they were promised great technological success due to their unique properties: high tensile strength and varying electronic properties; from metallic to insulating, that can to a high degree be controlled. Despite this their widespread technological breakthrough has not happened yet, mainly due to challenges in scaling up the methods for controlled growth and fabrication of nanotube devices. However, the research in carbon nanotubes made scientists look into the basic ingredient for making carbon
nanotubes, namely carbon or more precise its bulk phase allotrope graphite. Graphite is basically a stack of single sheets of carbon atoms arranged in a two-dimensional honeycomb lattice. The sheets are only weakly bound and can be made to slide among themselves when a relatively small force is applied. This had been known for a long time and is the reason why graphite is used in pencils and as a dry lubricant. While carbon nanotubes were made by single or few layers of graphite rolled up into a tube, single layers of graphite were not thought to be thermodynamically stable\cite{60,76,61}. However, in 2004 Geim and Novoselov reported that it was indeed possible to isolate single stable layers of graphite, dubbed graphene, and that these layers had extraordinary properties, for instance they found an extremely high charge carrier mobility\cite{79}. Graphene is special in that the lattice structure consists of two identical hexagonal sublattices, see Figure 1.1(a) which results in a band crossing just at the Fermi level as seen in Figure 1.1(b). Around this point called the Dirac point the dispersion is approximately linear which means that the low energy charged states effectively acts as massless fermions, which results in the high mobility and various other special properties like room temperature quantum Hall effect\cite{82,125,80} and so-called Klein tunnelling\cite{50}. While few layer graphite had been studied for decades and the theory of graphene had actually been developed to describe bulk graphite\cite{24,23}, the discovery of single layer graphene and subsequent exploration of its properties proved to be a breakthrough which lead to the Nobel Prize in 2010. Due to the high carrier mobility graphene was initially thought to be ideal for fast and efficient low-loss electronics and their seminal paper Geim and Novoselov actually illustrated its use in a field effect transistor. However, graphene is a semimetal and the lack of a band gap limits the on-off or switching ratio which makes it unuseful for todays high frequency electronics. A lot of subsequent research has then focused on ways to introduce a band gap in graphene without decreasing its extraordinary transport.

Figure 1.1: (a) The lattice structure of graphene consists of two identical hexagonal sublattices A and B. (b) Band structure of monolayer graphene calculated with DFT using the PBE exchange-correlation functional.
characteristic. Several methods were suggested and attempted including function-
alizing the graphene sheets with chemical adsorbates, constructing nanoribbons[33],
modulating the microscopic lattice structure by use of specific substrates[126] and
even modifying the lattice structure on the nanoscale by making holes or other pat-
terns[89]. Besides the technical challenges faced in these methods they all also appear
to trade off some of the properties that made graphene extraordinary in the first place.
So while the quest for engineering graphene continued some people started to think
that maybe there exists other two-dimensional materials with properties similar to
graphene but which are naturally gapped.

Another was quickly realized to exist in single layers[81]: hexagonal boron nitride
(h-BN) has like graphene a layered honeycomb structure and was already known to
also form nanotubes[103, 15]. But unlike graphene the diatomic unit cell break the
sublattice symmetry and opens a band gap -- in fact a large band gap. h-BN is
an insulator and is thus unuseful for most electronic applications in e.g. field effect
transistors or solar cells, but it has also shown to be quite inert and has proven
to be quite good to protect single layers of other materials from the environment.
However along with h-BN it was shown to be possible to exfoliate single layers of
other wellknown layered materials[81]. One of the most notable examples is MoS$_2$ --
a material that like graphene and h-BN has a honeycomb-like crystal structure but
with a three atom unit cell. It was shown that MoS$_2$ has a sizeable band gap while
still yielding very high mobilities[6, 7] but it was also found that contrary to bulk
MoS$_2$, single layers had a direct optical band gap opening possibilities for photonic
devices[75]. MoS$_2$ is part of a family of layered materials known as transition-metal
dichalcogenides for several of which it was found to be possible to fabricate monolayers,
notably MoSe$_2$, WS$_2$ and WSe$_2$[16]. These turned out to have a range of interesting
properties like large spin-orbit splittings[128] and exceptionally large exciton binding
energies[99]. These interesting discoveries has ensured a massive research effort in
these materials but many properties are still not fully enlightened and more interesting
materials may await discovery.

But what makes two-dimensional materials so special? From a fundamental
point of view two-dimensional systems may have properties that are vastly differ-
ent than three-dimensional systems. For a long time quasi-two-dimensional systems
like gallium arsenide heterostructures have been studied as an approximation to a
two-dimensional electron gas (2DEG). Such a systems have quantized Landau lev-
els when subject to a magnetic field and under certain circumstances such a system
can exhibit the Fractional Quantum Hall Effect. Many high temperature supercon-
ductors like the copper oxides and iron pnictides also have layered structure where
two-dimensional effects may play a big part of the explanation. While this is leads
to interesting effects from a fundamental point of view, materials like graphene and
transition metal dichalcogenides are tecnologically appealing because they allow for
ultrathin, fast and efficient electronic devices. Besides the intrinsic properties the
fact that the electrons are confined to move in a plane also means that electrons
become inefficient at screening an external applied electric field, which make them
very desirable for Field Effect Transistors. It has also been shown that several layers
of different 2D materials can be stacked to form vertical devices with completely new functionality [22, 28].

In order to guide future experimental, technological and theoretical effort it is necessary to get an accurate and thorough understanding of the basic electronic and optical properties of novel two-dimensional materials. There has initially been quite a bit of confusion and disagreement about what quantities of these properties for some materials. For instance the band gap of MoS$_2$ was initially estimated by computer calculations to be a semiconductor with a direct gap of 1.8 eV [71, 64] which seemed to fit quite well with an experimentally observed value of 1.9 eV inferred from photoluminescence. However, it has later been discovered that this agreement was more due to a fortunate coincidence of error cancellation. It is well known that the band gaps obtained directly from Density Functional Theory used the the initial calculations are typically grossly underestimated and at the same the low screening capability of two-dimensional materials means that the binding energies of optical excitonic states are much higher than in typical bulk systems, where they can often be ignored. This means that the first photoluminescence experiments measured the excitonic band gap and not the electronic band gap.

Several computational studies were done in order to find new two-dimensional materials and elucidate their properties, but in order to get accurate estimates of the electronic and optical band gap one has to employ methods that go beyond standard Density Functional Theory. One way is to use many-body pertubation theory, where the GW of Hedin has had great success in predicting accurate band gaps. While this method had also early on been used on 2D materials it was shown that in order to get accurate results one has to properly take into account the weak screening present inherent in these systems [42]. Thus many studies have failed to provide reproducible results when calculations were properly converged.

It has been the aim of this project to study a group of two-dimensional materials, some of which have been studied before, others are new and unstudied. Emphasis has been on obtained accurate and predictable results where the 2D nature and low screening is correctly taken into account and calculations are ensured to be converged and reliable. To do this both Density Functional Theory and the GW approximation has been used and estimates of exciton binding energies have been obtained with a simple Mott-Wannier model. It is also shown how convergence of the GW calculations can be made much more efficient by directly incorporating the special behavior of dielectric screening in 2D materials. The final goal is to start the creation of a database of reliable physical properties of 2D materials.

The thesis is organized as follows:

- Chapter 2 introduces the basic theoretical framework including the quantum many-body problem in condensed matter physics and Density Functional Theory.
- Chapter 3 goes through the the theory of linear response and many-body perturbation theory. It also described the GW approximation and briefly explains how it is implemented in practice.
• Chapter 4 explains how 2D systems are modelled computationally and introduces a new method for including the 2D dielectric screening in $GW$ calculations.

• Chapter 5 goes through the computational procedure and results of a study of 216 2D transition-metal dichalcogenides and -oxides.

It should be noted that the work described in Chapter 5 has been carried out before that described in Chapter 4. This means that the methods developed in Chapter 4 unfortunately were not used for obtaining the results in Chapter 5, but the order has been chosen like this in this thesis for a more coherent description.
2.1 The many-body atomic problem

The starting point for all calculations of all systems at the atomic level, be it calculations to determine the atomic structure of a material or molecule or electronic, optical or other physical properties, is the fundamental laws of quantum mechanics. In quantum mechanics the different particles like the electrons or the nucleons are described by their corresponding wavefunctions. At a fundamental level we best describe the world around us with the Standard Model. In this model all matter consists of certain fermionic elementary particles, either quarks or leptons (e.g. the electron), that interact via mediating bosonic particles like photons and gluons. While this model has proven extremely accurate using the full description to calculate anything but two interacting particles is incredibly hard and trying to describe a full atomic system consisting of many electrons and composite nuclei is basically impossible. Thus in atomic and condensed matter physics we try to simplify the model so to only describe the phenomena we are interested in, which are mainly effects detectable by optical or electronic experiments carried out at relatively low temperatures. The first approximation we do is to neglect subatomic particles and their interactions, since they are almost only responsible for nuclear decay, fission and fusion processes. Instead we typically describe atomic nuclei as different kinds of particles. Using this approach the total state of a system with \( N_a \) nuclei and \( N_e \) electrons can described by a wavefunction,

\[
\Psi(r_1, r_2, \ldots, r_{N_e}; R_1, R_2, \ldots, R_{N_a}), \tag{2.1}
\]

where \( r_i \) denotes the position of an electron and \( R_i \) the position of an atomic nuclei. The wave function is the solution to the many-body Schrödinger equation given by

\[
\hat{H} \Psi = E \Psi, \tag{2.2}
\]

where the total Hamiltonian for an atomic system consisting of a number of ionic atom cores and electrons is given by

\[
\hat{H} = (\hat{T}_{\text{ion}} + \hat{V}_{\text{ion-ion}}) + (\hat{T}_{\text{el}} + \hat{V}_{\text{el-el}}) + \hat{V}_{\text{el-ion}} + \hat{V}_{\text{ext}}. \tag{2.3}
\]
Here $\hat{T}$ is the kinetic energy operator and $\hat{V}$ is the potential energy operator for the respective sub-systems. $\hat{V}_{\text{ion-ion}}$ represents the Coulombic repulsion between the positively charged atomic cores, $\hat{V}_{\text{el-el}}$ represents the Coulombic repulsion between the negatively charged electrons and $\hat{V}_{\text{el-ion}}$ represents the mutually attractive forces between ions and electrons. In the first quantization picture the terms are given by

$$
\hat{T}_{\text{ion}} = \sum_a \left( -\frac{\hbar^2}{2M_{\text{ion},a}} \nabla^2_a \right), \quad \hat{V}_{\text{ion-ion}} = \frac{1}{2} \frac{1}{4\pi \varepsilon_0} \sum_{aa'} \frac{Z_a Z_{a'} e_0^2}{|R_a - R_{a'}|}, \quad (2.4)
$$

Here the subscripts $a$ and $a'$ refer to the ions present in the material under study. The electronic part takes the form

$$
\hat{T}_{\text{el}} = \sum_i \left( -\frac{\hbar^2}{2m} \nabla^2_i \right), \quad \hat{V}_{\text{el-el}} = \frac{1}{2} \frac{1}{4\pi \varepsilon_0} \sum_{ij} \frac{e_0^2}{|r_i - r_j|} \quad (2.5)
$$

The part that couples the electrons and the ions is

$$
\hat{V}_{\text{el-ion}} = \frac{1}{4\pi \varepsilon_0} \sum_{i,a} \frac{(-Z_a e_0^2)}{|r_i - R_a|} \quad (2.6)
$$

One is usually interested in calculating several things: the atomic and electronic structure of a crystal or molecule, physical properties of a material like optical absorption spectrum, dielectric constant, electronic or thermal conductances and so on.

For calculating the atomic structure one is actually interested in finding the groundstate $|\Phi_0\rangle$ of the material characterized by having the lowest possible energy

$$
E_0 = \langle \Phi_0 | \hat{H} | \Phi_0 \rangle, \quad E_0 \leq E_i = \langle \Phi_i | \hat{H} | \Phi_i \rangle \quad \forall \quad i, \quad (2.7)
$$

which is already an extremely complicated problem since the Hilbert space is enormous. Thus a large part of the research in condensed matter physics has been devoted to developing various approximation schemes that can simplify this problem to one that is more tangible.

In order to simplify the atomic problem an important observation is that the mass of the electron are orders of magnitude smaller than that of the nucleii. This means that for many purposes the dynamics of the electrons occur at much smaller timescales than for the nucleii. This leads to the Born-Oppenheimer approximation[9], where the total wave function is assumed to be a product of one governing the electrons and one governing the nucleii,

$$
\Psi(r, R) = \psi(r; R) \chi(R), \quad (2.8)
$$

where $r \equiv \{r_i\}$ and $R \equiv \{R_j\}$. In this way the electron wavefunction are governed by an effective Schrödinger equation where the electron only feel the potential from the nucleii from their average position,

$$
\hat{H}_e \psi(r; R) = E_e(R) \psi(r; R), \quad (2.9)
$$
2.2 Density Functional Theory

with the electronic Hamiltonian given by

$$
\hat{H} = \sum_{i=1}^{N_e} \left( -\frac{1}{2} \nabla^2_i - \sum_{a=1}^{N_a} \frac{Z_a}{|r_i - R_a|} \right) + \frac{1}{2} \sum_{i,j \neq i}^{N_e} \frac{1}{|r_i - r_j|},
$$

(2.10)

In Equation (2.10) and throughout the rest of this thesis I will use atomic units ($\hbar = m = e = 1/4\pi\varepsilon_0 = 1$) unless otherwise stated. We see that the nuclear coordinates simply enter the Schrödinger equation as parameters and that the electron-nuclear interaction can simply be thought as an external potential. When a solution to the electronic Schrödinger equation has been found one can then take the electron density as input into a Schrödinger equation governing the nuclei. In the simplest approximation we can take the nuclei to be classical particles in which case the total energy is

$$
E_{\text{tot}}(\mathbf{R}) = E_e(\mathbf{R}) + V_{\text{nn}}(\mathbf{R}), \quad V_{\text{nn}}(\mathbf{R}) = \sum_{I=1}^{N_a} \sum_{J \neq I}^{N_a} \frac{Z_I Z_J}{|\mathbf{R}_I - \mathbf{R}_J|}.
$$

(2.11)

Optimizing the nuclear positions such that the total energy is a minimum is called structural relaxation and several methods for doing so have been developed so that atomic structures of materials can be predicted efficiently. The corresponding time-independent problem can also be solved, and in this case the classical nuclei approximation leads to a set of Newtonian equations of motion for the nuclear positions and solution of these is commonly called molecular dynamics.

# 2.2 Density Functional Theory

As we saw in last section, when we use the Born-Oppenheimer approximation, the first step is always to consider a configuration of the average nuclear positions and the solve the electronic N-body Schrödinger equation, Equation (2.8). Even though this is already a drastic simplification of the full atomic problem, the equation constitutes a second order partial differential equation in $3N_e$ variables which does only have closed form solutions in a few special systems with a small number of electrons. It is in principle possible to directly solve the equation numerically to any precision by directly diagonalizing the Hamiltonian in chosen basis, but the scaling of this method with the number of electrons makes this approach intangible for any but the smallest molecules or atoms. One of the first successful methods for solving the many-electron Schrödinger equation is the Hartree-Fock approximation[34, 20], where the the wave function is restricted to consist of a single Slater-determinant of single particle wave functions. The result is a variational procedure where the single particle wave functions are optimized until self-consistency. While this approach has proven to be quite accurate for atoms and small molecules, it computational cost it quite high and it does not have the same success for larger molecules and solids, for which it underestimates the correlation energy.
In 1964 Hohenberg and Kohn [41] noted that the external potential including the nuclear potentials completely determines the many-electron Hamiltonian and thus also completely determines the solutions. These on the other hand also completely determine the electron density \( n(r) \), which is a local quantity that only depends on a single coordinate. They then showed that the opposite is also true; that there is a one to one correspondence between the external potential and the ground state density. This observation lead to the realization that all properties of the system can be expressed as functionals of the ground state density. This has lead to the formulation of Density Functional Theory that is a computational scheme that instead of dealing with the complicated many-body wave function uses the electron density as the basic ingredient.

### 2.2.1 The Hohenberg-Kohn theorems

The basis for Density Functional Theory are two statements that are now known as the Hohenberg-Kohn theorems. The first one says:

The external potential \( v_{\text{ext}}(r) \) is a unique functional of the density \( n(r) \), apart from a trivial additive constant.

The proof is based on showing that two different external potentials that are assumed to yield the same ground state densities will lead to a contradiction and therefore the theorem has to be true.

Now due to previous theorem the ground state is uniquely determined by its density \( n(r) \), which means that it can be considered a functional of this density \( |\Psi[n]\rangle \). Given an external potential \( v_{\text{ext}}(r) \) we now define the energy functional as

\[
E_v[n] = F[n] + \int n(r)v_{\text{ext}}(r) \, dr, \tag{2.12}
\]

where

\[
F[n] = \langle \Psi[n]|\hat{T} + \hat{V}_{e-e}|\Psi[n]\rangle. \tag{2.13}
\]

One can then show that the energy functional, Equation (2.12), is minimized for the ground state density \( n_0(r) \) and that the energy is the ground state energy,

\[
E_0 = \min_n E_v[n] \leftrightarrow n(r) = n_0(r). \tag{2.14}
\]

Since the functional \( F[n] \) does not explicitly depend on the external potential but only on the density through the kinetic energy and the electron-electron interactions it is in principle possible to define it independently of the system. Thus finding the ground state density and energy will then only be a matter of minimizing the energy functional, Equation (2.12). In order to devise explicit methods for minimizing the energy functional and finding the ground state density we note that minimization requirement, Equation (2.14), can be restated using the variational principle,

\[
\delta \{ E_v[n] - \mu \langle n(r) \, dr - N \rangle \} = 0, \tag{2.15}
\]
where $\mu$ is a Lagrange multiplier introduced to constrain the minimization to densities which have the right number of electrons, $\int n(r) \, dr = N$. This is equivalent to the statement that the functional derivative should be zero and we therefore have

$$\frac{\delta E_v}{\delta n(r)} = \frac{\delta F}{\delta n(r)} + v_{\text{ext}}(r) = \mu.$$  \hspace{2cm} (2.16)

Doing the minimization with respect to all densities does not necessarily lead to the ground state density of the real system, because there are no restrictions on the density except that it should give the correct number of electrons, $\int n(r) \, dr$. However, all such densities are not physically sound, since for a true system it should be possible to construct the density from an antisymmetric wave function. The search should therefore be done only within densities that fulfill this requirement\[69], also called constrained search.

### 2.2.1 Kohn-Sham equations

The Hohenberg-Kohn theorems shows that it is possible to reduce the problem of finding the $3N$ dimensional many-electron wave function $\Psi(\{r_i\})$ that minimizes $\langle \Psi | H | \Psi \rangle$ to what seems to be much simpler problem of finding the 3-dimensional density $n(r)$ that minimizes the functional $E_v[n]$. But while the solution of the original many-body Schrödinger equation can at least be done straightforwardly, the other approach is somewhat mysterious since we have not yet specified the exact functional form of $F[n]$ or provided any way of constructing it -- we just know that it in principle exists.

A crucial step forward came in 1965 when Kohn and Sham showed that a practical scheme for computing $F[n]$ can be constructed\[54] and what came to be known as Density Functional Theory was born.

The idea is to consider an auxiliary system consisting of non-interaction particles subject to an effective external potential $v_{\text{eff}}(r)$ such that the ground state density is equal to the ground state density of the fully interacting system. The Hamiltonian for this system is simply

$$\hat{H}_{\text{aux}} = \sum_{i=1}^{N} \left[ -\frac{1}{2} \nabla_i^2 + v_{\text{eff}}(r_i) \right].$$  \hspace{2cm} (2.17)

Since there are no electron-electron interactions, $\hat{V}_{e-e} = 0$, the N-electron ground state wave function consists of a single Slater determinant of single particle wave functions $\psi_i(r)$ found from solving the corresponding single-particle Hamiltonian called the Kohn-Sham equation,

$$\left[ -\frac{1}{2} \nabla^2 + v_{\text{eff}}(r) \right] \psi_i(r) = \epsilon_i \psi_i(r).$$  \hspace{2cm} (2.18)

The ground state density for such a non-interacting system can be written

$$n(r) = \sum_i^{\text{occ}} |\psi_i(r)|^2,$$  \hspace{2cm} (2.19)
and the functional $F[n]$ reduces to the kinetic energy functional given by

$$F_{\text{aux}}[n] = T_{\text{aux}}[n] = \langle \Psi[n] | \hat{T} | \Psi[n] \rangle = -\frac{1}{2} \sum_{i=1}^{\Omega_{\text{occ}}} \int \psi_i(r) \nabla^2 \psi_i(r) \, dr,$$  \hspace{1cm} (2.20)

where the single particle wave functions are implicitly functionals of the density. We now choose to redefine the density functional of the original interacting system in terms of the kinetic energy of the auxiliary system,

$$F[n] = T_{\text{aux}}[n] + \frac{1}{2} \int \int \frac{n(r)n(r')}{|r-r'|} \, dr \, dr' + E_{\text{xc}}[n],$$  \hspace{1cm} (2.21)

where the second term is the Hartree energy, i.e., the electrostatic energy from a classical charge distribution given by $n(r)$, and the last term, $E_{\text{xc}}[n]$ is a new functional that contains all the unknown contributions and is called the exchange-correlation energy functional. While this separation may seem arbitrary it has turned out to be quite clever. The reason is that two first terms, the kinetic energy and the electrostatic energy, most often contains by far the largest contribution to the ground state energy and errors in the approximation of $E_{\text{xc}}[n]$ are then guaranteed to be relatively small. It should also be noted that the wave functions $\psi_i(r)$ of the auxiliary system do not have any physical interpretation as real orbitals of the system and the kinetic energy from $T_{\text{aux}}[n]$ is not the kinetic energy of the real system, which would have to be calculated from the real many-body wave function. What has been done now is effectively moving all the complicated many-body interactions from the functional $F[n]$ of the original system into the as of yet unknown functional $E_{\text{xc}}[n]$ which should however be of smaller size. To make any further progress one would have to come up with ways of approximating the exchange-correlation functional. If we can find such an expression the Euler-Lagrange equation for the energy functional, Equation (2.16), takes the form

$$\frac{\delta T_{\text{aux}}[n]}{\delta n(r)} + v_{\text{ext}}(r) + \int \frac{n(r)n(r')}{|r-r'|} \, dr' + \frac{\delta E_{\text{xc}}[n]}{\delta n(r)} = \mu.$$  \hspace{1cm} (2.22)

Similarly the Euler-Lagrange equation for the auxiliary system is just

$$\frac{\delta T_{\text{aux}}[n]}{\delta n(r)} + v_{\text{eff}}(r) = \mu_{\text{aux}}.$$  \hspace{1cm} (2.23)

Since the interacting system and the auxiliary system have the same ground state density and ground state energy, their chemical potential should be equal $\mu = \mu_{\text{aux}}$. We can then insert Equation (2.23) into Equation (2.22) and we see that the effective potential is given by

$$v_{\text{eff}}(r) = v_{\text{ext}}(r) + v_{H}[n](r) + v_{\text{xc}}[n](r),$$  \hspace{1cm} (2.24)

where

$$v_{H}[n](r) = \int \frac{n(r')}{|r-r'|} \, dr'.$$  \hspace{1cm} (2.25)
2.2 Density Functional Theory

is the Hartree potential corresponding to the classical repulsive potential from the electron density and

\[ v_{xc}[n](r) = \frac{\delta E_{xc}[n]}{\delta n(r)} \]  

(2.26)

is called the exchange-correlation potential. The problem of solving a complicated many-electron Schrödinger equation has now been reduced to solving a much simpler single-electron Schrödinger equation, Equation (2.18), of an auxiliary system. However, the problem requires us to know the effective potential, Equation (2.24), which in turn depends on the solutions to the single-particle Schrödinger equation through the density, Equation (2.19). Thus the solution has to be done iteratively by starting with a guess of the real ground state density, calculating the effective potential, solving the Kohn-Sham Schrödinger equation, calculating a new density, etc. This should be repeated until self-consistency, i.e. until the input density equals the output density.

2.2.3 Exchange-Correlation functionals

The formulation of Density Functional Theory so far has been exact, but it relies on the existence of an exact functional \( E_{xc}[n] \), which includes all the exchange and correlation contributions to the energy from the real many-body wave function. This functional is not known and in order to make the procedure practical one has to find approximations for this functional that are both relatively easy to evaluate and yield accurate result for a wide variety of systems. In order to make any approximations to this functional it is worth examining where this energy contribution really comes from. First we note that the Hartree-Fock approximation can be formulated in a way similar to DFT. In Hartree-Fock the many-body wave function is approximated by a single Slater determinant and the kinetic energy is therefore directly given by Equation (2.20) and the total energy can be written

\[ E_{HF} = T + V_{ext} + E_H + E_{exx}, \]  

(2.27)

where

\[ E_H = \int n(r)v_H(r)\,dr \]  

(2.28)

is the Hartree energy and

\[ E_{exx} = \frac{1}{2} \sum_i^{\text{occ}} \sum_j^{\text{occ}} \int \int \frac{\psi_i^*(r)\psi_j^*(r')\psi_i(r')\psi_j(r)}{|r - r'|} \]  

(2.29)

is the Fock exchange energy also called exact exchange. If one considers the exact exchange energy as a functional of the density then HF-theory can be thought of as an approximation to DFT with \( E_{xc}[n] = E_{exx} \). This tells us that we could in practice split the exchange-correlation functional into two parts: \( E_{xc} = E_x + E_c \), where the exchange part could be calculated exactly as in Hartree-Fock and the correlation part...
Density Functional Theory is left to approximate. However, the real many-body wave function is a superposition of Slater determinants so it is clear that the exact functional $E_{xc}[n]$ should somehow include the exchange contributions from all Slater determinants. The error we make by assuming a single Slater determinant has to exactly be included in the correlation contribution and it is thus clear that the exact exchange energy is not guaranteed to be a better approximation to the xc-functional than the correlation-functional. Thus it should be best to assume that exchange and correlation energies are of similar magnitude and find an approximation to the combined xc-functional.

The first approximation for the xc-functional was described in the original paper by Kohn and Sham and is now known as the Local Density Approximation (LDA)\cite{54}. In this approximation $E_{xc}[n]$ is taken as the exchange and correlation energy of a homogeneous electron gas with density $n(r)$. The homogeneous electron gas, as its name implies, is homogeneous so the density is constant. So in order to construct an xc-functional that gives an estimate of the exchange-correlation energy even for systems with spacially varying densities we instead consider the system as locally having the exchange-correlation energy of a homogeneous electron gas with a density given by the local density $n(r)$. Thus the functional may be written

$$E_{xc}^{LDA}[n] = \int n(r)\epsilon_{xc}^{HEG}(n(r)) \, dr,$$

where $\epsilon_{xc}^{HEG}(n)$ is the exchange-correlation energy density of the homogeneous electron gas with a uniform density $n$. Thus it is just a simply function of the local density and not a functional. The homogeneous electron gas exchange-correlation energy density is known to within numerical accuracy so the LDA functional is exact for the homogeneous electron and is expected to be a good approximation for system that are similar to a homogeneous electron, i.e. where the electron density varies slowly in space. Even though the LDA is assumed only to be good for systems with near homogeneous density is has been quite successful for calculating many properties for many, even quite inhomogeneous, crystalline solid state system. Molecular systems are another story. They do not quite fit the homogeneous electron gas description and the LDA has never really given the accuracy needed to predict chemical properties satisfactory.

An extension of the approach used in the LDA to improve its accuracy for more inhomogeneous densities have been provided by Generalized Gradient Approximations\cite{62, 8, 93, 95}. The idea is to consider the exchange-correlation energy to be equal to the one given by LDA in case of a homogeneous density but then include the effect of inhomogeneities through an expansion in the gradient of the density,

$$E_{xc}^{GGA}[n] = \int n(r)\epsilon_{xc}^{HEG}(n(r)) F_{xc}(n(r), \nabla n(r), \nabla^2 n(r), \ldots).$$

where $F_{xc}$ is the so-called enhancement factor that modifies the local LDA contribution to the energy. Attempts at doing a systematic expansion the the density gradients leads to divergent terms that are only cancelled by going to infinite order
2.3 Charged states and the band gap problem

A condensed matter system has a rich spectrum of excitations that give all the different materials their unique properties when interacting with an external perturbation. One kind of excitation is the addition or removal of an electron, whose dynamics are directly related to the electronic transport properties of the material. Both for solid state systems as well as molecules it is often of interest to know the energy to add an electron to the system, the so-called electron affinity (EA), \( E_{\text{EA}} = E_{N+1,\mu} - E_{N,0} \), as well as the energy it requires to remove an electron from the system, the ionization potential (IP), \( E_{\text{IP}} = E_{N-1,\nu} - E_{N,0} \). An equally important quantity is the band gap, defined as the smallest energy difference between a state with an electron added and a state with an electron removed,

\[
E_{\text{gap}} = \min_{\mu,\nu} \{ E_{\mu}^+ - E_{\nu}^- \} = \min_{\mu,\nu} \{ E_{N+1,\mu} - E_{N-1,\nu} \}.
\]

So the big question arises: How do we determine these values? The first attempts at solving this problem within atomic physics was by the use of Hartree-Fock theory where the ground state is approximated as a single Slater determinant and electron-electron interactions are included by a self-consistently determined the mean-field Hartree potential. The outcome of a self-consistent Hartree-Fock calculation, like DFT, is a set of eigenfunction \( \psi_i(\mathbf{r}) \) and eigenvalues \( \epsilon_i \), which can be interpreted as molecular orbitals and corresponding energies. The ground state energy is then constructed as

\[
E_{\text{HF}}^N = \sum_{n=0}^{N} \epsilon_{n}^{\text{HF}},
\]

where \( \epsilon_{n}^{\text{HF}} \) is the \( n \)’th lowest eigenvalue. In the frozen orbital approximation we assume that the Hartree potential does not change much upon addition or removal of an electron so the electron affinity and ionization potential corresponds to the energy of the lowest unoccupied molecular orbital (LUMO) and minus the energy of the highest occupied molecular orbital (HOMO), i.e.

\[
E_{\text{EA}}^{\text{HF}} = E_{N+1}^{\text{HF}} - E_{N}^{\text{HF}} = \epsilon_{N+1}^{\text{HF}},
\]

\[
E_{\text{IP}}^{\text{HF}} = E_{N-1}^{\text{HF}} - E_{N}^{\text{HF}} = -\epsilon_{N}^{\text{HF}},
\]
which is the well-known Koopman’s theorem[55]. One can also consider a generalized version of Koopman’s theorem where the energies of the higher lying molecular orbitals correspond to higher energy charged excitations, so that a whole spectrum can be obtained from the eigenvalues. Koopman’s theorem was initially a success and has been used for a long time to estimate IP’s and AE’s for molecules, but it is nevertheless a pretty rough approximation. Firstly, the frozen orbital approximation may not be valid for many systems as we would imagine that there would always be some relaxation of the molecular orbitals when charge is added or removed. Moreover, the Hartree-Fock theory assumes a single Slater determinant ground state and completely neglect electron correlation contributions to the energy. The first problem can be alleviated by calculating the self-consistent HF ground state energy of charged states directly in which case there is no need to use Koopman’s theorem. While exact within HF theory this method is still leaving out possibly important electron correlations and is restricted to only determine the lowest energy charged excitations. Furthermore it turns out that while HF theory and Koopman’s theorem works quite well for small molecules they fail quite horribly when applied to extended condensed matter systems. The reason is that for solid state systems the electron density is very delocalized and the correlation and exchange energies are of more similar magnitude, which means that we can’t neglect the electron correlations. Density Functional Theory, which given the right density functional, is formally exact in determining the ground state density and energy may thus be a better way to determine the EA and IP than Hartree-Fock. This means that exact DFT will find the correct EA and IP when calculating the ground state energies of a system with $N$, $N - 1$ and $N + 1$ electrons. No matter how much we wish for it, we still don’t have a closed expression for the exact density functional and we are therefore forced to use approximate functionals like the Local Density Approximation, Generalized Gradient approximations or any of the many other functionals that now exist. Using DFT we may like in HF theory try and apply Koopman’s theorem to predict the EA and IP, but it turns out that even though that DFT includes electron correlation contributions to the energy for molecules it most often performs worse than HF[97, 32]. The reason is that contrary to HF theory which directly includes the exchange energy, DFT functionals often treat approximations to the exchange-correlation energy as a whole and thus may underestimate the exchange energy. This means for instance that one introduces spurious self-interaction errors[90], where the density from a single electron leads to a finite exchange-correlation contributions due to the functional being only dependent on the absolute electron density and not the total number of electron. However, DFT is still regularly being used to estimate EA’s and IP’s even though its limitations are obvious. Furthermore, a lot of effort has been invested in the development of new functionals that better overcome these problems, e.g. hybrid functionals that include a certain part of exact exchange energy.

Like with HF theory one can use DFT to directly find the self-consistent ground-state energies of the charged states. This should be more accurate than using Koopman’s theorem which uses the frozen orbitals of the neutral system. This method may yield quite accurate values of the ionization potential for many molecules, but
is more problematic for determining the electron affinity. The reason is that the
self-interaction error inherent in many XC-functionals work to delocalize the electron
density and in some cases the total effective potential turns out to be positive in a
large enough region in space to make bound solutions to the Schodinger equation
impossible[68, 51].

So far I have only considered isolated molecules which can be treated in a closed
non-periodic unit cell. When trying to transfer the previous mentioned methods
to extended solids described by periodic unit cell we run into a number of problems.
Firstly, the total effective potential is taken to be periodic which means that it doesn’t
necessarily go to zero on the boundary. In fact the absolute level of the effective
potential is often chosen such that it integrates to zero over the unit cell, but one
can add any constant potential without changing the physics. This means that for
bulk solids we can’t determine the absolute values of the EA and IP, while relative
quantities like the band gap do still make sense. In order to determine the absolute
values of the EA and IP we would have to simulate a surface, so that the effective
potential is allowed to attain its zero-value in vacuum. Now, instead of calculating the
EA and IP directly we can consider their relative difference: the band gap. In periodic
structures the solutions to the DFT effective single-particle Hamiltonian are Bloch
waves with corresponding eigenvalues that yield a certain band structure. Blindly
applying Koopmans’ theorem we may consider these eigenvalues as the energies of
excited states and we can then determine the band gap as the difference in energy
between the conduction band minimum (CBM) and valence band maximum (VBM).
The results are not convincing; typically the band gap is grossly underestimated[92].
One could think that the problem stems from the lack of relaxing the wave functions
upon addition or removal of electrons, so one could try and do calculations for these
cases separately. However it is not really possible do calculations on states \(|N \pm 1\)
because in an extended system \(N\) is strictly speaking infinite. By considering the
system as open and connected to a reservoir with the constraint that \(\int n(r) \, dr = N + \delta N\),
where \(n(r)\) is the electron density, \(N\) is the total number of electron and \(0 \leq \delta N \leq 1\) is
a fractional charge, the state of the system is a statistical mixture of \(|N\rangle\) and \(|N + 1\rangle\).
The lowest average energy is then[94]

\[
E = (1 - \delta N)E_N + \delta NE_{N+1},
\]

(2.36)

where \(E_N\) and \(E_{N+1}\) are the ground state energies of the \(N\) and \(N + 1\) electron
system, respectively. It is clear that if the system is gapped, the total energy in
Equation (2.36) will be a continuous linear function in the fractional charge \(\delta N\), with
discontinuities at integer \(\delta N\) as seen in Figure 2.1. In DFT the ground state energy
depends on the fractional charge through the electron density \(n(r)\). Since all other
terms in the expression for the total energy depend on the position of the density and
not on the total number of electrons it can be shown[105, 92] that the discontinuity
in the total energy can only come from the exchange-correlation energy functional
Figure 2.1: Example of the difference in groundstate energy as a function of fractional added charge $\Delta N$ for exact DFT and with a functional that it continuous in the electron density.

$E_{\text{xc}}[n(r)]$. In fact we have

$$\left. \frac{\delta E_{\text{xc}}}{\delta n(r)} \right|_{N+\delta} - \left. \frac{\delta E_{\text{xc}}}{\delta n(r)} \right|_{N-\delta} = \Delta_{\text{xc}},$$

(2.37)

with $\Delta_{\text{xc}}$ normally just called the derivative discontinuity. Using Janak's theorem[47],

$$E_{N+1,i} - E_N = \int_0^1 \epsilon_i(f) \, df,$$

(2.38)

where $\epsilon_i(f)$ is the eigenvalue of the $i$'th state self-consistently determined with fractional occupancy $f$, the band gap, Equation (2.32), can be shown to be

$$E_{\text{gap}} = \min_{\mu,\nu} \{\epsilon_{N+1,\mu} - \epsilon_{N,\nu}\} + \Delta_{\text{xc}}.$$

(2.39)

Approximate XC-functionals like LDA and Generalized Gradient approximations are however continuous in total electron charge like shown in Figure 2.1 and therefore they do not have any derivative discontinuity, which then explains why DFT using these kind of functionals underestimate the band gap. In order to get a good estimate of the EA, IP and the band gap it is therefore necessary to find a way to calculate the derivative discontinuity or use a completely different method like from many-body perturbation theory.

### 2.3.1 Derivative discontinuity with the GLLB-SC functional

It is possible to model approximate XC-functionals that also include an estimate of the derivative discontinuity. A general idea is to relax the contraint that the XC-functional whould be fully determined by the electron density $n(r)$ alone and instead
seek to construct an optimized local effective potential (OEP) by solving an integral equation that depends on the orbital wavefunctions $\psi(r)$ their occupation numbers $f_i$ and eigenvalues $\epsilon_i$. The earliest such methods only aimed at determining an exchange potential[106, 114, 57] but it has later been extended to also include approximations to the correlation potential[29, 13, 56]. In this project I have used the so-called GLLB-SC functional[59] that is based on the GLLB functional[30] which models the KLI[57] exchange potential so that the computationally expensive evaluation of an integral equation is avoided. In GLLB-SC the total effective potential is approximated as

$$v_{\text{GLLB-SC}}(r) = 2\epsilon_{\text{PBEsol}}^\text{XC}(r) + v_{c,\text{resp}}^{\text{PBEsol}}(r) + \sum_{i}^{\text{occ.}} K_x \sqrt{\epsilon_r - \epsilon_i} \frac{|\psi_i(r)|^2}{n(r)}, \quad (2.40)$$

where $\epsilon_{\text{PBEsol}}^\text{XC}(r)$ is the exchange-correlation energy density and $v_{c,\text{resp}}^{\text{PBEsol}}(r) = v_{\text{PBEsol}}(r) - \epsilon_{\text{PBEsol}}(r)$ is the linear correlation response potential, both from the PBEsol XC-functional[118]. In this formula $K_x \approx 0.382 \text{ au}$ is a prefactor of unit energy$^{1/2}$ found from the homogeneous electron gas and $\epsilon_r$ is a reference eigenvalue taken as that corresponding to the highest occupied orbital, $\epsilon_r = \epsilon_{\text{HOMO}}$. One of the great successes of this method is that it gives a simple expression for the derivative discontinuity,

$$\Delta_{\text{xc}} \approx \sum_{i}^{N} K_x \left( \sqrt{\epsilon_{N+1} - \epsilon_i} - \sqrt{\epsilon_N - \epsilon_i} \right) \int \frac{|\psi_{N+1}(r)|^2|\psi_i(r)|^2}{n(r)}, \quad (2.41)$$

which can be straightforwardly implemented.
In this chapter I will briefly go through the basic concepts of many-body perturbation theory and show how this can be used to calculate electronic and optical properties of a system when it is excited by an external potential or electrons are added or removed. It will be shown how the linear response of the system can be described by correlation and response functions through use of the Kubo formula and the polarizability and dielectric function will be introduced. I will introduce the concept of the Green’s function and introduce the concept of self-energy and show how this can be calculated from Hedin’s GW theory. Finally I will show how the GW theory can be used to calculate energies of charged excited states, which turned out to be a difficult task to do within DFT.

The concept of many-body perturbation theory is best described in the second quantization formulation of quantum mechanics. In this a \( N \)-electron state \( |\Phi_N\rangle \) is given in terms of the occupation numbers of single-particle states

\[
|\Phi_N\rangle = |r_1, r_2, \ldots, r_N\rangle. \tag{3.1}
\]

The quantum field operator \( \hat{\Psi}^\dagger(r) \) creates an electron in position state \( r \),

\[
\hat{\Psi}^\dagger(r)|r_1, \ldots, r_N\rangle = |r_1, \ldots, r, \ldots, r_N\rangle \tag{3.2}
\]

and its adjoint \( \hat{\Psi}(r) \) annihilates an electron at position \( r \),

\[
\hat{\Psi}(r)|r_1, \ldots, r, \ldots, r_N\rangle = |r_1, \ldots, r_N\rangle. \tag{3.3}
\]

The quantum field operators satisfy the canonical anti-commutation relations

\[
\{ \hat{\Psi}^\dagger(r), \hat{\Psi}(r') \} = \delta(r - r'), \quad \{ \hat{\Psi}(r), \hat{\Psi}(r') \} = 0, \tag{3.4}
\]

The vacuum state \( |0\rangle \) is defined by \( \hat{\Psi}(r)|0\rangle = 0 \) \( \forall \ r \) and a general \( N \)-body can be therefore be created from the vacuum by application of several creation operators,

\[
|r_1, r_2, \ldots, r_N\rangle = \hat{\Psi}^\dagger(r_N) \ldots \hat{\Psi}^\dagger(r_2) \hat{\Psi}^\dagger(r_1)|0\rangle. \tag{3.5}
\]
The anticommutation relations, Equation (3.4), ensures that two electrons cannot exist in the same state. The many-body wave function can be written

$$\Psi(r_1, r_2, \ldots, r_N) = \langle 0 | \hat{\Psi}(r_N) \cdots \hat{\Psi}(r_2) \hat{\Psi}(r_1) | N, \Psi \rangle,$$

and like-wise, the anti-commutation relations ensures that the wave function is anti-symmetric upon interchange of two coordinates.

Using the quantum field operators the many-body electronic Hamiltonian introduced in Equation (2.10) can be written

$$\hat{H} = \hat{h}_0 + \hat{v}_{e-e},$$

where the non-interacting Hamiltonian is given by

$$\hat{h}_0 = \int \hat{\Psi}^\dagger(r) \left[-\frac{1}{2} \nabla^2 + v_{\text{ext}}(r)\right] \hat{\Psi}(r) \, dr \quad (3.8)$$

and the electron interactions are governed by

$$\hat{v}_{e-e} = \int \int \frac{\hat{\Psi}^\dagger(r) \hat{\Psi}^\dagger(r') \hat{\Psi}(r') \hat{\Psi}(r)}{|r-r'|} \, dr \, dr'. \quad (3.9)$$

This method makes it easy to treat a general system with any number of electrons, as the total number only enters through the states $|N,i\rangle$ and at the same time it ensures the right particle statistics when developing perturbation theory.

### 3.1 Linear response and correlation functions

We are often interested in knowing how a system responds when we interact with it.

Consider a system in equilibrium described by a time-independent Hamiltonian $H_0$ and assume that it is in its ground state $|\Psi_0\rangle$, which is known. Now we want to instead study the system under influence of an external time-dependent potential $V(t)$, so that the total Hamiltonian is

$$H(t) = H_0 + V(t). \quad (3.10)$$

When $V(t)$ is small compared to $H_0$ we usually deal with this problem in the interaction picture where the states and operators evolve in time according to

$$|\psi_1(t)\rangle = e^{iH_0 t} |\psi_S(t)\rangle$$

$$\hat{A}_1(t) = e^{iH_0 t} \hat{A} e^{-iH_0 t}, \quad (3.11)$$

where $|\psi_S(t)\rangle = e^{-iHt} |\psi(t_0)\rangle$ is the time-dependent state in the Schrödinger picture. In the interaction picture it is seen that the time-dependent Schrödinger equation can simply be written

$$i \frac{\partial}{\partial t} |\psi_1(t)\rangle = \hat{V}(t) |\psi_1(t)\rangle. \quad (3.12)$$
Since the Hamiltonian is the generator of small time-evolutions knowing the state at $t_0$ we can find the state at time $t$ by
\[ |\psi_I(t)\rangle = \hat{U}(t, t_0)|\psi_I(t_0)\rangle, \]
where $\hat{U}(t, t')$ is the unitary time evolution operator. From Eq. (3.12) we see that the time-evolution operator is governed by the differential equation
\[ i\frac{\partial}{\partial t} \hat{U}(t, t_0) = \hat{V}(t) \hat{U}(t, t_0), \]
which with the obvious condition $\hat{U}(t_0, t_0) = 1$ can be solved by integration to yield the integral equation
\[ \hat{U}(t, t_0) = 1 + \frac{1}{i} \int_{t_0}^{t} dt' \hat{V}(t') \hat{U}(t', t_0). \]
This can rarely be solved directly but inserting it into itself we can solve it iteratively to obtain
\[ \hat{U}(t, t_0) = 1 + \frac{1}{i} \int_{t_0}^{t} dt_1 \hat{V}(t_1) + \frac{1}{i^2} \int_{t_0}^{t} dt_1 \hat{V}(t_1) \int_{t_0}^{t_1} dt_2 \hat{V}(t_2) + \cdots \]
\[ = T_t \left\{ e^{-i \int_{t_0}^{t} dt' \hat{V}(t')} \right\}, \]
where $T_t \{ \cdot \}$ is time-ordering operator that orders products of operators so that those that are taken at the latest times are at the left. This expression is much easier to deal with as it can be approximated by systematic expansion of the exponential function.

Now if $\langle A \rangle$ was the expectation value of the observable $A$ without the external potential we are now interested knowing how the external potential changes the expectation value after the perturbation has been turned on. Using the time-evolution in the interaction picture just described we have
\[ \langle \hat{A}(t) \rangle = \langle \psi_I(t)|\hat{A}_I(t)|\psi_I(t)\rangle = \langle \psi_I(t_0)|\hat{U}^\dagger(t, t_0)\hat{A}_I(t)\hat{U}(t, t_0)|\psi_I(t_0)\rangle. \]
Assuming the perturbation to be small we may insert the expression for the time-evolution operator, Equation (3.16), and expand to first order, $\hat{U}(t, t_0) \approx 1 - i \int_{t_0}^{t} V(t')$. Inserting this expression in Equation (3.17) and keeping only terms to linear order in $\hat{V}(t)$ we arrive at the Kubo formula[58]:
\[ \langle A(t) \rangle \approx \langle \hat{A} \rangle_0 - i \int_{t_0}^{t} \langle [\hat{A}_I(t), V(t')] \rangle_0, \]
where $\langle \cdot \rangle_0 = \langle \psi_I(t_0)| \cdot |\psi_I(t_0)\rangle$ corresponds to the expectation value with respect to the state before the perturbation was applied, i.e. wrt. $\hat{H}_0$. The change in the expectation value may be written
\[ \delta \langle \hat{A}(t) \rangle = \langle \hat{A} \rangle - \langle A \rangle_0 = \int_{t_0}^{t} C_{AV}(t, t') \, dt', \]
where
\[ C_{AV}^r(t, t') = -i\theta(t-t')\langle [\hat{A}(t), \hat{V}(t')] \rangle_0 \] (3.20)
is called the \textit{retarded correlation function}.

### 3.2 Polarizability and dielectric function

When considering an electronic system with density \( n(r) \) and applying a small external potential \( v_{\text{ext}}(r) \) electrons will move around and the system will become polarized so that the new total density is
\[ n_{\text{tot}}(r) = n_0(r, t) + n_{\text{ind}}(r, t), \] (3.21)
where \( n_{\text{ind}}(r, t) \) is the density induced by the external potential. The external potential can be though as leading to a small perturbation to the Hamiltonian:
\[ \hat{V}(t) = \theta(t-t_0) \int \hat{n}(r)v_{\text{ext}}(r, t) \, dr, \] (3.22)
where \( \hat{n}(t) \) is the density operator and it is assumed that the perturbation has been adiabatically turned on in the infinite past, \( t_0 \to -\infty \). Using the Kubo formula we see that the induced density \( n_{\text{ind}}(r, t) \) may be written
\[ n_{\text{ind}}(r, t) = \int \int_{t_0}^\infty \chi^r(r, t; t', t') v_{\text{ext}}(r', t') \, dt' \, dr', \] (3.23)
where \( \chi^r(r, t; t', t') \) is the retarded density-density response function and is given by
\[ \chi^r(r, t; t', t') = -i\theta(t-t')\langle [\hat{n}(r, t), \hat{n}(r', t')] \rangle_0. \] (3.24)
The density-density response function is also called the electric susceptibility, polarizability or simply the density response function and I will use these names interchangeably to complete the confusion.

If the external potential oscillates periodically in time:
\[ v_{\text{ext}}(r, t) = v_{\text{ext}}(r, \omega)e^{i\omega t}, \]
the polarizability will only depend on relative time \( t - t' \) and it is therefore simpler to work with its Fourier transform \( \chi^r(r, r', \omega) \). In case of a periodic non-interacting system, the ground state will be a single Slater determinant of Bloch wave functions \( \psi_{n\mathbf{k}}(r) \) and using the Kubo formula one can show that the corresponding non-interacting polarizability is given by
\[ \chi^0(r, r'; \omega) = \sum_{\mathbf{k}, \mathbf{k}', n, n'} (f_{n\mathbf{k}} - f_{n'\mathbf{k}'}) \frac{\psi_{n\mathbf{k}}^*(r)\psi_{n'\mathbf{k}'}(r)\psi_{n'\mathbf{k}'}(r')\psi_{n\mathbf{k}}^*(r')}{\omega + \epsilon_{n\mathbf{k}} - \epsilon_{n'\mathbf{k}'} + i\eta}, \] (3.25)
where \( f_{n\mathbf{k}} \) is the occupation number of the state \( (n, \mathbf{k}) \) with corresponding energy \( \epsilon_{n\mathbf{k}} \) and \( \eta \to 0^+ \) is a small positive number that should eventually be taken to 0.
Another important and related correlation function is the dielectric function which relates the external potential to the total potential

\[ v_{\text{ext}}(r, t) = \int \int \varepsilon(r, t; r', t') v_{\text{tot}}(r', t') \, dt' \, dr'. \tag{3.26} \]

Noting that the total potential may be written as the Coulomb potential from the total charge density plus the external potential,

\[ v_{\text{tot}}(r, t) = \int v(r, t; r', t') n_{\text{tot}}(r', t') \, dt' \, dr' + v_{\text{ext}}(r, t), \tag{3.27} \]

we see that the inverse dielectric function \( \varepsilon^{-1}(r, t; r, t') \) may be found from a functional derivative and written in terms of the polarizability defined in Equation (3.23):

\[ \varepsilon^{-1}(r, t; r, t') = \frac{\delta v_{\text{tot}}(r, t)}{\delta v_{\text{ext}}(r', t')} = \delta(r - r')\delta(t - t') + \int \int v(r, t; r'', t'') \chi(r'', t''; r', t') \, dt'' \, dr''. \tag{3.28} \]

This means that if the polarizability is known, the dielectric function can easily be found if the above integral an inversion can be performed.

### 3.3 Green’s functions and the self-energy

We are now going to introduce the many-body Green’s function which forms the basis of many-body pertubation theory. I am going to follow the notion of Hedin\[38] and simplify the notation by denoting a space-time coordinate \((r_1, t_1)\) by a number \(1\).

The time-ordered Green’s function is given by

\[ G(1, 2) = -i\langle N, 0 | \hat{T}\{ \hat{\psi}(1)\hat{\psi}^\dagger(2) \} | N, 0 \rangle, \tag{3.29} \]

where \( |N, 0\rangle\) is the ground state of the \(N\)-electron Hamiltonian. The operator \( \hat{T} \) is the time-ordering operator introduced in Equation (3.16), but one has to take into account that when two fermionic field operators are interchanged the result get a factor of \(-1\),

\[ \hat{T}\{ \hat{\psi}(1)\hat{\psi}^\dagger(2) \} = \begin{cases} \hat{\psi}(1)\hat{\psi}^\dagger(2) & t_1 > t_2, \\ -\hat{\psi}^\dagger(2)\hat{\psi}(1) & t_2 > t_1. \end{cases} \tag{3.30} \]

The Green’s function, Equation (3.29), is also called the propagator because it described the probability amplitude of an electron added at \((r_2, t_2)\) and removed at \((r_1, t_1)\). The Green’s function is fundamental since it can be shown that the ground state expectation value of any single-particle operator can be determined from it. As an example the ground state electron density is given by

\[ n(r_1, t_1) = \langle N, 0 | \hat{\psi}(r_1, t_1)\hat{\psi}(r_1, t_1) | N, 0 \rangle = -iG(1, 1^+), \tag{3.31} \]
where $1^+ = t_1 + \delta$, where a infinitesimal positive time has been introduced in order to get the right time-ordering.

The starting point for developing a pertubative expansion expression for the Green’s function is the equation of motion for the field operator

$$i \frac{\partial \hat{\psi}}{\partial t} = [\hat{\psi}, \hat{H}] = \hat{h}_0(\mathbf{r}_1)\hat{\psi}(1) + \int v(12)\hat{\psi}^\dagger(2)\hat{\psi}(2)\hat{\psi}(1) \, d(2)$$

(3.32)

where $\hat{H}$ is the Hamiltonian given in Equation (3.7). We will now first consider the Green’s function to the non-interacting system $G_0(12)$, which is seen to be governed by the equation of motion

$$\left[i \frac{\partial}{\partial t_1} - \hat{h}_0(\mathbf{r}_1)\right] G_0(12) = \delta(12).$$

(3.33)

The integral equation of this defines the inverse non-interacting Green’s function $G_0^{-1}(12)$, which may informally written

$$G_0^{-1}(12) = \left[i \frac{\partial}{\partial t_1} - \hat{h}_0(\mathbf{r}_1)\right]^{-1}.$$

(3.34)

Using Equation (3.32) we may similarly try to find an equation of motion for the full interacting Green’s function, but differentiating with respect to time gives

$$\left[i \frac{\partial}{\partial t_1} - \hat{h}_0(\mathbf{r}_1)\right] G(12) = \delta(12)
- i \int v(1^+ 3)\langle N,0 | \hat{T}\{ \hat{\psi}(1)\hat{\psi}(2)\hat{\psi}^\dagger(3)\hat{\psi}^\dagger(4)\} | N,0 \rangle \, d(3).$$

(3.35)

The last term can be rewritten in terms of a so-called two-particle Green’s function given by

$$G(1234) = (-i)^2\langle N,0 | \hat{T}\{ \hat{\psi}(1)\hat{\psi}(2)\hat{\psi}^\dagger(3)\hat{\psi}^\dagger(4)\} | N,0 \rangle.$$ (3.36)

Identifying the square paranthesis on the left in Equation (3.35) as the inverse non-interacting Green’s function we may act from the left with the non-interacting Green’s function and integrate to get

$$G(12) = G_0(12) - i \int \int G_0(13)v(3^+4)G(3424^+) \, d(34)$$

(3.37)

In order to proceed further one could derive the equation of motion for the two-particle Green’s function which would turn out to contain reference to a three-particle Green’s function. One can continue in this way an generate an infinite series of coupled differential equations that all have to be solved in order to calculate the one-particle Green’s function. Wick’s theorem shows that this infinite series can be written solely in terms of combinations of the single-particle non-interacting Green’s function. This
procedure is known as many-body perturbation theory and all the terms in the series can efficiently be evaluated using Feynman diagrams. One could in principle just truncate the sum and only retain a few terms, but as is well-known many of the terms turn out to diverge and the divergencies are only cancelled when going to infinite order.

Instead we now introduce the self-energy \( \Sigma(12) \) by rewriting Equation (3.35) in the form of the so-called Dyson equation

\[
G(12) = G_0(12) + \int \int G_0(13) \Sigma(34) G(42) \, d(34). \tag{3.38}
\]

With this definition it is will be possible with an approximation to the self-energy to solve Equation (3.38) by direct inversion or self-consistently to obtain a closed expression for the full interacting Green's function. The self-energy also has a clear physical interpretation that will be mentioned later in the description of quasiparticles. In order to calculate the self-energy one has to compare Equation (3.38) with the perturbative expansion of Equation (3.35) whereby one can identify the self-energy in terms of Feynman diagrams as

\[
\Sigma(34) \equiv \left\{ \text{The sum of all irreducible diagrams in } G(12) \text{ without} \right\}
\]

\[
\text{the two external fermion lines } G_0(13) \text{ and } G_0(42) \right\} \tag{3.39}
\]

Still we have not given any expression of the self-energy or how to otherwise calculate it, but this will be described in the next section.

### 3.4 Hedin’s equations and \( GW \) approximation

The problem with perturbation theory is that the bare Coulomb potential \( v(r,r') \) is strongly repulsive and diverges when \( r_2 \to r_1 \). However, as we saw in section Section 3.2 the system will respond to an external field so as to screen it. This also means that it screens the Coulomb potentials from its constituent electrons, and therefore Hedin showed that instead of doing perturbation theory in the base Coulomb potential it may be easier to work with the so-called screened potential given by

\[
W(12) = \int v(13) \varepsilon^{-1}(32) \, d(3). \tag{3.40}
\]

The screened potential should have a less severe divergence and a series expansion in this is thus expected to converge much faster.

The method of Hedin is to introduce to the Hamiltonian, Equation (3.7), a small external potential \( \phi(1) \) and then use functional derivatives to obtain the key quantities. In the end the external potential will be taken to zero. We first note that the external potential will induce a density \( n_{\text{ind}}(2) \) which will lead to an induced potential \( \phi_{\text{ind}}(2) \). The total potential is thus \( \phi_{\text{tot}}(1) = \phi(1) + \phi_{\text{ind}}(1) \). Next we note
that the polarizability defined in Equation (3.23) may be written in terms of functional derivatives as
\[
\chi(12) = \frac{\delta n(1)}{\delta \phi(2)} = -i \frac{\delta G(11^+)}{\delta \phi(2)}.
\] (3.41)

Similarly we now define the so-called *irreducible* polarizability as the change in the density due to the change in the total potential
\[
P(12) = \frac{\delta n(1)}{\delta \phi_{\text{tot}}(2)} = -i \frac{\delta G(11^+)}{\delta \phi_{\text{tot}}(2)}.
\] (3.42)

One can show that the full polarizability and the reduced polarizability are related by a Dyson equation[10]
\[
\chi(12) = P(12) + \iint P(13)v(34)\chi(52)\,d(34).
\] (3.43)

From the definition of the dielectric function, Equation (3.26), we have
\[
\varepsilon^{-1}(12) = \frac{\delta \phi_{\text{tot}}(1)}{\delta \phi(2)} = \delta(12) + \int v(13)\chi(32)\,d(3)
\] (3.44)

and using the Dyson equation Equation (3.43) one can show that the screened potential may be written
\[
W(12) = v(12) + \iint v(13)P(34)W(42)\,d(34),
\] (3.45)

which again constitutes a new self-consistent equation. The underlying principle for finding an expression for the self-energy is the observation that the functional derivative of the Green’s function with respect to the external field may be written[37]
\[
\frac{\delta G(12)}{\delta \phi(3)} = G(12)G(33^+) - G(1323^+).
\] (3.46)

The first term contains the density \( n(1) = -iG(11^+) \) and the second term is seen to be the two-particle Green’s function that also appears in the equation of motion in Equation (3.35). We may thus rewrite Equation (3.35) in the form
\[
\left[ i \frac{\partial}{\partial t_1} - \hat{h}_0(\mathbf{r}_1) \right] G(12) = \delta(12) - iG(12) \int v(13)G(33^+)\,d(3)
\] (3.47)
\[
+ i \int v(13) \frac{\delta G(12)}{\delta \phi(3)}\,d(3)
\] (3.48)
\[
= \delta(12) + v_H(1)G(12) + \int \Sigma^{xc}(13)G(32)\,d(3),
\] (3.49)
where by comparison with the equation of motion Equation (3.35) or similarly the Dyson equation in Equation (3.38) we have split the total self-energy into a Hartree-term and an exchange-correlation self-energy:

$$\Sigma(12) = v_H(1)\delta(12) + \Sigma^{xc}(12).$$  
(3.50)

While the Hartree potential can easily be obtained from the Green's function all the complicated correlation effects are hidden in the exchange-correlation self-energy that we still do not have an expression for. However, Hedin showed that one can construct a set of coupled equations that together can be solved iteratively to get the exchange-correlation energy. Today these equations are colloquially known as Hedin's equations and are given by

$$G(12) = G_0(12) + \int G_0(13)[v_H(3)\delta(34) + \Sigma^{xc}(34)]G(42)\,d(34),$$  
(3.51)

$$\Sigma^{xc}(12) = i\int W(1^+3)G(14)\Gamma(42; 3)\,d(34),$$  
(3.52)

$$W(12) = v(12) + \int W(13)P(34)v(42)\,d(34),$$  
(3.53)

$$P(12) = -i\int G(23)\Gamma(34; 1)G(42)\,d(34),$$  
(3.54)

$$\Gamma(12; 3) = \delta(12)\delta(13) + \int \frac{\delta\Sigma^{xc}(12)}{\delta G(45)} G(46)G(75)\Gamma(67; 3)\,d(4567).$$  
(3.55)

In principle these can be used to generate the infinite series that is standard in perturbation theory, but their true strength lie in the way the quantities are related. As is shown in Figure 3.1 when just a rough estimate for one of the quantities is known another quantity can be calculated from it at the same level of approximation and this can be repeated until all quantities are known. This will then lead to a better approximation for the first quantity and the circle can be repeated over until self-consistency. While this procedure sounds straightforward it is nevertheless complicated by the functional derivative that appears in equation for the so-called vertex function $\Gamma(12; 3)$.

The simplest approximation to a solution to Hedins equations is the $GW$ approximation where the only the lowest order contribution to the vertex function is retained

$$\Gamma(12; 3) \approx \delta(12)\delta(13).$$  
(3.56)

This simple choice leads to an expression for the irreducible polarizability given by

$$P(12) = -iG(21^+)G(12),$$  
(3.57)

which turns out to be exactly the same as that obtained by the Random Phase Approximation (RPA). Finally we see that the self-energy is

$$\Sigma^{xc}(12) = -iG(12)W(1^+2),$$  
(3.58)
from which the approximation has its name. Typically one starts by approximating
the Green’s function $G(12)$ by its non-interacting counterpart $G_0(12)$, which can
usually be found exactly or within numerical accuracy. From this one can then
calculate the corresponding non-interacting irreducible polarizability $P(12)$ and the
thereby the screened potential $W_0(12)$ and one obtains the self-energy $\Sigma^{xc} = -iG_0W_0$.
In principle one could iterate this procedure but it has turned out that doing so may
not always be a good approach due to the neglect of higher order contributions in the
vertex function $\Gamma(12; 3)$ - so-called vertex-corrections.

3.5 Quasi-particles

While we have now introduced Green’s functions and seen how they can be used
to calculate expectation values of single particle observables and also higher order
correlation function we still have not shown any practical scheme for doing so. In
order to do so we note that the charged excitation energies may be written

$$\epsilon_i = \begin{cases} 
  E_i^{N+1} - E_0^N & \epsilon_i > \mu \\
  E_0^N - E_i^{N-1} & \epsilon_i \geq \mu,
\end{cases} \tag{3.59}$$

where $E_0^N$ is the ground state energy of the electron system with $N$ electron, $E_i^{N\pm 1}$
is the energy of the $i$’th excited state with $N \pm 1$ electrons and $\mu$ is the chemical
potential. This notation makes it possible to treat both positively and negatively
charged states at the same time. We note that by comparison to the definition of the
electron affinity and ionization potential in Equations (2.34) and (2.35) we have

$$E_{EA,i} = \epsilon_i, \epsilon_i > \mu \tag{3.60}$$

$$E_{IP,i} = -\epsilon_i, \epsilon_i < \mu. \tag{3.61}$$
We now introduce the so-called Lehmann amplitudes or quasi-particle wave functions by

\[ \psi_i(r) = \begin{cases} 
\langle N, 0 | \hat{\psi}(r) | N + 1, i \rangle & \epsilon_i > \mu \\
\langle N - 1, i | \hat{\psi}(r) | N, 0 \rangle & \epsilon_i < \mu.
\end{cases} \]  

(3.62)

By inserting the completeness relation \( \sum_i |N \pm 1, i\rangle \langle N \pm 1, i| \) in definition of the time-ordered Green’s function in Equation (3.29) and Fourier transforming to the frequency domain, noting that the result only depends on time differences \( t - t' \), we get

\[ G(r, r'; \omega) = \sum_i \frac{\psi_i(r) \psi^*_i(r')}{\omega - \epsilon_i + i\eta \text{sgn}(\epsilon_i - \mu)}, \]  

(3.63)

where \( \eta \) is a small positive number that has been introduced to ensure that the Fourier transform converges should be taken to zero in the end. From Equation (3.63) it is clear that the full spectrum of the excitation energies of the charged states can be identified from the poles of the Green’s function. Moreover, inserting of the Lehmann representation of the Greens function, Equation (3.63), in the equation of motion in Equation (3.49) yields an integral equation for the quasiparticle wave functions and energies, commonly called the quasiparticle equation:

\[ \left[ \hat{h}_0(r) + v_H(r) \right] \psi_i(r) + \int \Sigma_{xc}^{\text{DFT}}(r, r'; \epsilon_i) \psi_i(r') \, dr' = \epsilon_i \psi_i(r). \]  

(3.64)

The origin of the name “quasiparticle equation” should be clear: it resembles a Schrödinger equation for a single electron moving in the attractive nuclear potential (included as \( v_{\text{ext}}(r) \) in \( \hat{h}_0(r) \)) and the repulsive effective mean field of all the other electrons, \( v_H(r) \), but also subject to a non-local potential \( \Sigma_{xc}^{\text{DFT}}(r) \) arising from the fact that the system is in fact a many-body system. However, while the exact many-body states \( |N \pm 1, i\rangle \) are orthogonal, the quasiparticle wave functions \( \psi_i(r) \) need not constitute an orthogonal set and the self-energy operator is in general not necessarily Hermitian. This means that the single-particle expectation value of the self-energy need not be a real number and in fact the imaginary part is related to the lifetime of such a state.

Normally we will use the Kohn-Sham wave functions and eigenvalues from a DFT calculation to initially approximate the quasiparticle wave functions and energies. In fact the Kohn-Sham equation, Equation (2.18), already constitutes a quasiparticle equation with a local Hermitian approximation to the self-energy given by \( \Sigma_{\text{DFT}}^{\text{xc}}(r, r'; \omega) = v_{\text{xc}}(r) \delta(r - r'). \) While in Section 2.3 I described how Kohn-Sham eigenvalues obtained from typical DFT schemes fails to predict the right quasiparticle energies, it has been shown that the Kohn-Sham wave functions in general come quite close the quasiparticle wave functions[45, 44, 70]. This means that the self-energy should be more or less diagonal in a basis consisting of the Kohn-Sham wave functions and it should therefore be possible to use these as trial wave functions in the solution of Equation (3.64).
Using a Kohn-Sham wave function \( \psi_{i}^{KS}(r) \) and as a trial wave function, the expectation value of Equation (3.64) is

\[
\epsilon_{i}^{QP} = \epsilon_{i}^{KS} - \langle \psi_{i}^{KS} | v_{xc}(r) | \psi_{i}^{KS} \rangle + \langle \psi_{i}^{KS} | \hat{\Sigma}^{xc}(\epsilon_{i}^{QP}) | \psi_{i}^{KS} \rangle.
\] (3.65)

If we assume that Kohn-Sham eigenvalue \( \epsilon_{i}^{KS} \) is close to the real quasiparticle energy \( \epsilon_{i}^{QP} \) then the self-energy at the quasiparticle energy may be obtained from an expansion around the energy \( \epsilon_{i}^{KS} \),

\[
\Sigma_{i}(\epsilon_{i}^{QP}) \approx \Sigma_{i}^{xc}(\epsilon_{i}) + (\epsilon_{i}^{QP} - \epsilon_{i}^{KS}) \frac{\partial \Sigma_{i}^{xc}(\omega)}{\partial \omega} \bigg|_{\omega=\epsilon_{i}},
\] (3.66)

where we have used the definition \( \Sigma_{i}^{xc}(\omega) = \langle \psi_{i}^{KS} | \hat{\Sigma}^{xc}(\omega) | \psi_{i}^{KS} \rangle \). We may then estimate the roots of Equation (3.65) by the Newton-Raphson method and we get

\[
\epsilon_{i}^{QP} = \epsilon_{i}^{KS} + Z_{i} \left[ \Sigma_{i}^{xc}(\epsilon_{i}) - \epsilon_{i}^{xc} \right],
\] (3.67)

where \( \epsilon_{i}^{xc} = \langle \psi_{i}^{KS} | v_{xc}(r) | \psi_{i}^{KS} \rangle \) and \( Z_{i} \) is called the renormalization factor and is given by

\[
Z_{i} = \left[ 1 - \frac{\partial \Sigma_{i}^{xc}(\omega)}{\partial \omega} \bigg|_{\omega=\epsilon_{i}} \right]^{-1}.
\] (3.68)

While the renormalization factor is actually just a result of the Newton-Raphson method it can also be shown that it corresponds to the norm of the wave function \( \psi_{i}(r) \) and thus gives a measure of how well the single-particle wave function approximates that of a true quasiparticle state[43]. If \( Z_{i} \ll 1 \), the wave function is not a good description of a quasi particle state but if \( Z_{i} \approx 1 \) it is very close to a real quasi particle wave function.

### 3.6 Implementation in GPAW

In order to estimate quasiparticle energies from Kohn-Sham wave functions and eigenvalues by the method described in previous section we need an expression for the self-energy. As already mentioned the simplest approximation is to use the GW approximation given in Equation (3.58). In the frequency domain this takes the form

\[
\Sigma^{xc}(\mathbf{r}, \mathbf{r}'; \omega) = \frac{i}{2\pi} \int G(\mathbf{r}, \mathbf{r}'; \omega + \omega') W(\mathbf{r}, \mathbf{r}'; \omega') e^{i\omega' \delta} \, d\omega',
\] (3.69)

where a small positive number \( \delta \) has been introduced in order to ensure that the Fourier transformation converges. The starting point for approach is \( G_{0}W_{0} \), i.e. we will initially use the non-interacting Green’s function \( G_{0} \) and the screened potential in the simplest approximation, \( W_{0} \). The screened potential, Equation (3.40), depends
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on the dielectric function which from its definition in Equation (3.26) can be related to the irreducible polarizability $P(12)$ by

$$\varepsilon(12) = \frac{\delta v_{\text{ext}}(1)}{\delta v_{\text{tot}}(2)} = \frac{\delta}{\delta v_{\text{tot}}(2)} \left[ v_{\text{tot}}(1) - \int v(13)n(3) \, d(3) \right]$$

$$= \delta(12) - \int v(13)P(32) \, d(3).$$

(3.70)

In real space and frequency domain this corresponds to

$$\varepsilon(r, r', \omega) = \delta(r - r') - \int v(r, r'', r'; \omega) \, dr''.$$  

(3.71)

In the standard implementation in GPAW it is assumed that the system is periodic in all directions and all properties should therefore be invariant under translation with an arbitrary lattice vector $R$ and for a correlation function like the dielectric function this means that $\varepsilon(r + R, r' + R; \omega) = \varepsilon(r, r'; \omega)$. For extended systems it is favorable to work in reciprocal space and here the dielectric function therefore takes the form

$$\varepsilon_{GG'}(q; \omega) = \delta_{GG'} - \sum_G v_{GG}(q)P_{G,GG'}(q; \omega),$$

(3.72)

where $q$ is a point in the first Brillouin zone. In the usual 3D implementation the Coulomb potential in reciprocal space is given by

$$v_{GG}(q) = \frac{4\pi \delta_{GG'}}{|q + G|^2},$$

(3.73)

so that the sum over $G$-vectors could have been left out in Equation (3.72), but as I will show in the next chapter this need not apply to lower-dimensional systems. However, assuming that the Coulomb potential is diagonal in $G$-vectors it is preferable to work with a symmetrized dielectric function given by

$$\tilde{\varepsilon}_{GG'}(q, \omega) \equiv \sqrt{v_G(q)} \sqrt{v_{GG'}(q)} \varepsilon_{GG'}(q, \omega),$$

(3.74)

with a corresponding inverse:

$$\tilde{\varepsilon}^{-1}_{GG'}(q, \omega) \equiv \sqrt{v_G(q)} \sqrt{v_{GG'}(q)} \tilde{\varepsilon}_{GG'}^{-1}(q, \omega).$$

(3.75)

In terms of the symmetrized dielectric function the Fourier transform of the screened potential is

$$W_{GG'}(q, \omega) = v_G(q)\varepsilon_{GG'}^{-1}(q, \omega) = \sqrt{v_G(q)}\tilde{\varepsilon}_{GG'}^{-1}(q, \omega) \sqrt{v_{GG'}(q)}.$$  

(3.76)

An expression for the dielectric function can directly be found from Equation (3.72) which however depends on the irreducible polarizability $P_{GG'}(q, \omega)$ which in the
$G_0W_0$ approximation is given by the RPA expression as given in Equation (3.57). Inserting the Lehmann representation from Equation (3.63) we obtain an expression for the irreducible polarizability in real space and frequency given by[5]

$$P(r, r'; \omega) = 2 \sum_i \sum_j (f_i - f_j) \frac{\psi_i(r) \psi_j^*(r) \psi_i^*(r') \psi_j(r')}{\omega + \epsilon_i - \epsilon_j + i \eta \text{sgn}(\epsilon_i - \epsilon_j)},$$  \hspace{1cm} (3.77)

where $f_i$ is 0 if $\epsilon_i > \mu$ and 1 if $\epsilon_i < \mu$ and the factor 2 in front accounts for spin degeneracy. Now if we use DFT wave functions as an approximation for the quasiparticle wave functions the Green’s functions are approximated by the DFT non-interacting Green’s functions $G(12) \approx G_{0\text{KS}}^M(12)$ and the RPA irreducible polarization $P(12)$ turns out to be equivalent to the non-interacting polarizability $\chi^{\text{0}}(12)$. In terms of KS wave functions this takes the form

$$\chi^{\text{0}}(r, r'; \omega) = 2 \sum_{k,n} \sum_{k',n'} (f_{nk} - f_{n'k'}) \frac{\psi_{nk}(r) \psi_{n'k'}^*(r) \psi_{n'k'}(r') \psi_{nk}(r')}{\omega + \epsilon_{nk} - \epsilon_{n'k'} + i \eta \text{sgn}(\epsilon_{nk} - \epsilon_{n'k'})},$$  \hspace{1cm} (3.78)

where $f_{nk}$ is the occupation number of the single-particle state $|nk\rangle$. Fourier transforming Equation (3.78) one has[1, 121]

$$\chi^{\text{0}}_{GG'}(q; \omega) = \frac{2}{V} \sum_k \sum_{n,n'} (f_{nk} - f_{n'k-q}) \frac{M^{n'n'}_G(k, q) \left[M^{n'n'}_G(k, q)^\dagger\right]^*}{\omega + \epsilon_{nk} - \epsilon_{n'k-q} + i \eta \text{sgn}(\epsilon_{nk} - \epsilon_{n'k'})},$$  \hspace{1cm} (3.79)

where $M^{n'n'}_G(k, q)$ is called an oscillator matrix element and is a shorthand notation for

$$M^{n'n'}_G(k, q) = \langle n'k - q|e^{-i(q+G)r}|nk\rangle.$$  \hspace{1cm} (3.80)

The details of the implementation and evaluation of Equation (3.79) in GPAW is described in Ref. 122. Worth mentioning is that the evaluation of an oscillator matrix element includes both a contributions from the pseudo wave functions and an augmentation part that includes the corrections to the pseudo part from within the augmentation spheres. Since we are employing the frozen core approximation only a certain number of occupied valence or semi-core states are included and the core sattes are thus excluded from the sum over bands in Equation (3.79).

When the irreducible polarizability has been calculated through Equation (3.79) one can then calculate the symmetrized dielectric function trough Equations (3.72) and (4.42) and the inverse can be found numerically by direct matrix inversion. In order to calculate the self-energy the screened potential given in Equation (3.40) is split up into two:

$$W(12) = v(12) + \overline{W}(12),$$  \hspace{1cm} (3.81)

where $v(12)$ is the bare Coulomb potential and $\overline{W}(12)$ is the dynamically screened potential given by

$$\overline{W}(12) = \int v(13)[\varepsilon^{-1}(32) - \delta(32)] d(3).$$  \hspace{1cm} (3.82)
There are two reasons for this: First of all the GW self-energy is then also seen to be split up into two:

$$\Sigma^{xc}(12) = i G(12) v(12) + i G(12) \overline{W}(12) = \Sigma^x(12) + \Sigma^c(12),$$

where $\Sigma^x(12)$ is the static exchange self-energy, whose contribution to the quasiparticle energy in Equation (3.64) will be seen to be equal to the Fock exchange energy, and $\Sigma^c(12)$ is the dynamical correlation self-energy. Secondly one finds that the division in Equation (3.83) allows for different numerical treatments to be employed, which ultimately leads to greater numerical accuracy.

I will now start by considering the exchange part. Using the Lehmann representation of the DFT non-interacting Green’s function $G^\text{DFT}_0(12)$ and the fact that the Coulomb potential does not depend on time on can show that

$$\langle n_k | \hat{\Sigma}^x | n'_k \rangle = -\frac{1}{V} \sum_{m} \sum_{\text{BZ}} \sum_{\text{G}} v_G(q) [M^{mn}_G(k,q)]^* M^{m'n'}_G(k,q).$$

The fact that the exchange self-energy is static and that the sum over all quasiparticle states in the Greens function has been replaced by a sum over only occupied states ($\epsilon_i < \mu$) makes actual calculations quite easy. However, the expression still contains a sum over in principle an infinite amount of $G$-vectors that in practice is truncated. The convergence with respect to this cutoff is not always fast and one may often need to use a very high cutoff. The expression also contains a $q$-point integration over the Brillouin zone, but the integrand which contains the Coulomb potential $v_G(q) = 4\pi/|q+\text{G}|^2$ which is singular for $|q+\text{G}| \to 0$. Mathematically the integral should not be a problem since it the singularity is integrable in three dimensions, but in practice the integrand is only evaluated numerically on a set of $q$-points and if the $q=0$ term is left out the integral converges very slowly with the size of the $q$-point sampling. This problem was recognized early on and the first solution was to evaluate the contribution to the integral from the $q=0$ term analytically by approximating it as:

$$\int_{\Omega_T} \frac{f(q)}{|q|^2} \, dq \approx f(q = 0) \int_{\Omega_T} \frac{1}{|q|^2} \, dq$$

If the small volume around $q = 0$, $\Omega_T$, is taken to be spherical the integral is readily integrated analytically. Several other methods have been developed to provide better approximations to this integral for instance auxiliary functions[31, 119, 12] or spherical real space truncation of the Coulomb potential[110]. However, so far the best overall performance has been obtained by a method which relies on a modified Coulomb potential that is truncated in real space at the so-called Wigner-Seitz cell[112] and this is also the method employed in GPAW.

Next up is the correlation self-energy. Inserting the DFT non-interacting Green's
functions as replacement for the true Green’s functions leads to the expression
\[
\langle n| \hat{\Sigma}^c(\omega) | n' \rangle = \frac{i}{V} \sum_{\mathbf{q}} \sum_{\mathbf{G}\mathbf{G}'} \frac{1}{2\pi} \int_{-\infty}^{\infty} W_{\mathbf{G}\mathbf{G}'}(\mathbf{q}, \omega') 
\times \sum_{m} \frac{[M_{\mathbf{G}}^{mn}(\mathbf{k}, \mathbf{q})]^* M_{\mathbf{G}'}^{mn'}(\mathbf{k}, \mathbf{q})}{\omega + \omega' - \epsilon_{mk+\mathbf{q}} + i\eta \text{sgn}(\epsilon_{mk+\mathbf{q}} - \mu)} d\omega'.
\] (3.86)

This expression is much more complex than the one for the exchange part and its calculation can be very computationally demanding. Several schemes have been developed to try and simplify its evaluation. First of all there exists several ways of approximating the dielectric function through so-called Plasmon Pole Models so that the frequency integration can be carried out analytically\[26, 84, 44, 73, 19\]. If higher accuracy is needed one can also directly calculate the dielectric function at a number of real and/or imaginary frequencies and carry out the integral using either contour deformation\[65\] or analytical continuation techniques\[27\]. However in this project I have used a direct integration over real frequencies made efficient by the use of Hilbert transforms\[77, 108, 122\]. Besides the frequency integration the evaluation of Equation (3.86) is hampered by the sum over an infinite amount of bands and \(\mathbf{G}\)-vectors. Typically these sums have been truncated at rather arbitrarily chosen cutoff, but it has been found that in reality the self-energy converges quite slowly with the number of bands and plane waves used, especially when semicore states are included\[115\]. In fact it has been observed that the truncation error scales as \(1/N\), where \(N\) is the number of basis functions used\[49, 107\] which has made it possible to extrapolate the calculated self-energies to an infinite basis set\[117, 43\]. The \(1/N\) scaling of the error has recently been explained theoretically and approximate methods of avoiding it without extrapolation has also been suggested\[52\]. Lastly one notices that the correlation self-energy, Equation (3.86), like the exchange part also contains a \(\mathbf{q}\)-point integration over the singular Coulomb potential. However, the this Coulomb potential is effectively screened since the most singular part has been subtracted, and the divergence is less severe such that the simple integration method presented in Equation (3.85) can be used without too much trouble. However, as we shall see in next chapter this fact changes completely for two-dimensional systems. Further details on the implementation of \(GW\) in GPAW can be found in Ref. 43.
CHAPTER 4

Calculating the electronic structure for 2D systems

When studying materials we are often first interested in the properties of its most pure form since even in the real world where any sample may be mixed with other materials, contain different kinds of disorder, impurities etc., these may often be a good approximation to the real properties or at least at good starting point for further investigation. This means that we usually start by studying the smallest possible system that captures the physics of the entire extended system. For bulk materials this usually means studying the unit cell, though in order to capture antiferromagnetic ordering or other complex magnetic structures one has to consider larger supercells. For 2D systems this is not quite as straightforward as the real unit cell is really infinite in the perpendicular direction. To simulate a system which has an infinite non-periodic extend is of course not practically possible so we need some way of dealing with this. For ground state properties of atoms or molecules it is common to use a finite simulation cell and fixing the wave function to be zero on the boundary which can conveniently be done in a real space basis. When simulating extended solids and especially when calculating excited state properties using perturbation theory methods it is often more convenient to work in a plane wave basis. When studying systems with reduced dimensionality like 2D systems one could work in a plane wave basis in the periodic direction and a real space basis with zero boundary conditions in the non-periodic direction. This requires a special implementation so is not that practical. Instead we will choose to work in a standard planewave basis which is periodic in all directions. This, however gives some problems that are treated in this chapter.
4.1 Plane waves for 2D systems

As mentioned in the introduction when simulating 2D systems we have to find some way to describe wave functions and other properties in the non-periodic direction. Our starting point is that we will consider the system using a finite unit cell with a length \( L \) in the non-periodic direction, here taken as the \( z \)-direction. If the cell is only repeated in-plane the solutions to the single particle Schrödinger equation are wave function of the Bloch form,

\[
\psi_{n\mathbf{k}_\parallel}(\mathbf{r}, z) = e^{i\mathbf{k}_\parallel \cdot \mathbf{r}} u_{n\mathbf{k}_\parallel}(\mathbf{r}, z),
\]  

(4.1)

where \( \mathbf{k}_\parallel \) is a wave vector in the two-dimensional Brillouin zone and \( u_{n\mathbf{k}_\parallel}(\mathbf{r} + \mathbf{R}_\parallel, z) = u_{n\mathbf{k}_\parallel}(\mathbf{r}, z) \) is function that is periodic in-plane. The Fourier transform of the periodic part of the wave function is simply,

\[
u(G) = \frac{1}{V} \int_\Omega u(\mathbf{r}) e^{-i\mathbf{G} \cdot \mathbf{r}} \, d\mathbf{r},
\]  

(4.2)

where \( \Omega \) denotes the unit cell, \( V \) is its volume and \( \mathbf{G} = (\mathbf{G}_\parallel, G_\perp) \) is a reciprocal lattice vector satisfying \( e^{i\mathbf{G}_\parallel \cdot \mathbf{R}_\parallel} = 1 \) and \( G_\perp = \frac{2\pi n}{L} \), with \( n \) an integer. Note that this Fourier transform is well defined even in the case where the system is not periodic in the \( z \)-direction as long as the function has the boundary condition \( u(\mathbf{r}_\parallel, 0) = u(\mathbf{r}_\parallel, L) \). When solving the single particle Schrödinger equation we rewrite all the contributions to the Hamiltonian \( H_{\mathbf{k}\mathbf{k}'}(\mathbf{k}) \) in terms of their Fourier components which is easily done for 3D systems since the only troublesome term is external potential which is naturally periodic in all directions and thus satisfy the periodic boundary conditions necessary for the Fourier transform to converge everywhere. Specifically we have

\[
V_{\mathbf{G}} = \frac{1}{V} \int_\Omega V(\mathbf{r}) e^{-i\mathbf{G} \cdot \mathbf{r}}
\]  

(4.3)

with \( V(\mathbf{r} + \mathbf{R}) = V(\mathbf{r}) \). However, for 2D systems the external potential is not periodic in all directions and also need not be symmetric and the requirement \( V(\mathbf{r}_\parallel, 0) = V(\mathbf{r}_\parallel, L) \) is in general not satisfied. Assuming that the 2D system is located in the center of the unit cell, then in the limit \( L \rightarrow \infty \) we expect both \( V(0) \rightarrow 0 \) and \( V(L) \rightarrow 0 \) so that the boundary condition is asymptotically fulfilled. In reality we are using a finite \( L \) so to make our 2D system satisfy the boundary conditions we need to introduce some small error that fixes the potential. One way is to smoothly adjust the value of the potential near the boundary so that it satisfies the boundary conditions. Another way is to take the potential to also be periodic in the out-of-plane direction creating an artificial periodic structure. The last method is what we will do since this is basically equivalent to the first method if \( L \) is large enough, since the Coloumb potential from the atom cores drops off as \( 1/z \).

So we assume that if the length, \( L \), of the unit cell in the non-periodic direction is large enough it is fair approximation to take the Fourier components of the external potential to be equal to those of the equivalent unit cell that is periodic in all directions.
This means that the Hamiltonian also becomes completely identical to an equivalent system periodic in all directions. The solutions to the corresponding Schrödinger equation has the general Bloch solutions,

\[ \psi_{n\mathbf{k}}(\mathbf{r}) = e^{i\mathbf{k} \cdot \mathbf{r}} u_{n\mathbf{k}}(\mathbf{r}), \]  

where \( \mathbf{r} \) is a vector in all of space, \( \mathbf{k} \) is reciprocal vector in a 3D Brillouin zone and the function \( u_{n\mathbf{k}}(\mathbf{r}) \) is periodic in all directions. The solutions to the 2D system correspond to the subset which has exactly \( k_z = 0 \) in which case we recover Equation (4.2). The real system is not periodic in the out-of-plane direction so \( k_z \neq 0 \) is not really defined. It is possible to model the 2D system by considering it as a real 3D crystal periodic also in the \( z \)-direction but with layers interacting so weakly that the solutions will in principle be without dispersion in that direction. In this case the Brillouin zone is three-dimensional and one can have properties that are non-zero for \( k_z \neq 0 \) corresponding to oscillations with wavelengths larger than \( L \). When \( L \) is large these components will be small, but I will still say that they are artificial and should be neglected. Doing so effectively leads to only considering solutions with \( k_z = 0 \) and thus reducing the Brillouin zone to an exact 2D region.

The use of a finite unit cell in the out-of-plane direction has some simple consequences when dealing with Fourier transformed quantities specifically we have

\[
f(\mathbf{k}_\parallel, G_z) = \frac{1}{L} \int_{0}^{L} e^{i\mathbf{k}_\parallel \cdot \mathbf{r}} e^{iG_zz} f(\mathbf{r}_\parallel, z) \, dz \, d\mathbf{r}_\parallel \tag{4.5}
\]

\[
f(\mathbf{r}_\parallel, z) = \left( \frac{1}{(2\pi)^2} \right)^2 \sum_{G_z} \int e^{-i\mathbf{k}_\parallel \cdot \mathbf{r}} e^{-iG_zz} f(\mathbf{k}_\parallel, G_z) \, d\mathbf{k}_\parallel, \tag{4.6}
\]

where the Fourier transform in the \( z \)-direction has been replaced by a Fourier series. Most of the properties calculated in any plane wave implementation assumes that the system is periodic in all directions and we don’t want to change this and luckily we don’t have to. Since we have assumed all properties to have periodic boundary conditions the usual 3D periodic Fourier transform will only have non-zero components at \( k_z = G_z \), where it will be sharply peaked \( \delta \)-function. If we by \( f^{3D}(\mathbf{k}_\parallel, k_z) \) denote the weight of this distribution the 2D plane wave expansion coefficients, Equation (4.5), are related to the standard 3D equivalents by

\[
f^{2D}(\mathbf{k}_\parallel, G_z) = \frac{1}{2\pi} f^{3D}(\mathbf{k}_\parallel, k_z = G_z). \tag{4.7}
\]

For a two-point function that is periodic in-plane, i.e. \( f(\mathbf{r} + \mathbf{R}, z; \mathbf{r}' + \mathbf{R}, z') = \)
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for \( f(r, z; r', z') \), we have Fourier transform relations:

\[
f_{GG'}(q, q') = (2\pi)^2 \delta(q - q')f_{GG'}(q) \tag{4.8}
\]

\[
f_{GG'}(q) = \frac{1}{L^2 A} \int_A \int_A \int_0^L \int_0^L e^{-i(q+G) \cdot r} e^{-iGz} f \times f(r, z; r', z') e^{i(q+G') \cdot r'} e^{iG'z'} dz' d\mathbf{r}' \tag{4.9}
\]

\[
f(r, z; r', z') = \frac{1}{(2\pi)^2} \sum_{GG'} \int_{BZ} e^{i(q|| + G||) \cdot r} e^{iGz} f_{GG'}(q)e^{-i(q+G') \cdot r'} e^{-iG'z'} d\mathbf{q} \tag{4.10}
\]

If we have a convolution in real space:

\[
f(r, z; r', z') = \int_0^L g(r, z; r_1, z_1) h(r_1, z_1; r', z') d\mathbf{r}_1 d\mathbf{z}_1 \tag{4.11}
\]

its Fourier transform is correspondingly

\[
f_{GG'}(q, q) = \frac{L}{(2\pi)^2} \sum_{G_1} \int_{BZ} g_{G_1}(q, q_1) h_{G_1}(q_1, q') d\mathbf{q}_1. \tag{4.12}
\]

An elementary quantity for all response properties is the density response function or polarizability \( \chi(r, r', \omega) \). The starting point is the non-interacting irreducible polarization \( \chi^0(r, r'; \omega) \) for which an expression is given in Equation (3.78). As all response function this is periodic in plane, \( \chi^0(r + \mathbf{R}, z; r' + \mathbf{R}, z') = \chi^0(r, z; r', z') \) so its Fourier transform is given by

\[
\chi^{0,2D}_{GG'}(q; \omega) = \frac{1}{L^2 A} \sum_{\mathbf{k}} \sum_{n,n'} \frac{f_{nk} - f_{n'k-q}}{\omega + \epsilon_{nk} - \epsilon_{n'k-q} + i\eta \text{sgn}(\epsilon_{nk} - \epsilon_{n'k})} \\
\times M_{G'}^{nn'}(\mathbf{k}, q) \left[ M^{nn'}_G(\mathbf{k}, q) \right]^* \tag{4.13}
\]

Except for a factor of \( 1/L \) this is similar to the expression for 3D systems, Equation (3.79), except that the sum over \( \mathbf{k} \)-points is only over the 2D Brillouin zone. When doing calculation we will use the 3D expression but only include \( \mathbf{k} \)-points in-plane and we therefore have the simple relation

\[
\chi^{0(2D)}_{GG'}(q; \omega) = \frac{1}{L} \chi^{0(3D)}_{GG'}(q; \omega). \tag{4.14}
\]

In most cases the Fourier transforms of 2D response functions are related to their 3D counterparts by a simple factor \( 1/L \) so that the values become independent of the choice of unit cell height. However care has to be taken when the expressions involve an integral over the Brillouin zone as the implementation assumes that the system is periodic in all directions.
4.2 Truncated Coulomb potential

In the previous section we discussed how we deal with functions and response functions in 2D using a plane wave basis and ended up with an expression for the Fourier transform of 2D non-interacting density response function. We are most often interested in more realistic interacting system in which case we need the full response function, which is related to the non-interacting response function by the Dyson equation, Eq. (3.43),

\[
\chi(r, r') = \chi^0(r, r') + \int \int \chi^0(r, r_1) K(r_1, r_2) \chi(r_2, r') \, dr_1 \, dr_2. \tag{4.15}
\]

Using the definition Equation (4.5) the 2D Fourier transform of this expression is

\[
\chi_{GG'}(q, q') = \chi^0_{GG'}(q, q') + \frac{L^2}{(2\pi)^2} \int_{BZ} dq_1 \int_{BZ} dq_2 \sum_{G_1, G_2} \chi^0_{G_1G_2}(q, q_1) \times K^2_{G_1G_2}(q_1, q_2) \chi_{G_2G'}(q_2, q') \tag{4.16}
\]

where

\[
K^2_{G_1G_2}(q_1, q_2) = \frac{1}{L^2} \int dr_\parallel \int dr'_\parallel \int_0^L dz \int_0^L dz' \times e^{-iG_1 \cdot r_\parallel} e^{-iG_2 \cdot z} K(r_\parallel, z; r'_\parallel, z') e^{i(q_1 + G_1') \cdot r_\parallel} e^{iG_2' \cdot z'} \tag{4.17}
\]

Note that the integrals over the $z$-direction in Eq. 4.17 only extends over the unit cell height, which is why we will call this for the 2D truncated kernel. In RPA we have $K(r, r') = v(r, r') = 1/|r'-r|$, so we may just define the 2D truncated Coulomb interaction as

\[
v^{2D}(r, z; r', z') = \frac{\theta(z) \theta(L-z) \theta(z') \theta(L-z')}{\sqrt{(r' - r)^2 + (z' - z)^2}} \tag{4.18}
\]

with the Fourier transform given by

\[
v^{2D}_{GG'}(q; q') = \frac{1}{L^2} \int_0^L \int_0^L e^{-i(q + G_\parallel) \cdot r_\parallel} e^{-iG_2 \cdot z} \frac{e^{i(q' + G_\parallel') \cdot r_\parallel} e^{iG_2' \cdot z'}}{\sqrt{(r' - r)^2 + (z' - z)^2}} \, dr_\parallel \, dr'_\parallel \, dz \, dz'. \tag{4.19}
\]

Due to the in-plane symmetry of the Coulomb potential it’s Fourier representation is diagonal in $q_\parallel$ and $q'_\parallel$ and it therefore simplifies to

\[
v^{2D}_{GG'}(q) = \frac{\delta_{G_\parallel, G'_\parallel}}{L^2} \int_0^L \int_0^L e^{-i(q + G_\parallel) \cdot r_\parallel} e^{-iG_2 \cdot z} \frac{e^{i(q' + G_\parallel') \cdot r_\parallel} e^{iG_2' \cdot z'}}{\sqrt{r_\parallel^2 + (z - z')^2}} \, dz \, dr_\parallel \tag{4.20}
\]

\[
= \frac{1}{L^2} \int_0^L e^{-i(G_2 - G_2') \cdot Z} \int_0^{\frac{L}{2}} e^{-i(q + G_\parallel) \cdot r_\parallel} e^{-i(G_2 + G_2') u} \frac{e^{i(q' + G_\parallel') \cdot r_\parallel} e^{iG_2' \cdot z'}}{\sqrt{r_\parallel^2 + u^2}} \, du \, dZ \, dr_\parallel \tag{4.21}
\]
where in the last line the integrations over \( z \) and \( z' \) have been substituted by integrated over the mean and relative coordinates, \( Z = (z + z')/2 \) and \( u = z' - z \), respectively. Due to the finite integration limits this integral does not have a closed analytical expression and we are therefore required to either solve it using numerical Fourier transformation methods or by introducing further approximations.

A simple approximation is to instead of truncating the Coulomb potential at the unit cell border, truncate it at some relative distance \( R_c \) between two particles,

\[
v_{\text{trunc}}(r, z; r', z') = \theta(R - |z' - z|) \sqrt{(r' - r)^2 + (z' - z)^2}.
\]

(4.22)

The Coulomb potential thus only depends on the relative positions of the particles and a simple closed analytical expression for the 3D Fourier transform can be found[46, 102], given by

\[
v_{\text{trunc}}(q) = \frac{4\pi}{q^2} \left[ 1 + e^{-|q||R|} \left( \frac{q_z}{|q|} \sin(q_z R) - \cos(q_z R) \right) \right],
\]

(4.23)

where \( q_z \) here denotes the \( z \)-component of a general vector in a 3D reciprocal space. Since this is based on Coulomb potential that is independent of the absolute position and extend of the unit cell, it is well-defined for all values of \( q_z \) and we could in principle choose any value of the real space cut-off \( R \). For instance we see that we recover the usual untruncated 3D Coulomb potential \( v(q) = \frac{4\pi}{q^2} \) when \( |q||R| \gg 1 \), i.e. when the wavelength becomes much smaller than the real-space cut-off. However it appears that the potential diverges when \( |q||R| \to 0 \) for any \( q_z \neq 0 \). The divergencies are integrable but it is still unsatisfying and hard to deal with numerically. It is seen that the divergencies for all but \( q_z = 0 \) can be removed by choosing \( R = L/2 \), such that \( \sin(q_z L/2) = 0 \) and \( \cos(q_z L/2) = 1 \), and we have

\[
v_{\text{trunc}}^{G}(q) = \frac{4\pi}{|q + G|^2} \left[ 1 - e^{-|q + G||L/2|} \cos(G_z L/2) \right],
\]

(4.24)

where we let \( q \) denote only a point in the in-plane Brillouin zone and \( G \) any reciprocal lattice vector. In the special case \( G = 0 \) this reduces to

\[
v_0^{2D}(q) = \frac{4\pi}{|q|^2} (1 - e^{-|q||L/2|}).
\]

(4.25)

We see that in the small wavelength limit we recover the 3D like behavior of the Coulomb potential, \( v_0^{2D}(q) \approx \frac{4\pi}{q^2} \) for \( q \gg L/2 \), while in the long wavelength limit, \( q \ll L/2 \) we have \( v_0^{2D}(q) \approx \frac{2\pi}{q} \), which diverges much slower than in the 3D case.

We note that the truncation is equivalent to replacing the integration limits of the integration over the relative \( z \)-coordinate \( u \) in Equation (4.21) with \(-L/2\) and \(L/2\), respectively. Thus the truncated Coulomb potential can be seen as an approximation to the real 2D Coulomb potential and we thus note that we have

\[
v_{GG'}^{2D}(q) \approx \frac{\delta_{GG'}}{L} v_{\text{trunc}}^{G}(q).
\]

(4.26)
Using this approximation we can then rewrite Equation (4.16) into the form

\[ \chi_{G'G}^{2D}(q) = \chi_{G'G}^{0(2D)}(q) + L \sum_{G_i} \chi_{G'G_i}^{0(2D)}(q)v_{trunc}^{G_i}(q)\chi_{G_iG}(q). \] (4.27)

We note that if we replace the 2D non-interacting response function with the 3D equivalent, \( \chi_{G'G}^{0(2D)}(q) \rightarrow \frac{1}{V}\chi_{G'G}^{0(3D)}(q) \), we recover the usual Dyson equation for a 3D system with the Coulomb kernel replaced by the truncated potential.

The truncated Coulomb potential, Equation (4.22), allows for really simple expressions as a minimum of changes in the practical implementation since it fits nicely with the plane wave basis. However, it is not completely without problems. As illustrated in Figure 4.1 the truncated Coulomb potential will introduce interaction between charge densities in artificial periodic images of the unit cell. The charge density in the center of the unit cell will not interact with neighboring cells, but so will the charge density further away from the center, and the charge just on the unit cell border interacts equally with the original cell and an artificial one. This of course is not a problem if the unit cell is big enough and the density drops off fast enough so that the interacting densities of two cells are negligible. If we let the region of non-vanishing density be characterized by a length \( h \), then the amount of "vacuum" on each side of the layer is \( l = (L - h)/2 \) and if we don't want the regions of non-vanishing densities to interact it means that the unit cell height should be chosen such that

\[ L > 2h. \] (4.28)

For thin materials this is not really a tough constraint, but it is clear that with materials of increasing size the amount of vacuum must also be increased drastically even though the electron density is likely to vanish into the vacuum region at the same rate as for a thin material. Since the number of \( G \)-vectors scale with the unit cell size the above criterion means that thick materials or multilayers may need an unfavorable

![Figure 4.1: Illustration of the interaction with artificial periodic images introduced by the truncated Coulomb potential. The region of non-vanishing density is shaded in grey and has width \( h \), the unit cell height is \( L \) and the amount of vacuum is thus \( l = (L - h)/2 \).](image)
large number of \( \mathbf{G} \)-vectors making calculations very expensive. This problem can in theory be alleviated by implementation of the correct Fourier transform of the 2D Coulomb potential given in Equation (4.21), but it is not known how to do this in practice.

### 4.3 Dielectric function for 2D systems

As already shown in the introduction; due to the vanishing electron density in the perpendicular direction the dielectric properties of 2D materials are qualitatively different than for bulk systems, that have a higher degree of isotropy. In general the dielectric function gives the relation between an external potential and the total field,

\[
v_{\text{ext}}(\mathbf{r}, z; \omega) = \int \int_{L_0} \varepsilon(\mathbf{r}, \mathbf{r}'; z, z'; \omega) v_{\text{tot}}(\mathbf{r}', z'; \omega) \, dz' \, d\mathbf{r}'.
\]  
(4.29)

Since the dielectric function is lattice periodic the 2D Fourier transform of Equation (4.29) can be written

\[
v_{\text{ext}}(\mathbf{q}, \omega) = L \sum_{\mathbf{G}} \varepsilon^{2D}(\mathbf{G}, \omega) v_{\text{tot}}(\mathbf{G}, \omega),
\]  
(4.30)

which means that \( \varepsilon^{2D}(\mathbf{G}, \omega) \) can be thought of as response density per \( z \)-distance. Often we are going to compare the dielectric function to 3D bulk systems and in that case we are interested in the dielectric response over all of space and thus the relevant quantity is \( \varepsilon(\mathbf{G}, \omega) = L \varepsilon^{2D}(\mathbf{G}, \omega) \), as seen by Equation (4.30). To make the connection with the results from 3D systems I will mostly use the 3D dielectric function \( \varepsilon(\mathbf{G}, \omega) \) and will specifically mark the 2D Fourier transformed dielectric by a superscript "\(2\text{D}"".

In Section 3.4 it was shown that the dielectric function can be calculated within RPA from the non-interacting density response function by

\[
\varepsilon^{\text{RPA}}(\mathbf{r}, \mathbf{r}'; \omega) = \delta(\mathbf{r} - \mathbf{r}') - \int v(\mathbf{r}, \mathbf{r}_1) \chi^0(\mathbf{r}_1, \mathbf{r}'; \omega).
\]  
(4.31)

Using the truncated potential, Equation (4.26), the 2D Fourier transform of the RPA dielectric function is

\[
\varepsilon^{\text{RPA}(2D)}(\mathbf{q}) = \frac{1}{L} \delta^{\mathbf{G}G'} \varepsilon^{2D}(\mathbf{q}) \chi^0^{(2D)}(\mathbf{q}),
\]  
(4.32)

which is equal to \( \frac{1}{L} \varepsilon^{\text{RPA}(3D)}(\mathbf{q}) \) with \( \mathbf{q} \) lying in the \( q_z = 0 \) plane of the 3D Brillouin zone. The dielectric function has a qualitatively different behavior in the long wavelength limit \( q \to 0 \) than for bulk systems. To see this we note that the irreducible polarizability contains a product of oscillator matrix elements, \( \langle n\mathbf{k}|e^{i(\mathbf{q}+\mathbf{G})\cdot \mathbf{r}}|m\mathbf{k}+\mathbf{q}\rangle \), which in the case of \( \mathbf{G} = 0 \) long wavelength limit has the leading order[122]

\[
\langle n\mathbf{k}|e^{i\mathbf{q}\cdot \mathbf{r}}|m\mathbf{k}+\mathbf{q}\rangle \approx -i\mathbf{q} \cdot \frac{\langle n\mathbf{k}|\nabla|m\mathbf{k}\rangle}{\epsilon_{nk} - \epsilon_{mk}} \quad \text{for} \quad \mathbf{q} \to 0.
\]  
(4.33)
For a non-metal it can therefore be shown that the head ($G = G' = 0$) and wings
($G = 0$ or $G' = 0$) of the irreducible polarizability will have the following lowest order
expression
\[
\chi_0^0(q, \omega) = q \cdot P(\omega)q = |q|^2 \hat{q} \cdot P(\omega) \hat{q}
\]  
(4.34)
\[
\chi_0^G(q, \omega) = q \cdot p_G(\omega) = |q| \hat{q} \cdot p_G(\omega)
\]  
(4.35)
\[
\chi_0^{G'}(q, \omega) = q \cdot p_{G'}^*(\omega) = |q| \hat{q} \cdot p_{G'}^*(\omega),
\]  
(4.36)

where $P$ is a tensor and $p$ is a vector that depends on a reciprocal lattice vector. It
is thus understood that
\[
q \cdot P(\omega)q = \sum_{ij} q_i p_{ij}(\omega) q_j
\]
and
\[
q \cdot p_{G}(\omega) = \sum_i q_i p_i(G, \omega).
\]

Inserting these expressions in Eq. 4.32 the head and wings of the dielectric function
are
\[
\varepsilon_{00}^{\text{RPA}}(q \to 0, \omega) = 1 - 4\pi(1 - e^{-|q|L/2}) \hat{q} \cdot P(\omega) \hat{q}
\]  
(4.37)
\[
\varepsilon_{0G}^{\text{RPA}}(q \to 0, \omega) = - v_{2D}^{\text{G}}(q)|q| \hat{q} \cdot p_G(\omega)
\]  
(4.38)
\[
\varepsilon_{0G'}^{\text{RPA}}(q \to 0, \omega) = - \frac{4\pi(1 - e^{-|q|L/2})}{|q|} \hat{q} \cdot p_{G'}^*(\omega).
\]  
(4.39)

We immediately see that in the long wavelength limit $q \to 0$ the head of the dielectric
function $\varepsilon_{00}^{\text{RPA}}(q) \to 1$, which is very different from the 3D case, where it attains a
finite value $> 1$.

Often we are interested in the inverse of the dielectric function, defined by
\[
\int dr'' \varepsilon^{-1}(r, r'') \varepsilon(r'', r') = \delta(r - r').
\]  
(4.40)

In Fourier space this is equivalent to
\[
\sum_{G''} \varepsilon_{GG''}^{-1}(q) \varepsilon_{GG'''}(q) = \delta_{GG'},
\]  
(4.41)

and the inverse dielectric function $\varepsilon_{GG'}^{-1}(q)$ can in practice be found by a matrix
inversion. We would however like to have an expression for the $q \to 0$ limit for
inverse dielectric function. In order to facilitate this and make it easier to exploit
symmetries to reduce the computational load in $GW$ calculations we will often work
with the *symmetrized* dielectric function given by
\[
\tilde{\varepsilon}_{GG'}(q, \omega) = \frac{\sqrt{v_{G'}(q)}}{\sqrt{v_G(q)}} \varepsilon_{GG'}(q, \omega)
\]  
(4.42)
\[
= \delta_{GG'} - \sqrt{v_G(q)} \chi_0^0(q, \omega) \sqrt{v_{G'}(q)}.
\]

The standard inverse dielectric function is then related to the inverse of the inverse
symmetrized dielectric function by
\[
\varepsilon_{GG'}^{-1}(q, \omega) = \frac{\sqrt{v_{G'}(q)}}{\sqrt{v_G(q)}} \tilde{\varepsilon}_{GG'}^{-1}(q, \omega),
\]  
(4.43)
which means that we can easily find one given the other. Inserting the lowest order expansion of $\chi_{GG}(q)$, Equations (4.34) to (4.36), in Equation (4.42) we see that the head and wings of the symmetrized RPA dielectric function are

$$\hat{\varepsilon}_{00}^{\text{RPA}}(q \to 0, \omega) = 1 - v^{2D}(q)|q|^2 \hat{q} \cdot P(\omega) \hat{q}$$

$$= 1 - 4\pi(1 - e^{-|q|L/2}) \hat{q} \cdot P(\omega) \hat{q} \quad (4.44)$$

$$\hat{\varepsilon}_{G0}^{\text{RPA}}(q \to 0, \omega) = -\sqrt{v^{2D}_0(0)/v^{2D}_G(q)}|q| \hat{q} \cdot PG(\omega)$$

$$= -\sqrt{v^{2D}_0(0)/4\pi(1 - e^{-|q|L/2})} \hat{q} \cdot PG(\omega) \quad (4.45)$$

$$\hat{\varepsilon}_{0G}^{\text{RPA}}(q \to 0, \omega) = [\hat{\varepsilon}_{G0}^{\text{RPA}}(q \to 0, \omega)]^* \quad (4.46)$$

As with the standard dielectric function we have $\hat{\varepsilon}_{00}(0) = 1$ and $\hat{\varepsilon}_{G0}(0) = 0$. To obtain the analytic behavior of the inverse symmetrized dielectric function at small $q$ we write the dielectric function as a block matrix in the $G, G'$ components (ignoring function parameters),

$$\hat{\varepsilon} = \begin{pmatrix} H & v \\ w & B \end{pmatrix},$$

where $H = \hat{\varepsilon}_{00}(q, \omega)$, $w_G = \hat{\varepsilon}_{0G}(q, \omega)$, $v_{G'} = \hat{\varepsilon}_{G'}(q, \omega)$ and $B_{GG'} = \hat{\varepsilon}_{GG'}(q, \omega)$, with $G, G' \neq 0$. Using the rule of inversion of block matrices we then have

$$\varepsilon^{-1} = \begin{pmatrix} (H - vB^{-1}w)^{-1} & -(H - vB^{-1}w)^{-1}vB^{-1} \\ -B^{-1}w(H - vB^{-1}w)^{-1}B^{-1} + B^{-1}w(H - vB^{-1}w)^{-1}vB^{-1} \end{pmatrix}. \quad (4.49)$$

From this we see that

$$\hat{\varepsilon}_{00}^{-1} = \left(\hat{\varepsilon}_{00} - \sum_{G, G' \neq 0} \hat{\varepsilon}_{0G}B_{GG'}^{-1}\hat{\varepsilon}_{G'0}\right)^{-1} \quad (4.50)$$

$$\hat{\varepsilon}_{G0}^{-1} = -\hat{\varepsilon}_{00}^{-1} \sum_{G' \neq 0} B_{GG'}^{-1}\hat{\varepsilon}_{G'0} \quad (4.51)$$

$$\hat{\varepsilon}_{0G}^{-1} = -\hat{\varepsilon}_{00}^{-1} \sum_{G' \neq 0} \hat{\varepsilon}_{0G'}B_{G'G}^{-1} \quad (4.52)$$

$$\hat{\varepsilon}_{GG'}^{-1} = B_{GG'}^{-1} - \hat{\varepsilon}_{00}^{-1} \left(\sum_{G'' \neq 0} B_{GG''}^{-1}\hat{\varepsilon}_{G''0}\right) \left(\sum_{G''' \neq 0} \hat{\varepsilon}_{0G'''}B_{G'''G'''}^{-1}\right) \quad (4.53)$$

We can now find the analytic behavior in the long wavelength limit by inserting Equations (4.37), (4.46) and (4.47). To take out the $q$-dependence and simplify the notation we define

$$a_G(\omega) = -\sum_{G' \neq 0} B_{GG'}^{-1}\sqrt{v^{2D}_G(0)}PG(\omega) \quad (4.54)$$

$$A(\omega) = -P(\omega) - \sum_{G \neq 0} \sqrt{v^{2D}_G(0)}PG(\omega) \otimes a_G(\omega), \quad (4.55)$$
where ⊗ is the outer product, meaning that we have \((p_G^* ⊗ a_G)_{ij} = p_i^*(G)a_j(G)\). We can then write

\[
\tilde{\varepsilon}_{00}^{-1}(q \to 0, \omega) = \frac{1}{1 + 4\pi(1 - e^{-|q|L/2})\hat{q} \cdot A(\omega)\hat{q}}
\]

(4.56)

\[
\tilde{\varepsilon}_{G0}^{-1}(q \to 0, \omega) = -\frac{\sqrt{4\pi(1 - e^{-|q|L/2})\hat{q} \cdot a_G(\omega)}}{1 + 4\pi(1 - e^{-|q|L/2})\hat{q} \cdot A(\omega)\hat{q}}
\]

(4.57)

\[
\tilde{\varepsilon}_{0G}^{-1}(q \to 0, \omega) = -\frac{\sqrt{4\pi(1 - e^{-|q|L/2})\hat{q} \cdot a^*_G(\omega)}}{1 + 4\pi(1 - e^{-|q|L/2})\hat{q} \cdot A(\omega)\hat{q}}
\]

(4.58)

\[
\tilde{\varepsilon}_{GG'}^{-1}(q \to 0, \omega) = B_{GG'}^{-1}(\omega) - \frac{4\pi(1 - e^{-|q|L/2})(\hat{q} \cdot a_G(\omega))(\hat{q} \cdot a^*_G(\omega))}{1 + 4\pi(1 - e^{-|q|L/2})\hat{q} \cdot A(\omega)\hat{q}}.
\]

(4.59)

Not surprisingly we have for \(q = 0\) that \(\tilde{\varepsilon}_{00}^{-1}(0) = 1\), \(\tilde{\varepsilon}_{G0}^{-1}(0) = \tilde{\varepsilon}_{0G}^{-1}(0) = 0\). The low-order expansion can (and will) be used not only to determine the exact \(q = 0\) limit of the inverse dielectric function but also the value at finite but small \(q\). The check the validity of the expansion we have performed calculations of the full irreducible polarizability, \(\chi_{GG'}(q, \omega)\), for a dense sampling of \(q\)-points along a path in the Brillouin zone for a few materials. We start by studying a monolayer of h-BN as it is a relatively simple material that is cheap to calculate due to its low number of valence electrons (= 8) and small unit cell. Specifically we have calculated the irreducible polarizability based on a DFT calculation done with a very dense \(k\)-grid of \(90 \times 90 \times 1\) points. In Figure 4.2 the calculated polarizability, dielectric function and inverse dielectric function is shown for a range of \(q\)-points along the \(\Gamma \rightarrow M\) direction in the Brillouin zone and compared to the corresponding functions based on the lowest order expansion at \(q \rightarrow 0\). we see that the lowest order expansion for the head of the static irreducible polarizability for h-BN seems to be an almost spot-on approximation up to about 20\% to 30\% of the \(\Gamma \rightarrow M\) distance. The linear approximation to the wings is good for a distance up to \(\sim 0.1|\Gamma M|\) but then deviates considerably. The accuracy of the expansions are directly carried over to the dielectric function: The linear expansion of the truncated Coulomb potential is enough for getting the slope at \(q = 0\) right. However, the approximations seem to be quite worse for the inverse dielectric function; for the head it still does well up to about 0.1|\(\Gamma M|\), while for the wing it deviates already at \(\sim 0.05|\Gamma M|\) and overestimates the maximal value by \(\sim 30\%\). The situation appears to be even worse for monolayer MoS\(_2\), see Figure 4.3, where for the case shown, the low order expansion of the wing of the inverse dielectric function even has the wrong sign. The expansion for the head of the inverse dielectric function, however, still appears to be a quite good approximation for small \(q\). The reason why the low order expansion leads to bad descriptions of the inverse functions is because of local field effects; when inverting the matrix the head and wings contain contributions from all \(G\)-components of the dielectric function. As we see from Figure 4.2 and Figure 4.3, the head of the irreducible polarizability is well described by an expansion to second order, but the wings, which we only expand to first order, are not quite so. The component shown, \(G = (-1, 0, 0)\) is even quite
Figure 4.2: Comparison of the small $q$ expansion and full numerically calculated value of the head ($G = G' = 0$) and wings ($G' = 0$) of (a) and (b): the density response function, (c) and (d): the symmetrized dielectric function and (e) and (f): the inverse symmetrized dielectric function. In all cases we consider the static, $\omega = 0$, value and for the wings we consider the component with $G = (-1, 0, 0)$, in scaled coordinates respective to the reciprocal cell.
4.3 Dielectric function for 2D systems

Figure 4.3: Irreducible polarizability and inverse symmetrized dielectric function for monolayer 2H-MoS$_2$.

fortunate chosen in that regard, and we see that if we choose another G-vector, see Figure 4.4(b), we get results where the linear approximation is very bad. For MoS$_2$ the wing component for the component with $G = (1, 0, 0)$ is seen to have a small but positive slope, but the actual results are negative. If we consider a component with a G-vector pointing in the z-direction we see that the slope is practically zero and the calculated values instead follow a parabolic trend.

(a) $G = (1, 0, 0)$

(b) $G = (0, 0, -3)$

((b)) Irreducible polarizability of MoS$_2$ for two different G-vectors
The problem seems to be that the linear expansion in the wings is in general only valid for extremely small values of \( |\mathbf{q}| \); the high-order prefactors are typically much larger than for the linear term. For the components with \( \mathbf{G} \)-vectors only along the \( z \)-direction this is actually pretty clear why as the unit cell is typically much larger in the out-of-plane direction than in the in-plane directions which means that the approximation \( |\mathbf{q} + \mathbf{G}_z| \approx |\mathbf{G}_z| \) is only valid when \( |\mathbf{q}| \ll 2\pi/L \). The description should be greatly improved by going to one order higher in the expansion, which in practice could be done by calculating \( \langle \mathbf{k}n | e^{-i(\mathbf{q} + \mathbf{G}) \cdot \mathbf{r}} | \mathbf{k} + \mathbf{q}m \rangle \) using \( \mathbf{k} \cdot \mathbf{p} \) perturbation theory. The wings of the inverse dielectric function is seen to be several orders of magnitude smaller than the head component so for the many purposes a more accurate treatment of the wings in the long wavelength limit is not needed and the implementation of higher order corrections has therefore not been pursued.

4.3.1 The macroscopic dielectric function

When considering experiments that measure macroscopic quantities, like e.g. the light absorption or electron energy loss spectrum (EELS) of a bulk crystal, the response from the microscopic spatial variations are typically averaged out and give just an overall contribution to the signal. It is therefore convenient to define *macroscopic* quantities that only carry information about the effect...

When writing a field in terms of its Fourier transform we can write it as a sum of waves with periodicity both larger and smaller than the unit cell size

\[
v_{\mathbf{r}}(\mathbf{r}, \omega) = \int_{\text{BZ}} d\mathbf{q} \sum_{\mathbf{G}} v(\mathbf{q} + \mathbf{G}, \omega)e^{-i(\mathbf{q} + \mathbf{G}) \cdot \mathbf{r}}
\]

\[
= \int_{\text{BZ}} d\mathbf{q} e^{-i\mathbf{q} \cdot \mathbf{r}} v_{\mathbf{r}}(\mathbf{r}; \mathbf{q}, \omega),
\]

where \( v(\mathbf{r}; \mathbf{q}, \omega) = \sum_{\mathbf{G}} v(\mathbf{q} + \mathbf{G}, \omega)e^{-i\mathbf{G} \cdot \mathbf{r}} \) is a function that has the periodicity of the unit cell, i.e. \( v(\mathbf{r} + \mathbf{R}; \mathbf{q}, \omega) = v(\mathbf{r}; \mathbf{q}, \omega) \). When considering most experiments like optical absorption, electron energy loss etc. the rapidly varying changes in the field are typically averaged out and it therefore often suffices to consider the *macroscopic* quantity defined as the average of \( v(\mathbf{r}, \mathbf{q}, \omega) \) averaged over the unit cell

\[
v_{m}(\mathbf{q}) = \frac{1}{V} \int_{\Omega} d\mathbf{r}' v(\mathbf{r} + \mathbf{r}', \mathbf{q}, \omega)
\]

\[
= \frac{1}{V} \int_{\Omega} d\mathbf{r}' \sum_{\mathbf{G}} v_{\mathbf{G}}(\mathbf{q}, \omega)e^{-i\mathbf{G} \cdot (\mathbf{r} + \mathbf{r}')} 
\]

\[
= \sum_{\mathbf{G}} v_{\mathbf{G}}(\mathbf{q}) \frac{1}{V} \int_{\Omega} d\mathbf{r}'' e^{-i\mathbf{G} \cdot (\mathbf{R} + \mathbf{r}'')} 
\]

\[
= v_0(\mathbf{q})
\]

where we have used that the position can be written in terms of a lattice vector plus a position within a unit cell, \( \mathbf{r} = \mathbf{R} + \tilde{\mathbf{r}} \) and the integral over the unit cell is thus seen...
to yield a kronecker delta $\frac{1}{V} \int_{\Omega} d\mathbf{r} e^{-i\mathbf{G} \cdot \mathbf{r}} = \delta_{\mathbf{G}, \mathbf{0}}$. The macroscopic quantity is thus obtained by simply taking the $\mathbf{G} = \mathbf{0}$ component of the Fourier transform.

When considering the dielectric properties of a material we are interested in the behavior of the total field, $v^{\text{tot}}(\mathbf{q} + \mathbf{G}, \omega)$ due to an external macroscopic field $v^{\text{ext}}(\mathbf{q})$, which follows from the dielectric function via the relation

$$v^{\text{ext}}(\mathbf{q}) = \sum_{\mathbf{G}'} \varepsilon_{0\mathbf{G}'}(\mathbf{q}, \omega) v^{\text{tot}}_{\mathbf{G}'}(\mathbf{q}, \omega).$$  \hspace{1cm} (4.66)

By inverting the dielectric function we then have

$$v^{\text{tot}}_{\mathbf{G}}(\mathbf{q}, \omega) = \varepsilon_{0\mathbf{G}}^{-1}(\mathbf{q}, \omega) v^{\text{ext}}(\mathbf{q}, \omega)$$  \hspace{1cm} (4.67)

and the macroscopic total potential is found by taking the $\mathbf{G} = \mathbf{0}$ component and we have

$$v^{\text{tot}}_{\mathbf{m}}(\mathbf{q}, \omega) = \varepsilon_{0\mathbf{m}}^{-1}(\mathbf{q}, \omega) v^{\text{ext}}(\mathbf{q}, \omega).$$  \hspace{1cm} (4.68)

We use Eq. (4.68) as a basis for defining the macroscopic dielectric function,

$$\varepsilon_{\mathbf{m}}(\mathbf{q}, \omega) = \frac{1}{\varepsilon_{0\mathbf{m}}^{-1}(\mathbf{q}, \omega)}. \hspace{1cm} (4.69)$$

The macroscopic dielectric function is somewhat ill-defined for 2D systems because the unit cell length in the non-periodic direction is arbitrarily chosen. This means that the usual macroscopic quantities will decrease with increasing unit cell size, so that their values also become completely arbitrary. One way to solve this issue is to average only over a small region containing the important physics of system. If we consider a 2D system periodic in the $x, y$-direction centered in a unit cell that extends in the $z$-direction and we choose the averaging region, $\Omega_{2\text{D}}$ to be within a distance of $\pm d/2$ of the center of the system, located at $z_0$, we define the 2D macroscopic field corresponding to the total microscopic field $v(\mathbf{q} + \mathbf{G})$

$$v_{\mathbf{m}}(\mathbf{r}_\parallel, \mathbf{q}) = \frac{1}{V_{2\text{D}}} \int_{\Omega_{2\text{D}}} d\mathbf{r}' v(\mathbf{r} + \mathbf{r}')$$  \hspace{1cm} (4.70)

$$= \sum_{\mathbf{G}} v_{\mathbf{G}}(\mathbf{q}, \omega) \frac{1}{A} \int_{A} d\mathbf{r}' e^{-i\mathbf{G} \cdot (\mathbf{r}_\parallel + \mathbf{r}'_\parallel)} \frac{1}{d} \int_{-d/2}^{d/2} dz' e^{-i\mathbf{G} \cdot (z_0 + z')}$$  \hspace{1cm} (4.71)

$$= \frac{2}{d} \sum_{\mathbf{G}} e^{iG_z z_0} \frac{\sin(G_z d/2)}{G_z} \delta_{\mathbf{G}_\parallel, \mathbf{0}} v_{\mathbf{G}}(\mathbf{q}, \omega). \hspace{1cm} (4.72)$$

We see that in the case where the averaging region is the entire unit cell, $d = L$, we have $v_{\mathbf{m}}(\mathbf{r}, \mathbf{q}) = v_{\mathbf{0}}(\mathbf{q})$ and we recover the 3D macroscopic average.

In a similar fashion as for the 3D case we now go on to define a macroscopic dielectric function in terms of the macroscopic total potential generated from a macroscopic external potential, Eq. (4.67),

$$v^{\text{tot}}_{\mathbf{m}}(\mathbf{q}, \omega) = \frac{2}{d} \sum_{\mathbf{G}} e^{iG_z z_0} \frac{\sin(G_z d/2)}{G_z} \delta_{\mathbf{G}_\parallel, \mathbf{0}} \varepsilon_{0\mathbf{G}, \mathbf{0}}^{-1}(\mathbf{q}, \omega) v^{\text{ext}}(\mathbf{q}, \omega).$$  \hspace{1cm} (4.73)
We thus define the 2D macroscopic dielectric function, \( \varepsilon_{2D}^{m}(\mathbf{q}, \omega) \), from the relation

\[
\frac{1}{\varepsilon_{2D}^{m}(\mathbf{q}, \omega)} = \frac{2}{d} \sum_{\mathbf{G}} e^{iG_z z_0} \frac{\sin(G_z d/2)}{G_z} \delta_{\mathbf{G}, \mathbf{q}} \varepsilon^{-1}_{\mathbf{G}, \mathbf{q}}(\mathbf{q}, \omega).
\]  

(4.74)

The special behavior of the microscopic dielectric function in the long wavelength limit, \( \mathbf{q} \to \mathbf{0} \), carries over to the macroscopic quantity. We therefore use the relation between the inverse dielectric function and its symmetrized counterpart, Equation (4.43), and insert the small \( \mathbf{q} \) expressions, Equations (4.56) to (4.59), into Equation (4.74) and see that we have

\[
\varepsilon_{2D}^{m}(\mathbf{q} \to \mathbf{0}, \omega) = \frac{1 + 4\pi (1 - e^{-|\mathbf{q}|L/2}) \mathbf{q} \cdot \mathbf{A}(\omega) \mathbf{q}}{1 - |\mathbf{q}| \mathbf{q} \cdot \mathbf{c}_{m}(\omega)},
\]  

(4.75)

with

\[
\mathbf{c}_{m}(\omega) = \frac{d}{2} \sum_{\mathbf{G} \neq 0} e^{iG_z z_0} \frac{\sin(G_z d/2)}{G_z} \delta_{\mathbf{G}, \mathbf{q}} \mathbf{c}_{\mathbf{G}}(\omega).
\]  

(4.76)

Here \( \mathbf{A}(\omega) \) is the given by Equation (4.55) and \( \mathbf{c}_{\mathbf{G}}(\omega) \) is similar to Equation (4.54),

\[
\mathbf{c}_{\mathbf{G}}(\omega) = \sum_{\mathbf{G}' \neq 0} B^{-1}_{\mathbf{G}\mathbf{G}'} v^{2D}_{\mathbf{G}'}(0) p_{\mathbf{G}'}(\omega),
\]  

(4.77)

where \( B^{-1} \) is the inverse of the body of the (unsymmetrized) dielectric function. From Equation (4.75) we see that the macroscopic dielectric function is 1 for \( \mathbf{0} \) with an initial slope of

\[
\frac{d \varepsilon_{2D}^{m}(\mathbf{q}, \omega)}{dq} \bigg|_{q=0} = 2\pi L \mathbf{q} \cdot \mathbf{A}(\omega) \mathbf{q} + \mathbf{q} \cdot \mathbf{c}_{m}(\omega).
\]  

(4.78)

We notice that the only difference in the initial slope of 2D and 3D macroscopic dielectric function, with the latter being defined by Equation (4.69), is the addition of the term \( \mathbf{q} \cdot \mathbf{c}_{m}(\omega) \), which includes the local field effects from only averaging over a part of the unitcell.

In Figure 4.5 the 2D macroscopic dielectric function is shown for monolayer h-BN and 2H-MoS\(_2\) for different values of the averaging region height \( d \) corresponding to regions which contain between 98\% and 99.8\% of the electron density. It is clear that the initial slope is not affected by the choice of averaging region as was also found in Ref. [42]. The absolute values of the macroscopic dielectric function varies somewhat with the choice of averaging region, but considering that differences correspond to a variation in the total vacuum electron density of a factor of 10, it is really not that sensitive. The observation that the slope does not vary with the averaging region is also observed from the calculated values of \( \mathbf{c}_{m}(\omega) \), which are in the order of \( \sim 10^{-19} \text{Å} \) and thus can safely be ignored in practice. The low order expansion of the macroscopic dielectric function, Equation (4.75), is therefore surprisingly completely insensitive to
Figure 4.5: Static macroscopic dielectric function of (a) h-BN and (b) 2H-MoS$_2$ calculated using two different values for the averaging region size $d$. The smallest $d$ is chosen so that 98% of the total valence electron density is contained within the averaging region, while the largest $d$ corresponds to a region which contains 99.8% of the total valence electron density. The dashed lines correspond to the linearized full (exponential) low order expansion for $\mathbf{q} \to \mathbf{0}$ as given by Equation (4.75).

the averaging region and as is seen in Figure 4.5 it fails to describe much more than the initial slope. Again, the reason for this is the failure of the first order expansion of the wings of the irreducible polarization for $\mathbf{G}$-vectors in the $z$-direction as described earlier.

### 4.4 The $GW$ self energy

A large part of this project has been devoted to calculating quasiparticle energies of 2D materials using the $GW$ approximation, so it clear that we must study how the implementation of this method can be changed to fit into the 2D formalism. As noted in Section 3.5 the central part in calculating $GW$ quasiparticle energies is the self-energy $\Sigma = iGW$. For technical reasons we split the self-energy into an exchange part $\Sigma^e = iGV$ and a dynamical correlation part $\Sigma^c = iGW$, with the dynamical screened potential given by $W = (\varepsilon^{-1} - 1)V$. When calculating the exchange self-energy one has to treat the divergency of the Coulomb potential, which as explained in Section 3.5 can be done using a modified Coulomb potential truncated in real space at the Wigner-Seitz cell. The advantage of this method, besides a fast-converging regularization of the Coulomb potential, is that it inherently truncates the potential in the non-periodic direction in way similar to that described in Section 4.2 and is thus directly applicable to 2D systems. So we only have to consider the treatment of
the correlation self-energy which in real space is given by

\[ \Sigma_c(\mathbf{r}, z; \mathbf{r}', z'; \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} G(\mathbf{r}, z; \mathbf{r}', z'; \omega + \omega') W(\mathbf{r}, z; \mathbf{r}', z'; \omega') \mathrm{d}\omega'. \] (4.79)

Following the procedure described in Section 3.6 we can find the matrix elements of the self-energy in a quasi-particle basis by inserting the 2D Fourier transform of the screened potential and the Green’s function in its Lehmann representation and we obtain

\[ \langle n'k' | \Sigma^x | nk \rangle = \frac{i}{(2\pi)^2} \int_{\text{BZ}} \mathrm{d}q \sum_{G,G'} \frac{1}{2\pi} \int_{-\infty}^{\infty} \mathrm{d}\omega' W_{GG'}^{2D}(q, \omega) \times \sum_m \frac{[M_{mn}^{GG'}(k, q)]^* M_{m'n'}^{GG'}(k, q)}{\omega + \omega' - \epsilon_{mk+q} + i\eta \text{sgn}(\epsilon_{mk+q} - \mu)}. \] (4.80)

The central part in the implementation of this equation is the evaluation of the \( q \)-point integral over the Brillouin zone. The dynamical part of the screened potential, given by

\[ W_{GG'}^{2D}(q, \omega) = L \sum_{G''} v_{GG'}(q)(\varepsilon_0^{-1}(2D)_{GG'}(q, \omega) - \delta_{G''G'}), \] (4.81)

which by using the 2D truncated Coulomb potential and the 3D inverse dielectric function may be written

\[ W_{GG'}^{2D}(q, \omega) = \frac{1}{L} v_{G'}^{2D}(q)(\varepsilon_0^{-1}(2D)_{GG'}(q, \omega) - \delta_{GG'}). \] (4.82)

We can then rewrite Equation (4.80) by in terms of \( W_{GG'}(q, \omega) = LW_{GG'}^{2D}(q, \omega), \) such that we can use the usual 3D Fourier transforms most commonly implemented. We note that the expression, Equation (4.80) is similar to the expression for the self-energy of a 3D system, Equation (3.86), except that the \( q \)-point integration is over a 2D Brillouin zone. This integral has to be evaluated carefully since the screened potential in the integrand contains the Coulomb potential, \( v_{G}(q), \) which diverges at \( q = 0. \) The standard way to perform the \( q \)-point integration is by a standard quadrature method where the \( q = 0 \) term is left out and treated specially, so that the integral may be written

\[ \int_{\text{BZ}} \mathrm{d}q S(q) \to \frac{(2\pi)^2}{A} \frac{1}{N_q} \sum_{q_n \neq 0} S(q_n) + \int_{\Omega_0} \mathrm{d}q S(q), \] (4.83)

where \( S(q) \) denotes the entire integrand, \( (2\pi^2)/A \) is the reciprocal space area of the 2D Brillouin zone and \( \Omega_0 \) is a small region around \( q = 0. \) In the usual implementation[44, 108] we assume that for \( q \to 0 \) everything but the screened potential is approximately constant in \( q \) and we can therefore take the exact \( q = 0 \) and reduce the \( \Gamma \)-region integral to one over the screened potential,

\[ \int_{\Omega_0} \mathrm{d}q W_{GG'}(q, \omega) G_{GG'}(q, \omega) \approx G_{GG'}(0, \omega) \int_{\Omega_0} \mathrm{d}q W_{GG'}(q, \omega). \] (4.84)
Writing the dynamical part of the screened potential in terms of the symmetrized inverse dielectric function as introduced in Equation (4.43) we have

$$\mathcal{W}_{GG'}(q, \omega) = \sqrt{v_G(q)} \left[ \tilde{\varepsilon}_{GG'}^{-1}(q, \omega) - \delta_{GG'} \right] \sqrt{v_{G'}(q)}. \quad (4.85)$$

For 3D dielectric materials the inverse symmetrized dielectric function goes to a finite constant $> 1$ for $q \to 0$, so using just this constant in the integration Equation (4.84) we simply have

$$\int_{\Omega_0} dq \mathcal{W}_{GG'}(q, \omega) = (\varepsilon_{GG'}^{-1}(0, \omega) - \delta_{GG'}) \int_{\Omega_0} dq \sqrt{v_G(q)} v_{G'}(q). \quad (4.86)$$

In this case the resulting integral over the symmetrized Coulomb potential can be solved analytically for a spherical volume or using approximate or numerical method for other geometries. However, it is clear that the dielectric properties of 2D dielectric materials causes the dynamical part of the screened potential to have a $q$-dependent behavior that is qualitatively different than for 3D systems. The reasons is that in order to not introduce artificial interactions when simulating an isolated 2D system using a finite unit cell we replace the Coulomb potential with a truncated one, which according to Equations (4.56) to (4.57) means that for $q = 0$ we have $\varepsilon_{00}^{-1}(0, \omega) = 1$ and $\varepsilon_{0G}^{-1}(0, \omega) = 0$. If we just apply the 3D method for integrating the $q = 0$ region by using Equation (4.86) we get the result that the head and wings of this quantity is exactly 0, which is very different from the 3D case. It turns out that this conclusion is also false and it will now be shown how one can correct this mistake.

To sort out the problem we return to the screened potential Equation (4.85) and investigate how this behaves in the long wavelength limit by inserting the low order expansion approximations for the inverse symmetrized dielectric function, Equations (4.56) to (4.59), and see that the head and wings are given by

$$\mathcal{W}_{00}(q \to 0, \omega) = v_{0}^{2D}(q) \left[ \tilde{\varepsilon}_{00}^{-1}(q, \omega) - 1 \right] \quad (4.87)$$

and similarly for the body:

$$\mathcal{W}_{GG'}(q \to 0, \omega) = \sqrt{v_{G}^{2D}(0)} \left[ B_{GG'}^{-1} - \delta_{GG'} \right] \quad (4.88)$$

$$- \frac{4\pi(1 - e^{-|q|L/2}) (\hat{q} \cdot \mathbf{a}_G(\omega)) (\hat{q} \cdot \mathbf{a}^*_{G'}(\omega))}{1 + 4\pi(1 - e^{-|q|L/2}) \hat{q} \cdot \mathbf{A}(\omega) \hat{q}} \sqrt{v_{G'}^{2D}(0)}. \quad (4.89)$$
Carefully taking the $\mathbf{q} \to 0$ limit we have

$$W_{00}(\mathbf{q} \to 0, \omega) = -(2\pi L)^2 \hat{\mathbf{q}} \cdot \mathbf{A}(\omega) \hat{\mathbf{q}}$$

(4.90)

$$W_{G0}(\mathbf{q} \to 0, \omega) = -2\pi L \sqrt{v_{2D}}(0) \hat{\mathbf{q}} \cdot \mathbf{a}_G(\omega),$$

(4.91)

which are seen to neither diverge nor be exactly 0 and we therefore see that the 3D method for integrating the region around $\mathbf{q} = 0$, Equation (4.86), fails. In figure 4.6

4.4.1 Implementation

The exact integral of the low order expansion does not have an analytical expression. The simplest method for doing so is to evaluate the function on a regular grid inside the region and summing the contributions up as in a standard quadrature method. When doing so a natural question arises: what should the density of this grid be? We note that the function both depends strongly on the $\mathbf{A}$ tensor and the height of the unit cell $L$, so $q$-point density that is considered reasonable for one material may not be sufficient for another with different $\mathbf{A}$ and $L$. To find a natural $q$-point density we start by introducing the dimensionless quantity $x = qL/2$ and write the low order expansion of the head of the screened potential scaled with respect to its value at $q = 0$,

$$\tilde{w}(x) = \frac{W_{00}(2x/L)}{(2\pi L)^2 \hat{x} \cdot \mathbf{A} \hat{x}} = - \left( \frac{1 - e^{-|x|}}{|x|} \right)^2 \frac{1}{1 + 4\pi \hat{x} \cdot \mathbf{A} \hat{x}(1 - e^{-|x|})}.$$  

(4.92)

This function no longer contains any reference to the height of the unit cell and makes it easy to compare screened potential since the only parameter is $A$. In Figure 4.7 is shown $\tilde{w}(x)$ shown for an isotropic system with different values of $A = \hat{x} \cdot \mathbf{A} \hat{x}$ and we

![Figure 4.6: Head, wing- and body component of the screened potential.](image-url)
note that for increasing values of $A$ the function becomes more and more "pointy" at 
$x = 0$, which could make a numerical integration on a regular grid problematic.

To evaluate this simple integration scheme we need and accurate reference value. To find
this we consider an isotropic system and consider a disk shaped integration
region, $C$, of radius $x_{\text{rad}} = 1$ such that we can use polar coordinates and the integral
may be written

$$\int_C \tilde{w}(x) \, dx = \int_0^{2\pi} d\phi \int_0^1 dx \tilde{w}(x)$$

$$= -2\pi \int_0^1 \left( \frac{1 - e^{-x}}{x} \right)^2 \frac{1}{1 + 4\pi A (1 - e^{-x})}. \tag{4.93}$$

While this integral still does not have a solution that can be written in terms on
known analytical functions it can efficiently be evaluated using accurate numerical
methods. To evaluate the integral using a regular grid, we calculate the function values
on a $N \times N$ Monkhorst-Pack grid centered on $x = 0$, set the values on points with
$|x_i| > 1$ to 0. In Figure 4.8 is shown how the regular grid integration compares to
the method where Equation (4.93) is calculated using an accurate numerical method
with absolute tolerance $1 \times 10^{-10}$. We see that for $A < 1$ the integration is quickly
converged to within 1% for grid sizes less than $100 \times 100$ while for larger values of
$A$ it requires grid sizes in excess of $100 \times 100$. It is also clear that for $N \gg 1$ the
integration error scales approximately as $1/N^2$. However, for $A > 0$, we see that the
error scales linearly with $A$ using even very dense grids. The reason is that for large
values of $A$, the function becomes so sharp at $x = 0$, that only very fine grids can
resolve it.

In order to make the convergence with respect to grid points better when $A > 0$ we
Figure 4.10: Relative numerical error when integrating the scaled screened potential in a disk of unit radius on a regular grid of size $N \times N$ compared to a numerical integration in polar coordinates using an accurate adaptive step size method with absolute tolerance of $1 \times 10^{-10}$. (a) Shows the error when no correction to the $x = 0$ term is used and (b) shows the error when the $x = 0$ term has been calculated by an analytical expression using an approximate function, Equation (4.96).

may try to find an approximate expression for $\tilde{w}(x)$ that can be integrated analytically for the small region around $x = 0$. The simplest such approach is to just use the first-order Taylor expansion,

$$\tilde{w}(x) \approx -1 + (4\pi A + 1)x,$$  \hspace{1cm} (4.94)

which is shown in Figure 4.7. This is seen to only be a good approximation for $x \ll 1$ and it can be shown that going to second order only slightly improves the accuracy for $x \ll 0$, while it fails miserably at values of $x$ above some value (the top point of the parabola). We are instead interested in some function that need not reproduce the actual value of $\tilde{w}$ with perfect precision but whose integral over some finite region comes close to the actual value. Since for the values of $A$ where $\tilde{w}(x)$ is valid, $\tilde{w}(x)$ never becomes exactly 0, it has an inverse $1/\tilde{w}(x)$ which is analytical and differentiable. Its inverse is a smooth approximately linear function and its first order Taylor expansion is thus valid in a quite large region. We can thus approximate $\tilde{w}(x)$ using the first order Taylor expansion of it’s inverse,

$$\tilde{w}(x) \approx \frac{-1}{1 + (1 + 4\pi A)x}.$$ \hspace{1cm} \hspace{1cm} (4.95)

From Figure 4.7 we see that this approach is much better than the simple linear expansion and it only gets more accurate for higher values of $A$, where $\tilde{w}$ has more of a $1/x$ behavior. We are also so lucky that using this approximation the integral
Equation (4.93) for isotropic systems has an analytical expression:

\[
\int_C \tilde{w}(x) \, dx \approx -2\pi \int_0^{x_{\text{rad}}} \frac{x \, dx}{1 + (4\pi A + 1)x} = \log(4\pi A x_{\text{rad}} + x_{\text{rad}} + 1) - \frac{x_{\text{rad}}}{(4\pi A + 1)^2}.
\]

(4.96)

To exploit this for real systems we use the value calculated by Equation (4.96) for the grid region around \(x = 0\), where the radius is chosen so that the area of the disk region matches that of the grid region, i.e. \(x_{\text{rad}} = \sqrt{\Omega_{x=0}/\pi}\). Also, since Equation (4.96) is only valid for isotropic systems we use the rotationally averaged value of \(\mathbf{\hat{x}} \cdot \mathbf{A} \mathbf{\hat{x}}\), which with \(\mathbf{A} = \begin{pmatrix} A_{xx} & A_{xy} \\ A_{xy} & A_{yy} \end{pmatrix}\) and \(\mathbf{\hat{x}}(\phi) = (\cos(\phi), \sin(\phi))\), is

\[
\langle A \rangle = \frac{1}{2\pi} \int_0^{2\pi} \mathbf{\hat{x}}(\phi) \cdot \mathbf{A} \mathbf{\hat{x}}(\phi) \, d\phi = \frac{1}{2}(A_{xx} + A_{yy}).
\]

(4.97)

In Figure 4.9 we show the results when using this value for the \(x = 0\) region. We see that this has a tremendous effect on the convergence for \(A > 1\) -- we see that for all values of \(A\) the integral is converged to within 10% accuracy at \(10 \times 10\) grid points and 1% at \(100 \times 100\) grid points and the linear scaling of the error with \(A\) is also gone, which is a big improvement.

I have implemented the method just described in GPAW and to test its performance I have carried out calculations of the GW self-energy of a few 2D systems using different grid sizes for the \(k\)-sampling and thus different grid for the evaluation of the \(q\)-integral over the Brillouin zone in Equation (4.80). As mentioned earlier in the standard 3D implementation will lead to zero contribution to the integral from the \(q = 0\) when used with the 2D truncated Coulomb potential, so since this has been the standard implementation in most GW codes I will use this as a reference. In order to compare values that are meaningful for typical GW calculations I calculate the correlation self-energy contribution to the quasi-particle energies, Equation (3.67), i.e.

\[
\Sigma^c_{n\mathbf{k}} = Z \langle n\mathbf{k} | \Sigma^c(\epsilon^\text{DFT}_{n\mathbf{k}}) | n\mathbf{k} \rangle.
\]

(4.98)

First I consider the two isotropic systems of monolayer h-BN and 2H-MoS\(_2\) which have quite different dielectric properties. h-BN is a large gap insulator and its dielectric function has a small slope for \(q \rightarrow 0\) as seen in Figure 4.5 while MoS\(_2\) has a much steeper slope of the dielectric function. This means that we expect the dynamical part of the screened potential for MoS\(_2\) to be much larger and much sharper at \(q = 0\) than for h-BN. The typical regular grid integration method where we neglect the \(q = 0\) term is then expected to converge somewhat slower for MoS\(_2\) than for h-BN. This is confirmed by my results shown in Figure 4.11 where it is seen that for large \(k\)-point samplings the self-energy converges as \(1/N_q\), where \(N_q\) is the total number of \(q\)-points in the grid, just as it is expected. However, h-BN is converged to within about 0.1 eV already at \(24 \times 24\) \(q\)-points, while this is first the case for MoS\(_2\).
using at $36 \times 36$ $q$-points. Therefore in general this method is very sensitive to the dielectric properties of the material and one $k$-point sampling that leads to a certain accuracy for one material may give a worse accuracy for another material. On the other hand, the method described in this section is seen to converge much, much faster, with accuracy within 0.1 eV already by using coarse $k$-point sampling of $6 \times 6$ and basically accuracies in the meV range for $k$-samplings of $18 \times 18$ - something which would probably have taken grids larger than $100 \times 100$ using the standard method.

Since the method also explicitly takes any dielectric anisotropy in the $q \to 0$ limit into account I also test the method on the highly anisotropic system of monolayer black phosphorous (phosphorene). In Figure 4.12(a) the macroscopic dielectric function for phosphorene is shown along to perpendicular high-symmetry directions and it is clear that the initial slope at $q = 0$ vary quite a lot. In Figure 4.12(b) the convergence of the correlation self-energy with $k$-point sampling is shown. The method is seen to perform slightly worse for an anisotropic materials like phosphorene than for the isotropic materials of h-BN and MoS$_2$ for a small number of $k$-points but for samplings with more than 100 points they perform similarly. I suppose the slightly worse performance at very small samplings is either due to the use of the average slope for the $q = 0$ term or that the analytical expansion simply fails to describe the anisotropic behavior far out in the Brillouin zone.

![Figure 4.11: Convergence of the correlation self-energy contribution to the quasi-particle band gap at the $\Gamma$-point with respect to the $k$-point grid size. (a) is for h-BN and (b) is for MoS$_2$. The green triangles correspond to the method, where the $q = 0$ term in the numerical Brillouin zone integration has been neglected and the blue circles correspond to the method developed in this section.](image-url)
Figure 4.12: (a) Macroscopic dielectric function for phosphorene along the $\Gamma \rightarrow X$ and $\Gamma \rightarrow Y$ directions, respectively. (b) Convergence of the correlation self-energy for phosphorene with respect to $k$-point sampling.
Some of the first two-dimensional materials to be synthesized besides graphene and h-BN were single layers of the transition-metal dichalcogenides MoS\(_2\) and WS\(_2\). These are part of a group of various well-studied bulk materials with the chemical formula MX\(_2\), with M a transition metal and X a chalcogen or oxygen atom, that are known to have a wide variety of properties like unconventional superconductivity\[113\], exceptional lubrication\[67\] and possibility to catalyze the hydrogen evolution reaction\[39\].

The transition-metal dichalcogenides and -oxides come in a variety of crystal structures but an especially interesting one is a layered hexagonal lattice structure where the transition metal occupies a trigonal prismatic coordination sphere and is thus surrounded by six chalcogen or oxygen ligands. The structure comes in two principal variants: 2H, which has the \(D_{6h}\) point-group symmetry, and 1T, which has the \(D_{3d}\) point-group symmetry, see Figure 5.1. Each atom in the unit cell inherits the hexagonal crystal structure, but in the 2H structure the chalcogen or oxygen atoms share the same in-plane coordinate and seen from above it forms a honeycomb-like structure, while in the 1T structure the chalcogen/oxygen atoms are located in two different high-symmetry positions. Due to the weak interlayer interaction it was shown that it was possible to synthesize single stable layers of some of these materials by mechanical or chemical exfoliation\[6, 16\].

These structures were early on given much interest, but initial studies were limited to a few well-known materials. Based on initial experimental success it was hypothesized that a whole family of similar materials might be realizable. A study on a large group of transition metals paired with all possible combinations of oxygen and chalcogens in these structure were originally carried out in Ref. 4 in order to find stable 2D compounds. In total they considered 11 transition metals and the four group 16 elements of O, S, Se and Te yielding a total of 88 structures of which they found 52 stable compounds. While their stability study was extensive using both structure optimization, calculation of phonon spectra and finite temperature molec-
Figure 5.1: (a) Structure of the 2H and 1T phases of the transition metal dichalcogenides and -oxides. $a$ denotes the in-plane lattice constant and $h$ is the vertical distance between the chalcogen/oxygen atoms. (b) In-plane Brillouin zone of the hexagonal lattice structure with labels of the high-symmetry and general $k$-points. (c) Periodic table of the elements with the 27 metals and metalloids considered in this study colored blue and the 4 group 16 elements colored yellow.

Tular dynamics, we felt that their report on the electronic structure of the materials was inadequate. For instance while they actually provided electronic band gaps calculated with DFT for all stable compounds they only provided $GW$ results for a small subset of the materials. And at the same time the procedure for the calculated $GW$ band gaps was known to be inaccurate for 2D materials due to the low screening and inadequate convergence of the used $k$-point grid. Therefore we set forth to produce our own study involving an even larger set of potential 2D metal dichalcogenides and -oxides ensuring properly calculated electronic properties. We chose a set of materials that at the same time were under study for their use as catalysts for hydrogen evolution\[88, 86\] and it included 24 transition metals and 3 metalloid, see Figure 5.1. Some of these compounds were identical to those studied in Ref. 4, but the focus on this project was accurate electronic properties and not stabilities.
5.1 Structure optimization and stability

The first step is as always to get the atomic structure of the materials. Though many of the materials are known to exist in bulk form in nature and their lattice structures have been measured by crystallographic methods and are listed in various databases. However, we are interested in the properties of the monolayers, and due to the lack of neighboring layers, their crystal structure might be somewhat different than their bulk counterparts. An extensive stability study on some of the transition metal dichalcogenides and oxides had already been carried out in Ref. [4], and we could in principle have used the optimized geometries from that study in our calculations, but since the we considered a somewhat larger class of materials, we decided to use the same method of structure optimization to make results consistent.

To relax the structures we started with unit cell of the somewhat arbitrarily chosen in-plane lattice constant of 3.1 Å and a vertical distance between the oxygen or chalcogen atoms of 2.5 Å and a unit cell height corresponding to an interlayer distance of 20 Å. The relaxation calculations were done with fully spin-polarized DFT using the PBE XC-functional, a plane wave basis with an energy cut-off of 750 eV and a Γ-centered k-point grid of size 18 × 18 × 1. The unit cell was relaxed, keeping the relative positions of the atoms fixed, using the ASE's StrainFilter object until the maximum component of the stress tensor multiplied by the unit cell volume was below 0.01 eV. Hereafter the atomic positions were relaxed until the maximum force on any atom was below 0.01 eV/Å. These two steps were then repeated until the optimization criteria for both the unit cell and atomic positions were met.

With the optimized structures we can then get out the total ground state energy, $E_{\text{tot}}$. This can be used to calculate the heat of formation,

$$\Delta H(\text{MX}_2) = E_{\text{tot}}(\text{MX}_2) - E_{\text{ref}}(\text{M}) - 2E_{\text{ref}}(\text{X}),$$

where $E_{\text{tot}}(\text{MX}_2)$ is the PBE total energy of the monolayer while $E_{\text{ref}}(\text{M})$ and $E_{\text{ref}}(\text{X})$ are the reference energies of the metal and chalcogen/oxygen (X), respectively. The reference energies are the total energies of the individual elements in their reference state at room temperature, i.e. for oxygen and chalcogen that is their molecular gaseous phase and for the metals, it is their typical pure solid phase. The reference energies were likewise calculated with DFT using PBE XC-functional in a manner described in Refs. [88, 86]. Heat of formation calculated this way has however shown not always be that close to the experimentally measured values and there are various reasons to this. One simple, but maybe not so satisfying, solution is to use elemental phase reference energies that are obtained by fitting calculated heat of formations of a large set of materials to their experimentally measured values[111, 85]. This method has proven to in general give values for the heat of formation that are closer to experiments, though the underlying reasons for the discrepancies are not considered.

Figure 5.2 shows the calculated heat of formations for all 216 compounds calculated both with PBE reference energies and the fitted elemental phase reference energies (FERE). In general, the oxides have the highest stability followed by the sulphides, selenides, and tellurides in that order. Furthermore, the stability decreases
In general, the oxides have the highest stability followed by the sulphides, selenides, and tellurides in that order. Furthermore, the stability decreases as the metal ion goes through the transition metal series. 369.0pt

as the metal ion goes through the transition metal series. We see that most of the materials have negative heat of formation but filtering out materials with a heat of formation above 0.1 eV, so that even a few materials that may be energetically unfavorable are included for the benefit of the doubt, reduces the original 216 compounds to a subset of 171. For comparison with previous studies we note that the 52 monolayer MX2 compounds found to be stable based on the LDA calculations of Ref. [4] form a subset of the stable materials identified in the present work. From the structure optimization we obtain the equilibrium in-plane lattice constant $a$ and layer thickness $h$ calculated as the vertical distance between the oxygen/chalcogen atoms, see Figure 5.1. We can also get the DFT band gap which determines if the material metallic or insulating and also the magnetic properties can be estimated. Out of the 171 compounds with near negative heat of formation 57 are found to be semiconduct-
5.2 Electronic structure

While the heat of formation is a natural descriptor for whether the material will be possible to synthesize a negative heat of formation is not a sufficient condition for the stability of a material. The material may be mechanical unstable and thus like to form another lower energy structure. It is possible to carry out a more rigourous stability study considering both phonon spectra and investigating the high temperature stability by molecular dynamics as was done in Ref. [4] and one could also take into account more reference phases[14] but this has not been pursued in this study. Instead we can try and infer the possible stable materials from those already existing in bulk form in nature. Such a study has been done[66] by searching the Inorganic Crystal Structure Database (ICSD) for known layered bulk materials and 46 existing TMDs were identified in this way. However we were not able to identify from this study whether the found structures came in the 1T or 2H phase, but assuming them to be equally stable, which according to Figure 5.2 appears to be a reasonable assumption, 76 out of the 171 materials with negative heat of formation, are already known as layered bulk materials. The materials known in bulk phase are labelled by an asterix (*) in Table 5.1. However, none of the transition metal oxides considered in this study were found in bulk form in the database search. This could indicate that they could be very hard to synthesize. It is very likely that there exists non-layered bulk phases of higher stability. On the other hand bulk structures of TMO layers intercalated with metal ions have been known to exist for a long time[21] and are recently studied for their unconventional superconductivity[113] and possible use in batteries[35]. It might be that monolayer TMOs can be meta-stable and stabilized by interaction with a substrate or encapsulation between other monolayers.

5.2 Electronic structure

With the ground state properties for a large variety of materials determines we now turn our attention to the somewhat smaller group of the 51 non-magnetic semiconductors. While the metals and semimetal magnets are interesting in their own right, conventional semiconductors are of most current interest for optical and electronic applications. I therefore started by calculating the Kohn-Sham band structure for all compounds using both the LDA, PBE and GLLB-SC[59] xc-functionals. As has been shown previously, due to the fact that the 2H structure lacks an inversion centre, some of these materials, notably MoS$_2$ and WS$_2$, show very large spin-orbit splittings at the valence band maximum. While GPAW does not currently support spinors and the inclusion of the spin-orbit term in the self-consistent cycle it is possible to calculate the spin-orbit effects as a post-processing step by calculating the spin-orbit interaction as a pertubation to the self-consistently determined Kohn-Sham Hamiltonian. Since the spin-orbit interaction is negligible far away from the cores only the contribution from within the PAW spheres are included. The implementation of the spin-orbit interaction in GPAW will be described elsewhere but is similar to that of
<table>
<thead>
<tr>
<th>name</th>
<th>$a$ (Å)</th>
<th>$b$ (Å)</th>
<th>$E_f^{\text{PBE}}$ (eV)</th>
<th>$E_f^{\text{FERE}}$ (eV)</th>
<th>$\mu$ ($\mu_B$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2H-CrO$_2$</td>
<td>2.63</td>
<td>2.34</td>
<td>−1.64</td>
<td>−1.99</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-CrS$_2$</td>
<td>3.05</td>
<td>2.95</td>
<td>−0.662</td>
<td>−0.892</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-CrSe$_2$</td>
<td>3.21</td>
<td>3.15</td>
<td>−0.474</td>
<td>−0.65</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-CrTe$_2$</td>
<td>3.47</td>
<td>3.41</td>
<td>−0.051</td>
<td>−0.104</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-GeO$_2$</td>
<td>2.81</td>
<td>2.32</td>
<td>−0.969</td>
<td>−1.28</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-GeO$_2$</td>
<td>2.9</td>
<td>1.96</td>
<td>−1.53</td>
<td>−1.84</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-GeS$_2$</td>
<td>3.44</td>
<td>2.8</td>
<td>−0.222</td>
<td>−0.416</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-HIO$_2$</td>
<td>3.12</td>
<td>2.34</td>
<td>−2.71</td>
<td>−3.08</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-HIO$_2$</td>
<td>3.25</td>
<td>1.95</td>
<td>−3.27</td>
<td>−3.64</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-HSe$_2$</td>
<td>3.54</td>
<td>3.14</td>
<td>−1.37</td>
<td>−1.62</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-HSe$_2$</td>
<td>3.65</td>
<td>2.9</td>
<td>−1.59</td>
<td>−1.83</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-HSeSe$_2$</td>
<td>3.68</td>
<td>3.36</td>
<td>−1.17</td>
<td>−1.36</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-HSeSe$_2$</td>
<td>3.77</td>
<td>3.16</td>
<td>−1.34</td>
<td>−1.53</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-HTeTe$_2$</td>
<td>3.91</td>
<td>3.7</td>
<td>−0.656</td>
<td>−0.723</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-HTeTe$_2$</td>
<td>2.89</td>
<td>1.93</td>
<td>−1.58</td>
<td>−2</td>
<td>3.0</td>
</tr>
<tr>
<td>2H-MnO$_2$</td>
<td>2.82</td>
<td>2.45</td>
<td>−1.73</td>
<td>−1.94</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-MoO$_2$</td>
<td>3.18</td>
<td>3.13</td>
<td>−0.842</td>
<td>−0.93</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-MoSe$_2$</td>
<td>3.32</td>
<td>3.34</td>
<td>−0.663</td>
<td>−0.698</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-MoTe$_2$</td>
<td>3.55</td>
<td>3.61</td>
<td>−0.237</td>
<td>−0.149</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-NiO$_2$</td>
<td>2.84</td>
<td>1.91</td>
<td>−0.716</td>
<td>−1.01</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-NiSe$_2$</td>
<td>3.54</td>
<td>2.49</td>
<td>−0.248</td>
<td>−0.424</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-NiSeSe$_2$</td>
<td>3.59</td>
<td>2.9</td>
<td>−0.251</td>
<td>−0.374</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PbO$_2$</td>
<td>3.98</td>
<td>2.14</td>
<td>−0.641</td>
<td>−0.88</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PbSe$_2$</td>
<td>3.88</td>
<td>3.09</td>
<td>0.069</td>
<td>0.031</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PdO$_2$</td>
<td>3.09</td>
<td>1.96</td>
<td>−0.272</td>
<td>−0.482</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PdSe$_2$</td>
<td>3.55</td>
<td>2.49</td>
<td>−0.125</td>
<td>−0.214</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PdSeSe$_2$</td>
<td>3.73</td>
<td>2.63</td>
<td>−0.206</td>
<td>−0.242</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PtTe$_2$</td>
<td>4.02</td>
<td>2.76</td>
<td>−0.177</td>
<td>−0.09</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PtTe$_2$</td>
<td>3.14</td>
<td>1.9</td>
<td>−0.405</td>
<td>−0.612</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PtSe$_2$</td>
<td>3.57</td>
<td>2.46</td>
<td>−0.332</td>
<td>−0.418</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PtSe$_2$</td>
<td>3.75</td>
<td>2.62</td>
<td>−0.364</td>
<td>−0.397</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-PtSeSe$_2$</td>
<td>4.02</td>
<td>2.77</td>
<td>−0.321</td>
<td>−0.23</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-ScO$_2$</td>
<td>3.22</td>
<td>2.07</td>
<td>−2.37</td>
<td>−2.74</td>
<td>1.0</td>
</tr>
<tr>
<td>2H-ScSe$_2$</td>
<td>3.79</td>
<td>2.72</td>
<td>−1.21</td>
<td>−1.46</td>
<td>1.0</td>
</tr>
<tr>
<td>2H-ScSeSe$_2$</td>
<td>3.95</td>
<td>2.94</td>
<td>−1.1</td>
<td>−1.29</td>
<td>1.0</td>
</tr>
<tr>
<td>2H-SnO$_2$</td>
<td>3.09</td>
<td>2.46</td>
<td>−0.225</td>
<td>−0.54</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-SnO$_2$</td>
<td>3.22</td>
<td>2</td>
<td>−1.01</td>
<td>−1.33</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-SnS$_2$</td>
<td>3.61</td>
<td>3.23</td>
<td>−0.048</td>
<td>−0.241</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-SnS$_2$</td>
<td>3.7</td>
<td>2.96</td>
<td>−0.333</td>
<td>−0.527</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-SnSe$_2$</td>
<td>3.86</td>
<td>3.19</td>
<td>−0.285</td>
<td>−0.425</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-TiO$_2$</td>
<td>2.88</td>
<td>2.26</td>
<td>−1.83</td>
<td>−2.02</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-TiO$_2$</td>
<td>2.99</td>
<td>1.94</td>
<td>−2.91</td>
<td>−3.1</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-TiS$_2$</td>
<td>3.34</td>
<td>3.02</td>
<td>−1.16</td>
<td>−1.23</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-TiSe$_2$</td>
<td>3.49</td>
<td>3.24</td>
<td>−1</td>
<td>−1.02</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-TiTe$_2$</td>
<td>3.74</td>
<td>3.58</td>
<td>−0.544</td>
<td>−0.441</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-VSe$_2$</td>
<td>3.34</td>
<td>3.2</td>
<td>−0.699</td>
<td>−0.956</td>
<td>1.0</td>
</tr>
<tr>
<td>2H-VTe$_2$</td>
<td>3.6</td>
<td>3.5</td>
<td>−0.263</td>
<td>−0.397</td>
<td>1.0</td>
</tr>
<tr>
<td>2H-WO$_2$</td>
<td>2.83</td>
<td>2.48</td>
<td>−1.74</td>
<td>−1.85</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-WS$_2$</td>
<td>3.19</td>
<td>3.15</td>
<td>−0.783</td>
<td>−0.776</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-WS$_2$</td>
<td>3.32</td>
<td>3.36</td>
<td>−0.547</td>
<td>−0.487</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-ZrO$_2$</td>
<td>3.14</td>
<td>2.33</td>
<td>−2.65</td>
<td>−2.96</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-ZrO$_2$</td>
<td>3.26</td>
<td>1.93</td>
<td>−3.18</td>
<td>−3.49</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-ZrS$_2$</td>
<td>3.57</td>
<td>3.14</td>
<td>−1.37</td>
<td>−1.55</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-ZrS$_2$</td>
<td>3.68</td>
<td>2.9</td>
<td>−1.55</td>
<td>−1.47</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-ZrSe$_2$</td>
<td>3.7</td>
<td>3.37</td>
<td>−1.2</td>
<td>−1.33</td>
<td>0.0</td>
</tr>
<tr>
<td>1T-ZrSeSe$_2$</td>
<td>3.79</td>
<td>3.16</td>
<td>−1.34</td>
<td>−1.47</td>
<td>0.0</td>
</tr>
<tr>
<td>2H-ZrTe$_2$</td>
<td>3.92</td>
<td>3.73</td>
<td>−0.739</td>
<td>−0.746</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 5.1: Ground state properties of the 57 semiconductors including in-plane lattice constant $a$, layer thickness $b$, heats of formation $E_f$ calculated with PBE and using Fitted Elemental Phase Reference energies (FERE), and magnetic moments $\mu$. Materials found to exist in bulk in the ICSD are marked with an *[66].
5.3 GW quasiparticle energies

Ref. 40 and 17. Since the implementation in GPAW was rather new I decided to test the result by comparing to other DFT software packages. In Figure 5.3 I show the band structure for 2H-MoSe$_2$ calculated using DFT with the LDA xc-functional and spin-orbit interaction included from three different software packages: GPAW, ELK[18] and QuantumEspresso[25]. Even though ELK is an all-electron code and QuantumEspresso uses a fully self-consistent unconstrained non-collinear spin implementation, the end results are very similar to those obtained from GPAW. We checked the differences for a total of 10 materials and the agreement between the different DFT packages were in general less than 0.02 eV. We therefore believe that the spin-orbit interaction in GPAW gives results that are of similar accuracy of other well-established codes.

5.3 GW quasiparticle energies

As discussed in Section 2.3 DFT does in general not yield accurate band gaps and ionization potentials. One way to improve this is to use a xc-functional that allows for the calculation of the derivative discontinuity such as the GLLB-SC functional, see Section 2.3.1. While this has also been done we also want to compare with the reliable method of the GW approximation described in Section 3.5. I have therefore calculated the full quasiparticle band structure using the $G_0W_0$ approximation implemented in GPAW as described in Section 3.6. For obtaining the non-interacting polarizability and Green’s function $G_0$ I used LDA wave functions obtained from an exact diagonalization of the Kohn-Sham Hamiltonian with a plane wave cut-off of 600 eV and 30x30 k-points. The dense k-point sampling was needed in order to obtain

![Band structure of 2H-MoSe$_2$](image)

Figure 5.3: Kohn-Sham band structure with spin-orbit interaction of 2H-MoSe$_2$ calculated using three different DFT packages, all using the LDA XC functional.
results that were adequately converged since no \( q = 0 \) correction to the self-energy integration as described in had been implemented at the time when these calculations were performed. Also it should be noted that instead of the 2D truncated Coulomb potential given in Equation (4.24) another similar truncated Coulomb potential was used, namely one that also truncates the interaction in-plane at the Wigner-Seitz cell\[112\]. The same truncated potential had been used with great success for the exchange self-energy so it was therefore easy to implement for the correlation self-energy as well. However, this method does not properly deal with the decreased screening in the long wavelength limit, \( q \rightarrow 0 \) and thus has the same convergence behaviour as the standard 2D truncated Coulomb potential where the \( q = 0 \) contribution to the self-energy integral has been left out. From Figures 4.11 and 4.12(b) it is therefore estimated that the \( G_0W_0 \) band gaps calculated using this method will only be converged to within \( 0.1 \) eV. On the other hand, the use of a dense \( k \)-point sampling has allowed for high resolution band structures to be obtained so that it has been possible to calculate effective masses without the need to rely on other techniques like Wannier interpolation.

The plane wave cut-off used to construct the screened interaction and self-energy was varied between 150 eV and 500 eV and extrapolated to infinite cut-off energy as described below. For all calculations, the number of unoccupied orbitals used to construct the screened interaction and GW self-energy was set equal to the number of plane waves. The frequency dependence was represented on a non-linear grid from 0 eV to the energy of the highest transition included in the basis with a gradually increasing grid spacing starting at 0.1 eV and reaching 0.2 eV at \( \omega = 15 \) eV. The frequency grid typically contained 300 to 350 grid points. The PAW potentials applied in this work include semi-core states, i.e. atomic states down to at least 1 Hartree below vacuum, while deeper lying states are included in the frozen core. The frozen core states are included in the exchange contribution to the GW corrections.

The \( GW \) self-energy contains a sum over all occupied and unoccupied bands as well as a sum over all \( G \)-vectors. These sums are in practice truncated at some finite number and this naturally leads to a truncation error. The error in the self-energy directly leads to an error in the QP energies. Often one is interested in relative energies like the band gap and in some cases the error in both values cancel. For this reason, many had previously assumed that finite plane-wave cut-off and number of bands could be considered to yield converged results. In general this is not the case. In Figure 5.4 we see that for MoS\(_2\) both the valence band and conduction band seem to scale with the same slope with increasing number of plane waves included which means that the band gap is already converged with a cut-off of 150 eV. This is on the other hand not the case for 2H-TiO\(_2\), where the valence band extrapolated to infinite cut-off changes much more than the conduction band. This leads to a slow convergence of the band gap with planewave cut-off. However as we clearly see, the error appears to scale linearly with \( 1/N_G \), an observation that has also recently been explained theoretically\[52\]. This means that it is possible to extrapolate the energies to infinite cut-off as long as we know that the QP energies are in the linear regime in \( 1/N_G \)[117, 43, 49]. In practice this was done by calculating the QP energies using an
Figure 5.4: QP energies for H-MoS$_2$ and H-TiO$_2$ for the valence band and conduction band at various $k$-points calculated using different number plane waves, $N_G$, determined by the plane wave energy cut-off $E_{\text{cut}}$.

initial plane wave cut-off of 150 eV and then progressively calculating new QP energies using higher and higher cut-offs and plotting the energies as in Figure 5.4. When a satisfactory linear relationship was realized a linear fit was made through the points that showed the linear behavior and the QP energy at $1/N_G = 0$ was extrapolated. For most materials only 3 to 4 points between 150 eV and 250 eV was needed in order to complete the extrapolation, but for a few; most notably Ti and Ni compounds, cut-offs in the range 300 eV to 500 eV were needed to get a linear relationship. The reason for this is most likely due to the localized 3d states of these elements which makes them hard to describe with a planewave basis$^{[3, 107, 72, 63]}$. Even when using an adequate planewave cut-off the QP energies might be incorrectly determined within the PAW formalism due to an incomplete basis set used for constructing the PAW corrections$^{[52]}$. A simple method that should improve the accuracy with respect to this last issue is to use norm-conserving PAW setups$^{[52]}$, but this has not been pursued here.

Since the extrapolation procedure is quite computationally expensive if done at $30 \times 30$ $k$-points I developed another method for speeding up the calculations. The approach is based on the fact that the convergence with respect to plane waves is independent of the convergence with respect to $k$-points as seen in Figure 5.5. To obtain results converged with respect to both $k$-points and plane waves I have therefore performed the $N_G$-extrapolation for a coarse $k$-point sampling of $12 \times 12$ and
thereby obtain the so-called extrapolation shifts from the calculation at 150 eV cut-off to the extrapolated values at infinite cut-off. These shifts are then transferred to a calculation done with $30 \times 30$ k-points, but in order to do so they have to be interpolated to the fine grid. In Ref. 52 they found that the truncation error, i.e. the extrapolation shifts $\Delta \epsilon_{n\mathbf{k}}$, are basically determined by the quasiparticle state density $\rho_{n\mathbf{k}}$. Therefore we developed an interpolation scheme where the extrapolation shift, $\Delta \epsilon_{n\mathbf{k}}^{\text{fine}}$, for a state in the dense k-point calculation is calculated by a weighted average of the extrapolation shifts, $\Delta \epsilon_{n\mathbf{k}'}^{\text{coarse}}$, from the nearest $\mathbf{k}'$-points in the coarse k-point calculation. The weights used in the average are given by the overlap between the DFT state densities: $w_{n\mathbf{k},n\mathbf{k}'} = \langle \rho_{n\mathbf{k}}^{\text{fine}}, \rho_{n\mathbf{k}'}^{\text{coarse}} \rangle$, where $\rho_{n\mathbf{k}}(\mathbf{r}) = |\psi_{n\mathbf{k}}(\mathbf{r})|^2$. This procedure has been crucial in obtaining QP energies that were both converged with respect to the k-point sampling and plane wave basis. With the method for integrating improving the k-point convergence described in Section 5.3 the requirement for dense k-point samplings is avoided and one can perform the plane wave extrapolation without the need for this interpolation procedure.

5.4 Strain effects on the band structure

While DFT underestimates the band gaps it usually gives quite good predictions for the structural properties. Still it is quite well-known that the PBE xc-functional gives errors on lattice constants in the order of 2% and at the same time the band gap may also very well depend on the lattice constant. Thus our expensive GW estimates of
the band gap may not be anymore precise than the error from inaccurately determined lattice constants. To investigate this I calculated the change in LDA band gap when the in-plane lattice constants was varied within ±2%.

From Figure 5.6 we see that a change of the lattice parameter within the considered range can actually produce quite drastic changes in the band gap. For example, in the case of 2H-MoS2 a change in the lattice constant from the PBE value (3.18 Å) to the experimental value (3.16 Å) changes the band gap by around 0.1 eV. It was also found[100] that the LDA gap changes from indirect to direct under 1% compressive strain. A few other direct gap materials are seen to develop an indirect gap when strained. Thus we conclude that both the size and nature of the band gap of the monolayers can depend delicately on the lattice constant.

From Figure 5.6 we also notice that some materials have a positive change in band gap under tensile strain while other show the opposite trend. To understand this behaviour I analyzed the projected density (see Supplementary information of Ref. 100) of states and found that the materials can be roughly divided into two classes according to the nature of the wave functions around the band gap. For the materials with group 6 metals (Cr, Mo and W), the valence and conduction band states are bonding/anti-bonding combinations of the metal d-states and oxygen/chalcogen p-states and in their equilibrium lattice constant they have direct band gaps. For these materials one finds that increasing the M-X binding distance by stretching weakens the hybridization and reduces the bonding/anti-bonding gap. The other class is TMDs with metals from group 4, 10 and 14 (Ti, Zr, Hf, Ni, Pd, Pt, Ge, Sn, Pb). For these materials, the valence band states have primarily chalcogen p-character while the conduction band is either metal-d (group 4), chalcogen-p (group 10) or metal-s and chalcogen-p (group 14). For these materials the size of the gap is determined by the width of the conduction band and the chalcogen valence band. One then finds that tensile strain will cause the states to become more localized, narrowing each of the bands which will open the gap. We also found that as a consequence of the

![Figure 5.6: Change in the LDA band gap when the in-plane lattice constant is varied between −2% and 2%.](image)
decoupled bands, these materials also all systematically have indirect band gaps \[100\]. Recently this has effect has also been studied as a way to determine if the band gap is protected from the defect states \[87\].

5.5 Effective masses

Effective masses describe the approximate dispersion of the low energy quasiparticle excitations. These states often determine contribute by the largest amount to low power electronic properties and are thus important for establishing electronic device properties. Since the QP energies have been calculated on a dense \(k\)-point grid it is possible to directly get the real QP effective masses by fitting a parabola around the valence band maximum (VBM) and conduction band minimum (CBM). If \(\mathbf{k} = (k_x, k_y)\) is a point in the vicinity of the VBM or CBM denoted by \(\mathbf{k}_0\), then the band structure approximately behaves as

\[
E(\mathbf{k}) = \frac{\hbar^2}{2m_e} \tilde{k}^T A \tilde{k},
\]

where \(\tilde{k} = \mathbf{k} - \mathbf{k}_0\) is the in plane \(k\)-point measured from the band extremum. The eigenvalues of the matrix \(A\) yield the inverse effective masses in the direction of smallest and largest curvature, i.e. the inverse of \(A\) is the effective mass tensor. If the CBM or VBM is located at one of the high symmetry points of the BZ (the \(\Gamma\) or \(K\) point) the effective masses will naturally be isotropic. However, for band extrema located at other points this is generally not the case. To obtain the effective mass tensor I fitted the QP band structure of the 19 nearest points to the VBM and CBM to Equation (5.2) using least-squares.

One thing to note is that in some cases this method gives negative effective masses, which sound contradicting as the curvature should not be able to be negative at an extremum. The reason for this is the fitting method; if the band is highly anisotropic at the extremum so that it is very flat in one direction but has a high dispersion in the perpendicular direction, the fitting algorithm is more likely to yield a parabola which runs thorough the center of the distribution and comes with negative curvature in the flat direction. I tried countering this by weighting the points closest to extremum higher in the least squares algorithm, but some materials still yielded negative masses. One can effectively think off these as having infinite mass along that direction.

In Figure 5.7(a) and Figure 5.7(b) the effective electron and hole masses along the two directions of highest and lowest curvature are shown. Points falling on the diagonal line correspond to isotropic masses. The effective electron masses lie in the range 0.1 to 10\(m_e\) with roughly an equal number being light \((m^*_e < m_e)\) and heavy \((m^*_e > m_e)\). Hole masses are similar, although they seem to be slightly larger than for electrons. In accordance with the discussion in section , we see that only the materials with direct gaps (group 6 metals) have both isotropic electron and hole masses. For other materials the masses can be quite anisotropic and we would also expect the masses to depend sensitively on the lattice constant. I would also like to note that I
5.6 Absolute band positions

The band gap is the most important property for many purposes, but for other applications it is also crucial to know the absolute positions of the band edges; to so-called ionization potential and electron affinity. As previously explained these are hard to obtain computationally for bulk materials since the nuclear potential is taken to be periodic whereby the knowledge of the absolute value is lost. While it is possible to infer the values from thick slabs by referring the band energies to the asymptotic value of the Hartree potential in the vacuum region it may still be hampered by the fact

\begin{equation}
E_{\text{ex}}(\mathbf{k}) = E_{\text{cb}}(\mathbf{k}) - E_{\text{vb}}(\mathbf{k}) \approx \frac{\hbar^2}{2m_e} \tilde{k}^T M_{\text{ex}} \tilde{k},
\end{equation}

where \(M_{\text{ex,dir}}\) is the inverse direct exciton mass tensor and \(\tilde{k}\) is point measured from the location of the optical/vertical band gap. Excitons can also form by excitation of an electron from the VBM to the CBM and in this case the (indirect) exciton mass is given by

\begin{equation}
\mu^{-1}_{\text{ex,ind}} = (m_e^*)^{-1} + (m_h^*)^{-1}.
\end{equation}

If the material has a direct gap the direct and indirect mass are necessarily equal: \(\mu_{\text{ex,dir}} = \mu_{\text{ex,ind}}\). Comparison of calculated exciton masses can be seen in Figure 5.7(c).

Figure 5.7: Effective electron (a), hole (b) and exciton (c) masses (in units of \(m_e\)) along the two principal directions obtained. The masses are calculated from the GW band structures including spin-orbit interaction. Points on the dashed lines correspond to isotropic masses.

have only considered the effective masses of the valence band and conduction band. In cases where the VBM or CBM is degenerate and there therefore will be both light and heavy electrons/holes I have only calculated the mass of the heavy charges.

Lastly I have also calculated the exciton mass, which in general is given calculated from the dispersion of the conduction and valence band difference:

\begin{equation}
E_{\text{ex}}(\mathbf{k}) = E_{\text{cb}}(\mathbf{k}) - E_{\text{vb}}(\mathbf{k}) \approx \frac{\hbar^2}{2m_e} \tilde{k}^T M_{\text{ex}} \tilde{k},
\end{equation}

where \(M_{\text{ex,dir}}\) is the inverse direct exciton mass tensor and \(\tilde{k}\) is point measured from the location of the optical/vertical band gap. Excitons can also form by excitation of an electron from the VBM to the CBM and in this case the (indirect) exciton mass is given by

\begin{equation}
\mu^{-1}_{\text{ex,ind}} = (m_e^*)^{-1} + (m_h^*)^{-1}.
\end{equation}

If the material has a direct gap the direct and indirect mass are necessarily equal: \(\mu_{\text{ex,dir}} = \mu_{\text{ex,ind}}\). Comparison of calculated exciton masses can be seen in Figure 5.7(c).
that the Hartree potential depends on the surface dipoles (on both sides of the slab) which makes the problem highly surface dependent and complicates the comparison with experiments. On the other hand, the monolayers in this study do not have those problems and we can thus easily obtain the absolute band positions.

In Figure 5.8 the positions of the valence band maximum (VBM) and conduction band minimum (CBM) relative to the vacuum level are shown for the different oxides and chalcogenides at both the LDA and $G_0W_0$ level. As a significant part of the GLLB-SC band gap comes from the derivative discontinuity which applies to the fundamental gap rather than the individual band energies, the GLLB-SC eigenvalues cannot directly be used to obtain the absolute band edge positions. For all materials, the effect of the $G_0W_0$ correction is to shift the conduction band up and the valence band down with respect to the LDA values. In fact, the corrections of the VBM and CBM are rather symmetric meaning that the band gap centre is largely unaffected by the GW correction (see below).

It has been suggested that 2D semiconductors could be used for photo-catalytic water splitting. This is mainly motivated by their excellent light absorption, large specific surface area, and readily tuneable electronic properties[124, 109]. The equilibrium potentials for the hydrogen- and oxygen evolution reactions at pH 7 are indicated by dashed green lines in Figure 5.8. Materials with CBM above the standard hydrogen electrode (SHE) at $-4.03$ eV relative to vacuum (at pH 7), could in principle be used to evolve hydrogen at the cathode of a photo-catalytic water splitting device[116]. Likewise materials with VBM below the oxygen evolution potential ($1.23$ eV below the SHE) could in principle be used a photo anode in the water splitting reaction. In practice, the CBM/VBM should lie a few tenths of an eV above/below the redox potentials to account for the intrinsic energy barriers of the water-splitting reactions.

![Figure 5.8: Position of the valence band maximum and conduction band minimum relative to the vacuum level (set to zero) for LDA and $G_0W_0$. In both cases spin-orbit splitting of the bands has been taken into account. The hydrogen and oxygen evolution potentials at pH 7 are shown by green dashed lines.](image)
reactions\[78\]. As can be seen a number of the TMD monolayers qualify as potential water splitting photo-electrodes based on their energy level positions. A very critical issue, however, is the stability of the materials under the highly oxidizing reaction conditions. A possible solution to this problem could be to protect the photo-electrode from direct contact with the water by a transparent and highly stable thin film, which in practice means an oxide material.

In Ref. [11] a simple empirical relation was observed between the band gap center of a semiconductor and the electronegativities of the constituent atoms,

\[ E_{\text{center}} = -[\chi(M)\chi(X)^2]^{1/3}, \]  

(5.5)

where \(\chi(M)\) and \(\chi(X)\) are the electronegativity of the metal and oxygen/chalcogen on the Mulliken scale, respectively. In Figure 5.9 we compare the band gap centers obtained from GW with those obtained from LDA and calculated with Eq. Equation (5.5), where experimentally obtained values of the electronegativities\[98\] have been used. The band gap centers from LDA and GW agree quite well showing a mean absolute deviation from the GW values of only 0.2 eV. While it is known that the Kohn-Sham band gap center is formally exact within DFT\[92\], it is somewhat surprising that the LDA performs that well. While the empirical formula is able to describe the qualitative trends of the gap centres the quantitative values deviate significantly from the ab-initio results, with a mean absolute difference from the GW result of 0.9 eV and a mean relative deviation of 14%. We ascribe a large part of this deviation to originate from dipole fields formed due to the positively charged metal ions and negatively charge chalcogens/oxygens which will increase potential outside the monolayer and thereby down shift the bands -- an effect not accounted for by the empirical formula. Since the size of the dipoles is determined by the amount of charge transfer, the deviation between Eq. Equation (5.5) and the ab-initio results is expected to correlate with the difference in electronegativity between the metal atom and chalcogen/oxygen atoms. From the inset of Figure 5.9 we see that this indeed is the case: For materials with larger difference in electronegativity between the atomic species (\(\Delta\chi\)) the band gap center given by Eq. Equation (5.5) generally deviates more from the GW results.

While it is important to establish the intrinsic properties of the 2D materials in their isolated form, practical applications as well as most experimental setups, involve heterostructures where the 2D materials are stacked into van der Waals heterostructure or simply lie on a substrate. In such systems the alignment of the bands at the heterostructure interfaces become crucial. Due to the weak interaction between 2D semiconductors it is reasonable to expect that the band alignment at the interface between two different 2D can be obtained by aligning the band edges of the isolated systems relative to a common vacuum level. This is equivalent to disregarding effects of band hybridization and the formation of interface dipoles due to charge redistribution. Verifying this assumption from first-principles calculations is, however, difficult due to the lattice mismatch between different 2D materials.

To provide an overview of the band edge positions of the 51 monolayers, we show in Fig. 5.10(a) the CBM plotted against the VBM obtained from GW. To
Figure 5.9: Comparison of the absolute band gap centers (relative to vacuum) obtained from GW, LDA, and the empirical formula Eq. Equation (5.5). Inset: The difference in the band gap centers from GW and Eq. Equation (5.5), $\Delta E_{\text{cen}} = E_{\text{cen}}^{\text{GW}} - E_{\text{cen}}^{\text{Model}}$, compared to the difference in the electronegativities of the metal and oxygen/chalcogen atom, $\Delta \chi = \chi(M) - \chi(X)$.

illustrate the use of such a diagram we have highlighted 2H-MoS$_2$ and indicated regions corresponding to different band alignments with MoS$_2$. The possible band alignments are: Straddling gap (type I), staggered gap (type II), and broken gap (type III). For many applications, e.g. tandem photovoltaic devices or creation of long lived indirect excitons, a type II band alignment is preferred. We have highlighted a few materials that are expected to form type II band alignment with MoS$_2$. The detailed band alignments for these materials are shown in Fig. 5.10(b).

5.7 Exciton binding energies

One of the most characteristic features of atomically thin 2D semiconductors is the large binding energy of excitons\cite{120, 99, 53}. The reason for this is the reduced screening due to the lower dimension which yields a stronger attraction between electrons and holes (see discussion in previous section). The conventional method for calculating exciton binding energies from first principles is the Bethe-Salpeter equation (BSE). The BSE is computationally highly demanding and not suited for large-scale studies like the present. Instead we use a recently developed 2D Mott-Wannier model for excitons that only needs the exciton effective mass and the quasi-2D dielectric function as input. In real space the model takes the form of a 2D
Figure 5.10: Band alignment diagram. (a) Conduction band minimum $E_{\text{CBM}}$ plotted against the valence band maximum $E_{\text{VBM}}$ for the 51 monolayers. The band edges relative to vacuum are obtained from $GW$. As an example we have highlighted 2H-MoS$_2$ (orange dot) and indicated the regions corresponding to the different types of band alignment: Straddling gap (type I), staggered gap (type II), and broken gap (type III). A few selected materials that will form type-II heterostructures with MoS$_2$ have been highlighted in green. (b) Absolute band edge positions and band gaps of 2H-MoS$_2$ and the selected materials highlighted in (a).

Schrödinger equation,

$$\left[ -\frac{1}{2\mu_{\text{ex}}} \nabla^2_{2D} + W(r) \right] \psi(r) = E_b \psi(r),$$

where $\mu_{\text{ex}}$ is the effective exciton mass and $W(r)$ is the $1/r$ Coulomb interaction between the electron and the hole screened by the non-local $\epsilon^{2D}_M$. The model has been benchmarked against full BSE calculations for 2H-MoS$_2$ and 2H-WS$_2$ and the results were found to deviate by less than 0.1 eV.

The four basic assumptions behind the Mott-Wannier exciton model are: (i) Isotropic exciton masses, (ii) parabolic band structures close to the fundamental gap, (iii) the exciton is well described by transitions between the valence and conduction band only, and (iv) the valence and conduction band wave functions are uniformly distributed over the layer, i.e. their profile along $z$ can be approximated by a step function. While the dielectric functions were found to be very nearly isotropic for all materials, this is not the case for the exciton masses, see Figure 5.7 (c). While it is possible to modify the model to allow for anisotropic masses we here limit ourselves to the materials with isotropic exciton masses. The exciton binding energies obtained from the model are shown as the dark region on the top of the bars in Figure 5.11. The total height of the bar represents the $GW$ calculated QP gap. For direct (indirect) band gap materials we have used the direct (indirect) exciton mass in the model.
Figure 5.11: GW band gaps (total bar height) and exciton binding energies (darker topmost part of the bar). The exciton binding energy was obtained from a quasi-2D Mott-Wannier model. Only materials with isotropic exciton masses are shown. The green and blue bars refer to indirect and direct band gaps and excitons, respectively.

Figure 5.12: The slope of the static quasi-2D dielectric function, $\varepsilon^{2D}_M(q)$, evaluated at $q = 0$. The materials are ordered according to their LDA direct band gap.

In accordance with earlier experimental and theoretical studies we find strong exciton binding energies on the order of 20-30% of the band gap. In general materials with larger QP band gaps have more strongly bound excitons. This follows from the correlation between the size of the band gap and the dielectric function in Figure 5.12: Larger band gap implies a smaller dielectric function and thus a stronger electron-hole interaction. In Table 5.2 we compare our calculated exciton binding energies with optical data from experiments. We find good agreement for MoS$_2$, MoSe$_2$ and WSe$_2$
while the agreement is less satisfactory for MoTe2 and WS2. It should be noted, however, that the experimental exciton binding energy for MoTe2 was obtained as the difference between the calculated $GW$ band gap and the position of the optical photoluminiscence peak. Thus inaccuracies in the $GW$ band gap as well as substrate effects on the measured photoluminescence peak could explain the disagreement.

Table 5.2: Exciton binding energies in eV calculated from the Mott-Wannier model compared to experimental values.

<table>
<thead>
<tr>
<th>name</th>
<th>$E_b$ (model)</th>
<th>$E_b$ (exp.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2H-MoS2</td>
<td>0.47</td>
<td>0.55[53]</td>
</tr>
<tr>
<td>2H-MoSe2</td>
<td>0.42</td>
<td>0.5[53]</td>
</tr>
<tr>
<td>2H-MoTe2</td>
<td>0.36</td>
<td>0.6[104]$^a$</td>
</tr>
<tr>
<td>2H-WS2</td>
<td>0.48</td>
<td>0.66[123], 0.71[127]</td>
</tr>
<tr>
<td>2H-WSe2</td>
<td>0.43</td>
<td>0.38[53], 0.37[36]</td>
</tr>
</tbody>
</table>

$^a$The exciton binding energy is obtained from subtracting the energy of the measured exciton photoluminescence peak from our calculated $GW$ band gap.
In this thesis I have looked at the issues arising when calculating properties of 2D materials using first principles methods. It has been shown that advanced methods like the $GW$ approximation, which is usually regarded at providing state-of-the-art benchmarks results, can be deceiving when applied at uncharted territory. Its computational requirements are so large that it can be tempting to skip a careful convergence investigation and apply parameters that have been working for other systems. Aware of this we started an ambitious project of charting nearly all the electronic properties of all the transition metal dichalcogenides and -oxides carefully trying to avoid all the pitfalls known to us. This has resulted in a database of more than 171 2D materials for which properties like lattice constant, magnetic moments, heats of formation, electronic band gaps and other electronic properties are known. The accurate $G_0W_0$ based calculations of the quasiparticle band gap and absolute band positions allows one to predict the band alignment of 2D heterostructures and thus the basic functionality of 2D semiconductor devices. We have also calculated the effective masses and two-dimensional dielectric function and used these quantities in a Mott-Wannier model to estimate the exciton binding energies, which have shown good agreement with experiments. While the results for each material might be interesting in its own right the force has also been the structure of the collection, which have already inspired follow-up studies\cite{2,83,87}.

The challenge of doing converged $G_0W_0$ calculations for more than 50 compounds turned out to be harder than initially thought. Besides the complications of storing large amounts of complex data in an easily accessible way the sheer computational requirements forced us to implement new parallelization schemes in the code and develop the plane wave extrapolation/k-point interpolation procedure. In the process I have learned that it is not only important to know how to apply a method but often it is required that you know exactly how the almost every part of the machinery works. This lead me to realize that instead of a convergence by brute force approach may be circumvented by investigating the cause of the problem and use physical arguments to avoid it altogether. This lead to the development of the analytical treatment of the long wavelength limit of the screened potential. While maybe not a completely new idea, it is still something which will make future $GW$ calculations of 2D materials much less of a hassle.
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ABSTRACT: We present a comprehensive first-principles study of the electronic structure of 51 semiconducting monolayer transition-metal dichalcogenides and -oxides in the 2H and 1T hexagonal phases. The quasiparticle (QP) band structures with spin-orbit coupling are calculated in the G0W0 approximation, and comparison is made with different density functional theory descriptions. Pitfalls related to the convergence of GW calculations for two-dimensional (2D) materials are discussed together with possible solutions. The monolayer band edge positions relative to vacuum are used to estimate the band alignment at various heterostructure interfaces. The sensitivity of the band structures to the in-plane lattice constant is analyzed and rationalized in terms of the electronic structure. Finally, the q-dependent dielectric functions and effective electron and hole masses are obtained from the QP band structure and used as input to a 2D hydrogenic model to estimate exciton binding energies. Throughout the paper we focus on trends and correlations in the electronic structure rather than detailed analysis of specific materials. All the computed data is available in an open database.

1. INTRODUCTION

Atomically thin two-dimensional (2D) materials, such as graphene, hexagonal boron-nitride, and the transition-metal dichalcogenides (TMDs) are presently being intensively researched because of their unique optoelectronic properties. The TMDs with the chemical formula \( MX_2 \) (\( X = S, Se, Te; M = \) transition-metal) represent a particularly interesting class of 2D materials comprising both semiconductors and metals.\(^1\) For example, MoS\(_2\), MoSe\(_2\), WS\(_2\), and WSe\(_2\) were shown to undergo a transition from indirect to direct band gap materials when their thickness is thinned down to a single layer.\(^2\)−\(^6\) Together with their strong interaction with light\(^7\)−\(^8\) and relatively high charge carrier mobilities,\(^9\)−\(^10\) this has opened up the possibility of using few-layer TMDs in a range of applications including ultrathin field effect transistors,\(^11\) photo detectors,\(^12\)−\(^13\) light-emitting diodes,\(^16\) and solar cells.\(^17\)−\(^18\) Furthermore, the lack of inversion symmetry in the 2H monolayer structures leads to a spin−orbit driven splitting of the valence band which in turn allows for valley-selective excitation of charge carriers.\(^19\) Adding to this the possibility of tuning the electronic properties by strain,\(^23\) dielectric screening,\(^24\) electrostatic gating,\(^25\) nanostructuring,\(^27\) or by combining individual 2D materials into van der Waals heterostructures,\(^28\)−\(^29\) it is clear that monolayer TMDs hold great potential both as a platform for fundamental physics and as building blocks for nanoscale device applications.

To date, optoelectronic research in monolayer TMDs has mainly focused on the Mo- and W-based compounds which have (optical) band gaps in the range of 1.6−2.0 eV,\(^3\)\(^,\)\(^5\)\(^,\)\(^6\)\(^,\)\(^30\) significantly larger than the ideal values for both photovoltaics and transistor applications.\(^31\) In order to advance the usage of 2D materials from the level of fundamental research to real applications, it is essential to enlarge the space of available 2D building blocks beyond the handful of presently considered materials. To this end, not only the band gaps but also the absolute band edge positions, effective masses, and dielectric function will be of key importance for predicting the usefulness of a given 2D material.

The fact that the interlayer bonding in bulk TMDs is of very similar strength (around 20 meV/Å\(^2\))\(^32\) indicates that exfoliation of single layers should be feasible for many different TMDs. Indeed, liquid exfoliation of nanosheets of TaSe\(_2\), NbSe\(_2\), NiTe\(_2\), and MoTe\(_2\) has been demonstrated.\(^33\) In this regard, it is interesting to note that more than 40 TMDs are already known in the bulk form and could form the basis for new 2D materials.\(^34\) The stability of such 2D monolayers under ambient conditions is a critical issue, but it could be alleviated by encapsulation in protective layers as recently demonstrated for MoS\(_2\) in hexagonal boron-nitride.\(^35\)

In a previous work, Ataca et al. performed an extensive stability analysis of 88 monolayer TMDs and TMOs using density functional theory (DFT) in the local density approximation (LDA) and identified 52 stable compounds including both...
metals and semiconductors. While stability was their main focus, they also calculated the LDA band structures of the stable compounds and a few selected compounds using the GWₐ approximation. They concluded, surprisingly, that the LDA provides good agreement with existing experiments while GWₐ significantly overestimates the band gap. This false conclusion is based on the common confusion between the optical and the quasiparticle (QP) band gaps. The former is probed in optical experiments and is lower than the QP gap by the exciton binding energy. It is one of the characteristic features of the atomically thin semiconductors that exciton binding energies are very large (on the order of 1 eV). This leads to pronounced differences between the QP and optical spectra, both of which are well-reproduced by many-body calculations applying the GW approximation and Bethe–Salpeter equation, respectively.⁷⁻⁴³

We present an extensive first-principles study of the electronic structure of a variety of monolayer TMDs and TMOs in the 2H and 1T phases based on 27 different metals. For reference, the atomic structures of the 2H and 1T phases are shown in Figure 1a, the corresponding Brillouin zone (BZ) with the special k-points is shown in Figure 1b, and the elements considered are highlighted in yellow.

![Crystal structure of the monolayer transition-metal oxides and dichalcogenides in the 2H and 1T phases.](image)

Figure 1. (a) Crystal structure of the monolayer transition-metal oxides and dichalcogenides in the 2H and 1T phases, respectively. Here, a denotes the in-plane hexagonal unit cell lattice constant and h is the vertical distance between the oxygen or chalcogen atoms. (b) In-plane Brillouin zone of the hexagonal unit cell with high-symmetry points and other k-points indicated. (c) Periodic table of the elements with the metals considered in this study highlighted in blue and oxygen and chalcogens highlighted in yellow.

points is shown in Figure 1b, and the elements considered are highlighted in the periodic table shown in Figure 1c. Out of 216 investigated compounds, we find 171 to be stable (defined by a negative heat of formation relative to the standard states). These results represent a consistent extension of the LDA-based stability analysis of ref 36. Out of the 171 stable monolayers, we here focus on the 51 compounds that are found to be nonmagnetic and nonmetallic. For these materials, we calculate the band structures as well as the absolute position of the valence and conduction band edges relative to vacuum using the GₐWₐ approximation with spin–orbit coupling included. Convergence of the absolute GₐWₐ quasiparticle energies is found to be particularly demanding, and we therefore discuss this issue in some detail. The GₐWₐ band gaps and band edge positions are compared to Kohn–Sham DFT using different exchange-correlation functionals. We find that the band gap is generally well-reproduced by the GLLB-SC functional while the LDA provides a surprisingly good description of the band gap center. In contrast, an empirical formula for estimating the band edge positions from the electro-negativities of the constituent atoms is found to deviate significantly from the first-principles results because of charge transfer from the metal to the oxygen or chalcogen atoms and associated electrostatic potential that lowers the electronic band energies relative to vacuum. We furthermore calculate the (static) q-dependent dielectric function of all the compounds and discuss some basic properties of dielectric screening in quasi 2D. The effective charge carrier masses are derived from the GₐWₐ band structures and used, together with the dielectric functions, as input to an effective 2D model for the exciton binding energies.

Overall, our results reveal a large degree of variation in the electronic properties of the investigated materials. For example, the materials MX₂ (X = S, Se, Te; M = Cr, Mo, W) have direct QP band gaps in the 0.9–2.5 eV range while all other compounds have indirect gaps in the 0.5–7.0 eV range. The band gap centers (relative to vacuum) span from ~8 eV for some of the oxides to above ~5 eV for the selenides and tellurides. The effective masses vary by almost 2 orders of magnitude as do the q-dependent dielectric functions.

All the computed data including relaxed structures, DFT and GₐWₐ band structures, absolute band edge positions, effective masses, and dielectric functions, are available online in the Computational Materials Repository (http://cmr.fysik.dtu.dk/).

2. COMPUTATIONAL METHODS

All calculations were performed using the projector augmented wave method as implemented in the GPAW code.⁴⁴ GPAW supports three different types of basis sets, namely, real space grids, numerical atomic orbitals, and plane waves. We have used the latter in the present work because excited-state calculations with GPAW are implemented only for plane waves.

2.1. Atomic Structure. The lattice constants (Figure 1a) of the 216 monolayer TMDs and TMOs were determined by a structure relaxation using the Perdew–Burke–Ernzerhof (PBE) exchange-correlation (xc) functional with 750 eV plane wave cutoff, 18 × 18 × 1 Monkhorst–Pack k-point sampling, and 20 Å between periodically repeated layers. For both the 2H and 1T phases the lattice constant of the minimal unit cell and the vertical positions of the oxygen or chalcogen atoms were relaxed until all forces were below 0.01 eV/Å. We used the minimal unit cell and did not investigate symmetry-reducing distortions which have recently been found to occur for some 1T metallic compounds.⁴⁶⁻⁴⁸ Because these distortions are driven by a metal-to-insulator transition (Peierls distortion), we do not expect them to be important for the semiconducting materials which are the focus of the present work.

2.2. Electronic Structure. The Kohn–Sham band structures of all compounds were calculated self-consistently using the LDA, PBE, and GLLB-SC⁴⁹ xc-functionals. Spin–orbit coupling was included in a non-self-consistent manner by diagonalizing the total Hamiltonian consisting of the spin–orbit interaction (which is applied inside the PAW spheres) and the self-consistently determined Kohn–Sham Hamiltonian. We have
found that the spin−orbit corrections to the band structure were unchanged (less than 0.02 eV) if we use G0W0 energies instead of LDA energies in the Kohn−Sham Hamiltonian. For ten representative materials, we benchmarked the spin−orbit corrected LDA band structures obtained with GPAW against the all-electron linearized augmented-plane wave ELK code and found excellent agreement (difference within 0.02 eV).

The QP band structures were calculated in the G0W0 approximation as implemented in GPAW.24 We used LDA wave functions obtained from an exact diagonalization of the Kohn−Sham Hamiltonian with a plane wave cutoff of 600 eV and 30 × 30 k-points as input for the G0W0 calculations. The plane wave cutoff used to construct the screened interaction and self-energy was varied between 150 and 500 eV and extrapolated to infinite cutoff energy as described below. For all calculations, the number of unoccupied orbitals used to construct the screened interaction and GW self-energy was set equal to the number of plane waves. The frequency dependence was represented on a nonlinear grid from 0 eV to the energy of the highest transition state. For comparison, the macroscopic dielectric function of bulk semiconductors and insulators follows a 1/N_C scaling which makes it possible to extrapolate the QP energies to the infinite basis set limit. From our calculations with varying cutoff energy from 150 eV and in some cases up to 500 eV, we observe the following: (i) The extrapolation procedure is essential and can correct QP energies obtained with 150 eV cutoff by up to 0.5 eV. (ii) The slope of the extrapolation curve can be different for different states (bands and k-points), but generally shows a decrease as a function of 1/N_C. (iii) The band gap tends to converge faster than the absolute band energies. In ref 53, it was also shown that the lack of norm conservation of the PAW potentials can affect the convergence of the GW energies as N_C is increased. The effect is larger for more localized states, particularly the 3d states, where the violation of norm conservation can be significant. While it is possible to construct norm-conserving PAW potentials, we have not pursued this in the present work.

Performing the extrapolation to infinite cutoff for 30 × 30 k-points is computationally demanding. Fortunately, we found that the extrapolation is rather insensitive to the k-point mesh. This is shown in Figure 3 for the case of 2H-MoS2.

Changing the k-point mesh simply shifts the entire N_C-curves but do not affect their form. To obtain results converged with respect to both k-points and plane waves, we have therefore performed the N_C-extrapolation for a coarse k-point sampling of 12 × 12 and corrected the band energies by the difference between a 12 × 12 and 30 × 30 calculation at 150 eV plane wave cutoff. In doing this we must interpolate band energies from the coarse to the fine k-
point grid. The GW correction to an energy, $\varepsilon_{kn}$, on the fine grid is obtained as a weighted average of the corrections obtained at the nearest points of the coarse $k$-point grid, $\varepsilon_{k,n}$ with weights determined by the overlap of the LDA state densities, $w_{k,n} = \langle \rho_{k}^{\text{LDA}} \rho_{n,n}^{\text{LDA}} \rangle$, where $\rho_{k}(x) = \rho_{k,n}(x)$ F. Because the $G_0W_0$ shift depends crucially on the shape of the wave function, this approach is essential, in particular when interpolating the $G_0W_0$ corrections close to band crossings.

3. RESULTS

In this section we present the main results of our electronic structure calculations. To limit the presentation, we have chosen to focus on the trends in electronic structure observed across the investigated materials rather than giving in-depth analysis of particular materials. However, because all the data is available in the database, it is straightforward for the interested reader to obtain the entire set of computed data.

3.1. Stability. The heat of formation of the 216 monolayer TMDs and TMOs in the relaxed structure was calculated from

$$\Delta H(MX) = E_{\text{tot}}(MX) - E_{\text{ref}}(M) - 2E_{\text{ref}}(X) \tag{1}$$

where $E_{\text{tot}}(MX)$ is the PBE total energy of the monolayer and $E_{\text{ref}}(M)$ and $E_{\text{ref}}(X)$ are the reference energies of the metal and chalcogen/oxygen (X), respectively. For the latter, we use the fitted elemental phase reference energies (FERE).\textsuperscript{54}

Figure 4 shows the calculated heat of formations for all 216 compounds. Most of the materials have negative heat of formation; in fact, by requiring a heat of formation below 0.1 eV (to allow for uncertainties in the calculation methods) we obtain 171 stable compounds. The heat of formation of the stable semiconductors together with relaxed lattice constants ($a$), distance between outermost chalcogen or oxygen atoms ($h$) (see Figure 1), and the final magnetic moments are given in Table 1. In general, the oxides have the highest stability followed by the sulfides, selenides, and tellurides in that order. Furthermore, the stability decreases as the metal ion goes through the transition-metal series.

3.2. Band Gaps. For all the stable and nonmagnetic semiconductors we have performed $G_0W_0$ calculations following the procedure described in section 2.2. The $G_0W_0$ corrections have been evaluated for the 10 bands closest to the Fermi energy, and spin–orbit coupling has been included non-perturbatively. The spin–orbit splittings of the valence/conduction bands for materials where these are nonvanishing are reported in Table 2. Unless otherwise stated, all the results presented in this work were calculated using spin–orbit interactions. As an example, we show the $G_0W_0$ and LDA band structures of 2H-WSe\textsubscript{2} in Figure 5. For this particular material we find a direct $G_0W_0$ gap of 2.08 eV and a 0.45 eV splitting of the valence band at the K-point.

We refrain from providing a detailed comparison with previous literature values for the QP band gaps. For MoS\textsubscript{2} such a comparison was made in ref 43. However, the fact that most previous GW calculations for 2D TMDs have used rather coarse $k$-point grids and have not employed a truncated Coulomb interaction (both of which have a significant effect on the calculated gap\textsuperscript{43}), the importance of spin–orbit interaction which is not always included, as well as the sensitivity of the gap to the in-plane lattice constant (see section 3.4), makes a general comparison difficult. We believe that the QP band structures of the present work are the most carefully converged $G_0W_0$ calculations reported for 2D TMOs and TMDs to date. There are only a few experimental reports on QP band gaps in freestanding TMD monolayers. For 2H-MoS\textsubscript{2}, our $G_0W_0$ gap of 2.48 eV agrees well with the 2.5 eV reported in ref 15 based on

Figure 4. Calculated heat of formation for all monolayers in the 2H and 1T phases. In general, the oxides have the highest stability followed by the sulfides, selenides, and tellurides, in that order. Furthermore, the stability decreases as the metal ion goes through the transition-metal series.
photocurrent spectroscopy on suspended MoS₂. We note that the slightly smaller band gap obtained here for MoS₂ (2.48 eV) compared to our previous work⁵³ (2.65 eV) is mainly due to the inclusion of spin–orbit interaction in the present work. Alternatively, the QP gap can be inferred from optical absorption or photoluminescence spectra, which are experimentally simpler to obtain. However, this requires knowledge of the exciton binding energy which in turn depends on the screening from the substrate.⁵⁶

In the last two columns of Table 3 we show the calculated indirect and direct band gaps of the 51 stable 2D semiconductors. It is well-known from photoluminescence spectroscopy that the 2H phase of monolayer MoS₂, MoSe₂, MoTe₂, WS₂, and WSe₂ have direct band gaps. This is reproduced by our G₀W₀ calculations. However, we find that the indirect gap in MoTe₂ is about the same size as the direct gap. The only other materials we find to have a direct band gap are CrS₂, CrSe₂, and CrTe₂ with gaps of 1.54, 1.21, and 0.77 eV, respectively. All other compounds have indirect gaps in the range of 0.5–7.0 eV.

In addition to LDA and G₀W₀ we have calculated the band gaps using the GLLB-SC functional of Kuisma et al.⁵⁹ The GLLB-SC is an orbital-dependent exact exchange-based functional which, in addition to the Kohn–Sham band gap, provides an estimate of the derivative discontinuity. The GLLB-SC has previously been shown to yield good results for the band gap of bulk semiconductors,⁵⁴⁵⁵ but to our knowledge it has not been previously applied to 2D materials. In Figure 6 we compare the G₀W₀ band gaps with the PBE and GLLB-SC gaps. We first note that the G₀W₀ band gaps range from 0.5 eV to almost 8 eV, with the majority of the materials lying in the 1–3 eV range. We note that the size of the band gaps is directly correlated with the heat of formation of the materials with the oxides having the largest band gaps followed by the sulfides, selenides, and tellurides in that order. As expected, the LDA gaps are significantly lower than those obtained from G₀W₀ which is consistent with the situation known from bulk materials and molecules. In contrast, except for a few outliers, the band gaps obtained with the GLLB-SC functional lie very close to the G₀W₀ values with a mean absolute error of 0.4 eV. This is consistent with the results obtained for both bulk and molecular systems⁵⁴ and supports the use of the GLLB-SC functional as a viable alternative to GW in large-scale studies in which one would benefit from its low computational requirements, which are similar to those of LDA.

### 3.3. Absolute Band Positions

For many applications, not only the distance between the occupied and unoccupied bands, i.e., the band gap, but also the absolute position of the band edges relative to vacuum are of interest. We have calculated these by referring the band energies to the asymptotic value of the Hartree potential in the vacuum region between the layers. For bulk materials this is a difficult task as it requires the use of thick slabs to represent both the bulk interior and its surface. Moreover, the Hartree potential depends on the surface dipoles (on both sides of the slab), which makes the problem highly surface-dependent and complicates the comparison with experiments. These problems are obviously not present for the monolayers studied.
Table 2. Spin–Orbit-Induced Splittings at the Valence Band Maximum and Conduction Band Minimum As Found in the LDA and G0W0 Band Structure, Respectively

<table>
<thead>
<tr>
<th>name</th>
<th>ΔE_VBM (LDA)</th>
<th>ΔE_VBM (G0W0)</th>
<th>ΔE_CB (LDA)</th>
<th>ΔE_CB (G0W0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2H-CeS</td>
<td>0.07 (K)</td>
<td>0.07 (K)</td>
<td>0.01 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-CoSe</td>
<td>0.09 (K)</td>
<td>0.02 (K)</td>
<td>0.02 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-CrTe</td>
<td>0.12 (K)</td>
<td>0.13 (K)</td>
<td>0.03 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-HfO</td>
<td>0 (T)</td>
<td>0.17 (T)</td>
<td>0.15 (T)</td>
<td></td>
</tr>
<tr>
<td>2H-HS</td>
<td>0.03 (T)</td>
<td>0.07 (T)</td>
<td>0.09 (X)</td>
<td></td>
</tr>
<tr>
<td>2H-HSe</td>
<td>0.13 (T)</td>
<td>0.1 (T)</td>
<td>0.11 (X)</td>
<td></td>
</tr>
<tr>
<td>2H-HTe</td>
<td>0 (Γ)</td>
<td>0.15 (Γ)</td>
<td>0.18 (X)</td>
<td></td>
</tr>
<tr>
<td>2H-MoS</td>
<td>0.15 (K)</td>
<td>0 (K)</td>
<td>0 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-MoSe</td>
<td>0.19 (K)</td>
<td>0.19 (K)</td>
<td>0.02 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-MoTe</td>
<td>0.23 (K)</td>
<td>0.25 (K)</td>
<td>0.05 (X)</td>
<td></td>
</tr>
<tr>
<td>2H-TiO</td>
<td>0 (T)</td>
<td>0.02 (T)</td>
<td>0.02 (T)</td>
<td></td>
</tr>
<tr>
<td>2H-TiSe</td>
<td>0.02 (T)</td>
<td>0 (T)</td>
<td>0 (Ξ)</td>
<td></td>
</tr>
<tr>
<td>2H-TiTe</td>
<td>0 (Γ)</td>
<td>0.32 (T)</td>
<td>0 (Ξ)</td>
<td></td>
</tr>
<tr>
<td>2H-WO</td>
<td>0 (Γ)</td>
<td>0.12 (Γ)</td>
<td>0 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-WS</td>
<td>0.45 (K)</td>
<td>0.45 (K)</td>
<td>0.02 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-WS2</td>
<td>0.49 (K)</td>
<td>0.49 (K)</td>
<td>0.03 (K)</td>
<td></td>
</tr>
<tr>
<td>2H-ZrO</td>
<td>0 (T)</td>
<td>0.05 (T)</td>
<td>0.05 (T)</td>
<td></td>
</tr>
<tr>
<td>2H-ZrS</td>
<td>0.02 (T)</td>
<td>0.02 (T)</td>
<td>0 (Ξ)</td>
<td></td>
</tr>
<tr>
<td>2H-ZrSe</td>
<td>0.1 (T)</td>
<td>0.1 (T)</td>
<td>0 (Ξ)</td>
<td></td>
</tr>
<tr>
<td>2H-ZrTe</td>
<td>0 (Γ)</td>
<td>0.28 (Γ)</td>
<td>0 (Ξ)</td>
<td></td>
</tr>
</tbody>
</table>

*Materials with negligible spin–orbit coupling are not shown. The location of the band extremum in the BZ is indicated in parentheses (see Figure 1b). Note that this can be different in LDA and G0W0.

up and the valence band down with respect to the LDA values. In fact, the corrections of the VBM and CBM are rather symmetric, meaning that the band gap center is largely unaffected by the G0W0 correction (see below).

It has been suggested that 2D semiconductors could be used for photocatalytic water splitting. This is mainly motivated by their excellent light absorption, large specific surface area, and readily tunable electronic properties. The equilibrium potentials for the hydrogen and oxygen evolution reactions at pH 7 are indicated by dashed green lines in Figure 7. Materials with CBM above the standard hydrogen electrode (SHE) at −0.03 eV relative to vacuum (at pH 7) could in principle be used to evolve hydrogen at the cathode of a photocatalytic water-splitting device. Likewise, materials with VBM below the oxygen evolution potential (1.23 eV below the SHE) could in principle be used as a photoanode in the water-splitting reaction. In practice, the CBM/VBM should lie a few tenths of an electronvolt above/below the redox potentials to account for the intrinsic energy barriers of the water-splitting reactions. As can be seen, a number of the TMD monolayers qualify as potential water-splitting photoelectrodes based on their energy level positions. A very critical issue, however, is the stability of the materials under the highly oxidizing reaction conditions. A possible solution to this problem could be to protect the photoelectrode from direct contact with the water by a transparent and highly stable thin film, which in practice means an oxide material.

In ref 61, a simple empirical relation was observed between the band gap center of a semiconductor and the electronegativities of the constituent atoms

$$E_{\text{center}} = -\left[\chi(M)\chi(X)^2\right]^{1/3}$$

(2)

where \(\chi(M)\) and \(\chi(X)\) are the electronegativity of the metal and oxygen/chalcogen on the Mulliken scale, respectively. In Figure 8, we compare the band gap centers obtained from G0W0 with those obtained from LDA and calculated with eq 2, where experimentally obtained values of the electronegativities have been used. The band gap centers from LDA and G0W0 agree quite well, showing a mean absolute deviation from the G0W0 values of only 0.2 eV. While it is known that the Kohn–Sham band gap center is formally exact within DFT, it is somewhat surprising that the LDA performs so well. While the empirical formula is able to describe the qualitative trends of the gap centers, the quantitative values deviate significantly from the ab initio results, with a mean absolute difference from the G0W0 result of 0.9 eV and a mean relative deviation of 14%. We ascribe a large part of this deviation to dipole fields formed because of the positively charged metal ions and negatively charged chalcogenes/oxygens which will increase potential outside the monolayer and thereby down shift the bands, an effect not accounted for by the empirical formula. Because the size of the dipoles is determined by the amount of charge transfer, the deviation between eq 2 and the ab initio results is expected to correlate with the difference in electronegativity between the metal atom and chalcogen/oxygen atoms. From the inset of Figure 8 we see that this indeed is the case. For materials with larger difference in electronegativity between the atomic species (Δ\(\chi\)), the band gap center given by eq 2 generally deviates more from the G0W0 results.

While it is important to establish the intrinsic properties of the 2D materials in their isolated form, practical applications as well as most experimental setups involve heterostructures where the 2D materials are stacked into van der Waals heterostructure or simply lie on a substrate. In such systems the alignment of the
bands at the heterostructure interfaces becomes crucial. Because of the weak interaction between 2D semiconductors it is reasonable to expect that the band alignment at the interface between two different 2D materials can be obtained by aligning the band edges of the isolated systems relative to a common vacuum level. This is equivalent to disregarding effects of band hybridization and the formation of interface dipoles due to charge redistribution. Verifying this assumption from first-principles calculations is, however, difficult because of the lattice mismatch between different 2D materials.

<table>
<thead>
<tr>
<th>name</th>
<th>LDA</th>
<th>G0W0@LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{Vac}}$ (eV)</td>
<td>$E_{\text{Vac}}$ (eV)</td>
<td>$E_{\text{HfTe}_2}$ (eV)</td>
</tr>
<tr>
<td>2H-CrO$_3$</td>
<td>−7.64 (T)</td>
<td>−7.21 (K)</td>
</tr>
<tr>
<td>2H-CrS</td>
<td>−6.08 (K)</td>
<td>−5.18 (K)</td>
</tr>
<tr>
<td>2H-CrSe$_2$</td>
<td>−5.50 (K)</td>
<td>−4.80 (K)</td>
</tr>
<tr>
<td>2H-CrTe$_2$</td>
<td>−5.05 (K)</td>
<td>−4.59 (K)</td>
</tr>
<tr>
<td>2H-GeO$_3$</td>
<td>−8.99 (K)</td>
<td>−7.62 (T)</td>
</tr>
<tr>
<td>1T-GeO$_3$</td>
<td>−9.20 (T)</td>
<td>−6.65 (T)</td>
</tr>
<tr>
<td>1T-GeS$_2$</td>
<td>−6.63 (2)</td>
<td>−6.07 (M)</td>
</tr>
<tr>
<td>2H-HfO$_2$</td>
<td>−8.51 (T)</td>
<td>−6.70 (T)</td>
</tr>
<tr>
<td>1T-HfO$_3$</td>
<td>−8.24 (T)</td>
<td>−6.61 (M)</td>
</tr>
<tr>
<td>2H-HfS$_2$</td>
<td>−7.05 (T)</td>
<td>−6.12 (X)</td>
</tr>
<tr>
<td>1T-HfS$_2$</td>
<td>−6.48 (T)</td>
<td>−5.42 (M)</td>
</tr>
<tr>
<td>2H-HfSe$_2$</td>
<td>−6.47 (T)</td>
<td>−5.77 (X)</td>
</tr>
<tr>
<td>1T-HfSe$_2$</td>
<td>−5.57 (T)</td>
<td>−5.26 (M)</td>
</tr>
<tr>
<td>2H-HfTe$_2$</td>
<td>−5.46 (T)</td>
<td>−5.39 (X)</td>
</tr>
<tr>
<td>2H-MoO$_3$</td>
<td>−6.69 (T)</td>
<td>−6.09 (X)</td>
</tr>
<tr>
<td>2H-MoS$_2$</td>
<td>−6.13 (K)</td>
<td>−4.55 (K)</td>
</tr>
<tr>
<td>2H-MoSe$_2$</td>
<td>−5.50 (K)</td>
<td>−4.18 (K)</td>
</tr>
<tr>
<td>2H-MoTe$_2$</td>
<td>−5.04 (K)</td>
<td>−4.11 (K)</td>
</tr>
<tr>
<td>1T-NiO$_2$</td>
<td>−8.38 (X)</td>
<td>−7.22 (2)</td>
</tr>
<tr>
<td>1T-NiS$_2$</td>
<td>−5.97 (T)</td>
<td>−5.46 (T)</td>
</tr>
<tr>
<td>1T-NiSe$_2$</td>
<td>−5.10 (T)</td>
<td>−5.10 (T)</td>
</tr>
<tr>
<td>1T-PdO$_2$</td>
<td>−8.47 (X)</td>
<td>−7.15 (T)</td>
</tr>
<tr>
<td>2H-PdS$_2$</td>
<td>−6.93 (2)</td>
<td>−6.29 (M)</td>
</tr>
<tr>
<td>1T-PdS$_2$</td>
<td>−7.82 (X)</td>
<td>−6.52 (X)</td>
</tr>
<tr>
<td>1T-PdSe$_2$</td>
<td>−6.48 (T)</td>
<td>−5.37 (T)</td>
</tr>
<tr>
<td>1T-PdTe$_2$</td>
<td>−5.56 (T)</td>
<td>−5.08 (T)</td>
</tr>
<tr>
<td>1T-PtO$_2$</td>
<td>−7.21 (2)</td>
<td>−6.61 (2)</td>
</tr>
<tr>
<td>1T-PtS$_2$</td>
<td>−6.44 (T)</td>
<td>−5.84 (T)</td>
</tr>
<tr>
<td>1T-PtSe$_2$</td>
<td>−5.69 (T)</td>
<td>−5.62 (T)</td>
</tr>
<tr>
<td>1T-PtTe$_2$</td>
<td>−4.52 (T)</td>
<td>−4.29 (T)</td>
</tr>
<tr>
<td>2H-ScO$_3$</td>
<td>−8.78 (K)</td>
<td>−8.21 (T)</td>
</tr>
<tr>
<td>1T-ScO$_3$</td>
<td>−8.64 (X)</td>
<td>−6.10 (T)</td>
</tr>
<tr>
<td>2H-ScS$_2$</td>
<td>−6.54 (T)</td>
<td>−5.95 (M)</td>
</tr>
<tr>
<td>1T-ScS$_2$</td>
<td>−6.98 (2)</td>
<td>−5.58 (M)</td>
</tr>
<tr>
<td>1T-ScSe$_2$</td>
<td>−6.19 (T)</td>
<td>−5.58 (T)</td>
</tr>
<tr>
<td>2H-TiO$_3$</td>
<td>−8.88 (T)</td>
<td>−7.78 (T)</td>
</tr>
<tr>
<td>1T-TiO$_2$</td>
<td>−8.67 (X)</td>
<td>−6.02 (T)</td>
</tr>
<tr>
<td>2H-TiS$_2$</td>
<td>−6.95 (T)</td>
<td>−6.33 (2)</td>
</tr>
<tr>
<td>2H-TiSe$_2$</td>
<td>−6.31 (T)</td>
<td>−5.89 (2)</td>
</tr>
<tr>
<td>2H-TiTe$_2$</td>
<td>−5.40 (T)</td>
<td>−5.44 (T)</td>
</tr>
<tr>
<td>2H-WO$_3$</td>
<td>−6.73 (T)</td>
<td>−5.41 (K)</td>
</tr>
<tr>
<td>2H-WS$_2$</td>
<td>−5.75 (K)</td>
<td>−4.24 (K)</td>
</tr>
<tr>
<td>2H-WS$_2$</td>
<td>−5.13 (K)</td>
<td>−3.91 (K)</td>
</tr>
<tr>
<td>2H-ZrO$_3$</td>
<td>−8.44 (T)</td>
<td>−6.85 (T)</td>
</tr>
<tr>
<td>1T-ZrO$_3$</td>
<td>−8.20 (T)</td>
<td>−3.82 (K)</td>
</tr>
<tr>
<td>2H-ZrS$_2$</td>
<td>−7.02 (T)</td>
<td>−6.18 (X)</td>
</tr>
<tr>
<td>1T-ZrS$_2$</td>
<td>−6.58 (T)</td>
<td>−5.55 (M)</td>
</tr>
<tr>
<td>2H-ZrSe$_2$</td>
<td>−6.47 (T)</td>
<td>−5.82 (X)</td>
</tr>
<tr>
<td>1T-ZrSe$_2$</td>
<td>−5.66 (T)</td>
<td>−5.41 (M)</td>
</tr>
<tr>
<td>2H-ZrTe$_2$</td>
<td>−5.62 (T)</td>
<td>−5.44 (2)</td>
</tr>
</tbody>
</table>

See Figure 1b.
To provide an overview of the band edge positions of the 51 monolayers, we show in Figure 9a the CBM plotted against the VBM obtained from G0W0. To illustrate the use of such a diagram, we have highlighted 2H-MoS2 and indicated regions corresponding to different band alignments with MoS2. The possible band alignments are straddling gap (type I), staggered gap (type II), and broken gap (type III). For many applications, e.g., tandem photovoltaic devices or creation of long-lived indirect excitons, a type II band alignment is preferred. We have highlighted a few materials that are expected to form type II band alignment with MoS2. The detailed band alignments for these materials are shown in Figure 9b.

3.4. Strain Effects on the Band Structure. In the present work we have considered monolayers in their PBE relaxed geometry. Because PBE errors on lattice constants typically are around 1–2%, we have investigated how this would affect the LDA band structure. From Figure 10 we see that a change of the lattice parameter within the considered range can produce quite drastic changes in the band gap. For example, in the case of 2H-MoS2, a change in the lattice constant from the PBE value (3.18 Å) to the experimental value (3.16 Å) changes the band gap by around 0.1 eV. From Table 4, where the band gaps are given as a function of lattice constant, we furthermore see that the LDA gap changes from indirect to direct under 1% compressive strain. A few other direct gap materials are seen to develop an indirect gap when strained. Thus, we conclude that both the size and nature of the band gap of the monolayers can depend delicately on the lattice constant.

To understand the different behavior of the band gap upon strain, we have analyzed the projected density of states (see Supporting Information). We find that the materials can be roughly divided into two classes according to the nature of the wave functions around the band gap. For the materials with group 6 metals (Cr, Mo and W), the valence and conduction band states are bonding−antibonding combinations of the metal d-states and oxygen/chalcogen p-states and in their equilibrium lattice constant they have direct band gaps. For these materials we find that increasing the lattice constant increases the M–X binding distance which weakens the hybridization and reduces the bonding−antibonding gap. The other class is TMDs with metals from group 4, 10, or 14 (Ti, Zr, Hf, Ni, Pd, Pt, Ge, Sn, Pb).
For these materials, the valence band states have primarily chalcogen p-character while the conduction band is either metal-d (group 4), chalcogen-p (group 10), or metal-s and chalcogen-p (group 14). In these cases, the gap size is controlled by the width of the conduction band and the chalcogen valence band; application of a tensile strain will cause the states to become more localized, narrowing each of the bands and thereby opening the gap. As a consequence of the decoupled bands, these also all have indirect band gaps.

3.5. Effective Masses. From the G0W0 band structures we have extracted the effective electron and hole masses by fitting a paraboloid to the energies of the 19 nearest k-points around the conduction band minimum (CBM) and valence band maximum (VBM) according to

\[ E = \frac{\hbar^2}{2m_e} \mathbf{k}^2 \mathbf{A} \mathbf{k} \]

(3)

where \( k = (k_x, k_y) \) is the in-plane k-point measured from the band extremum. The eigenvalues of the matrix \( \mathbf{A} \) yield the inverse effective masses in the direction of smallest and largest curvature. If the CBM or VBM is located at one of the high-symmetry points of the BZ (the \( \Gamma \) or \( K \) point), the effective masses will naturally be isotropic. However, for band extrema located at other points this is generally not the case.

In panels a and b of Figure 11, we show the effective electron and hole masses along the two natural directions, respectively. Points falling on the diagonal line correspond to isotropic band masses. The effective masses are also listed in Table 5. We note that the effective electron masses lie in the \( 0.1-10 \) \( m_e \) range, with roughly an equal number being light (\( m_e^* < m_e \)) and heavy (\( m_e^* > m_e \)). The same approximately applies to the hole masses, although they seem to be generally heavier than the electrons. In accordance with the discussion in the previous section, we see that only the materials with direct gaps (group 6 metals) have both isotropic electron and hole masses. For other materials, the masses can be quite anisotropic and we would also expect the masses to depend sensitively on the lattice constant.

To estimate exciton binding energies (see section 3.7) we also evaluate the effective exciton masses defined as

\[ \mu_{ex}^{-1} = m_e^{-1} + m_h^{-1} \]

(4)

We distinguish between two kinds of excitons: direct excitons that possess zero momentum and indirect gap excitons that have a finite momentum corresponding to the distance in \( k \)-space between the VBM and CBM. In Figure 11c, we plot the effective mass.
<table>
<thead>
<tr>
<th>name</th>
<th>−2%</th>
<th>−1%</th>
<th>0%</th>
<th>1%</th>
<th>2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2H-CrO₂</td>
<td>0.77 (I)</td>
<td>0.59 (I)</td>
<td>0.42 (I)</td>
<td>0.28 (I)</td>
<td>0.15 (I)</td>
</tr>
<tr>
<td>2H-CrS₂</td>
<td>1.04 (D)</td>
<td>0.98 (D)</td>
<td>0.92 (D)</td>
<td>0.86 (I)</td>
<td>0.72 (I)</td>
</tr>
<tr>
<td>2H-CrSe₂</td>
<td>0.84 (D)</td>
<td>0.79 (D)</td>
<td>0.74 (D)</td>
<td>0.70 (D)</td>
<td>0.67 (D)</td>
</tr>
<tr>
<td>2H-CrTe₂</td>
<td>0.59 (D)</td>
<td>0.56 (D)</td>
<td>0.52 (D)</td>
<td>0.49 (D)</td>
<td>0.47 (D)</td>
</tr>
<tr>
<td>2H-GeO₂</td>
<td>1.77 (I)</td>
<td>1.57 (I)</td>
<td>1.37 (I)</td>
<td>1.19 (I)</td>
<td>1.00 (I)</td>
</tr>
<tr>
<td>2H-GeS₂</td>
<td>2.02 (I)</td>
<td>1.96 (I)</td>
<td>1.89 (I)</td>
<td>1.82 (I)</td>
<td>1.75 (I)</td>
</tr>
<tr>
<td>2H-GeSe₂</td>
<td>0.96 (I)</td>
<td>0.96 (I)</td>
<td>0.96 (I)</td>
<td>0.94 (I)</td>
<td>0.93 (I)</td>
</tr>
<tr>
<td>2H-HfO₂</td>
<td>1.82 (I)</td>
<td>1.78 (D)</td>
<td>1.65 (I)</td>
<td>1.41 (I)</td>
<td>1.19 (I)</td>
</tr>
<tr>
<td>2H-HfS₂</td>
<td>0.10 (I)</td>
<td>0.21 (I)</td>
<td>0.31 (I)</td>
<td>0.41 (I)</td>
<td>0.50 (I)</td>
</tr>
<tr>
<td>2H-MoO₂</td>
<td>1.41 (I)</td>
<td>1.15 (I)</td>
<td>0.91 (I)</td>
<td>0.70 (I)</td>
<td>0.50 (I)</td>
</tr>
<tr>
<td>2H-MoS₂</td>
<td>1.88 (I)</td>
<td>1.16 (D)</td>
<td>1.07 (D)</td>
<td>1.00 (D)</td>
<td>0.93 (D)</td>
</tr>
<tr>
<td>2H-MoSe₂</td>
<td>0.71 (I)</td>
<td>0.79 (I)</td>
<td>0.80 (I)</td>
<td>0.80 (I)</td>
<td>0.79 (I)</td>
</tr>
<tr>
<td>2H-MoTe₂</td>
<td>1.82 (I)</td>
<td>1.78 (D)</td>
<td>1.65 (I)</td>
<td>1.41 (I)</td>
<td>1.19 (I)</td>
</tr>
<tr>
<td>2H-ScO₂</td>
<td>1.12 (I)</td>
<td>1.13 (I)</td>
<td>1.15 (I)</td>
<td>1.16 (I)</td>
<td>1.17 (I)</td>
</tr>
<tr>
<td>2H-ScS₂</td>
<td>0.48 (I)</td>
<td>0.50 (I)</td>
<td>0.50 (I)</td>
<td>0.50 (I)</td>
<td>0.49 (I)</td>
</tr>
<tr>
<td>2H-ScSe₂</td>
<td>0.31 (I)</td>
<td>0.34 (I)</td>
<td>0.36 (I)</td>
<td>0.38 (I)</td>
<td>0.37 (I)</td>
</tr>
<tr>
<td>2H-ScTe₂</td>
<td>0.83 (I)</td>
<td>0.69 (I)</td>
<td>0.57 (I)</td>
<td>0.43 (I)</td>
<td>0.31 (I)</td>
</tr>
<tr>
<td>2H-SnO₂</td>
<td>1.50 (I)</td>
<td>1.53 (D)</td>
<td>1.44 (D)</td>
<td>1.34 (D)</td>
<td>1.26 (D)</td>
</tr>
<tr>
<td>2H-SnS₂</td>
<td>0.11 (I)</td>
<td>0.17 (I)</td>
<td>0.24 (I)</td>
<td>0.31 (I)</td>
<td>0.39 (I)</td>
</tr>
<tr>
<td>2H-SnSe₂</td>
<td>0.14 (I)</td>
<td>0.15 (I)</td>
<td>0.16 (I)</td>
<td>0.17 (I)</td>
<td>0.24 (I)</td>
</tr>
<tr>
<td>2H-Te₂</td>
<td>1.16 (I)</td>
<td>1.16 (D)</td>
<td>1.27 (I)</td>
<td>1.38 (I)</td>
<td>1.54 (I)</td>
</tr>
<tr>
<td>2H-VSe₂</td>
<td>0.16 (I)</td>
<td>0.23 (I)</td>
<td>0.29 (I)</td>
<td>0.32 (I)</td>
<td>0.36 (I)</td>
</tr>
<tr>
<td>2H-WO₂</td>
<td>1.93 (I)</td>
<td>1.63 (I)</td>
<td>1.36 (I)</td>
<td>1.10 (I)</td>
<td>0.87 (I)</td>
</tr>
<tr>
<td>2H-WS₂</td>
<td>1.55 (I)</td>
<td>1.61 (I)</td>
<td>1.54 (D)</td>
<td>1.43 (D)</td>
<td>1.32 (D)</td>
</tr>
<tr>
<td>2H-ZrO₂</td>
<td>0.87 (I)</td>
<td>0.87 (I)</td>
<td>0.88 (I)</td>
<td>0.84 (I)</td>
<td>0.82 (I)</td>
</tr>
<tr>
<td>2H-ZrS₂</td>
<td>0.69 (I)</td>
<td>0.70 (I)</td>
<td>0.70 (I)</td>
<td>0.70 (I)</td>
<td>0.69 (I)</td>
</tr>
<tr>
<td>2H-ZrSe₂</td>
<td>0.18 (I)</td>
<td>0.29 (I)</td>
<td>0.38 (I)</td>
<td>0.44 (I)</td>
<td>0.45 (I)</td>
</tr>
<tr>
<td>1T-GeO₂</td>
<td>4.07 (I)</td>
<td>3.81 (I)</td>
<td>3.56 (I)</td>
<td>3.31 (I)</td>
<td>3.06 (I)</td>
</tr>
<tr>
<td>1T-GeS₂</td>
<td>0.48 (I)</td>
<td>0.53 (I)</td>
<td>0.57 (I)</td>
<td>0.61 (I)</td>
<td>0.64 (I)</td>
</tr>
<tr>
<td>1T-GeSe₂</td>
<td>0.26 (I)</td>
<td>0.40 (I)</td>
<td>0.52 (I)</td>
<td>0.64 (I)</td>
<td>0.75 (I)</td>
</tr>
<tr>
<td>1T-HfO₂</td>
<td>4.63 (I)</td>
<td>4.65 (I)</td>
<td>4.66 (I)</td>
<td>4.65 (I)</td>
<td>4.56 (I)</td>
</tr>
<tr>
<td>1T-HfS₂</td>
<td>0.90 (I)</td>
<td>1.04 (I)</td>
<td>1.16 (I)</td>
<td>1.27 (I)</td>
<td>1.38 (I)</td>
</tr>
<tr>
<td>1T-HfSe₂</td>
<td>0.69 (I)</td>
<td>0.70 (I)</td>
<td>0.72 (I)</td>
<td>0.75 (I)</td>
<td>0.77 (I)</td>
</tr>
<tr>
<td>1T-NbO₂</td>
<td>1.30 (I)</td>
<td>1.24 (I)</td>
<td>1.18 (I)</td>
<td>1.11 (I)</td>
<td>1.05 (I)</td>
</tr>
<tr>
<td>1T-NbS₂</td>
<td>0.35 (I)</td>
<td>0.48 (I)</td>
<td>0.55 (I)</td>
<td>0.60 (I)</td>
<td>0.65 (I)</td>
</tr>
<tr>
<td>1T-NbSe₂</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>1T-PtO₂</td>
<td>2.51 (I)</td>
<td>2.44 (I)</td>
<td>2.32 (I)</td>
<td>2.19 (I)</td>
<td>1.98 (I)</td>
</tr>
<tr>
<td>1T-PtS₂</td>
<td>0.56 (I)</td>
<td>0.56 (I)</td>
<td>0.56 (I)</td>
<td>0.56 (I)</td>
<td>0.56 (I)</td>
</tr>
<tr>
<td>1T-PtSe₂</td>
<td>0.14 (I)</td>
<td>0.14 (I)</td>
<td>0.14 (I)</td>
<td>0.14 (I)</td>
<td>0.14 (I)</td>
</tr>
<tr>
<td>1T-PtTe₂</td>
<td>0.10 (I)</td>
<td>0.10 (I)</td>
<td>0.10 (I)</td>
<td>0.10 (I)</td>
<td>0.10 (I)</td>
</tr>
<tr>
<td>1T-PtO₂</td>
<td>0.55 (I)</td>
<td>0.55 (I)</td>
<td>0.55 (I)</td>
<td>0.55 (I)</td>
<td>0.55 (I)</td>
</tr>
<tr>
<td>1T-PtS₂</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
</tr>
<tr>
<td>1T-PtSe₂</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
</tr>
<tr>
<td>1T-PtTe₂</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
<td>0.15 (I)</td>
</tr>
</tbody>
</table>

The character in the parentheses denotes whether the gap is indirect (I) or direct (D).
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exciton masses along the two natural directions (we show both the direct and indirect exciton mass whether the material has direct or indirect gap).

### 3.6. Dielectric Function

The dielectric function is one of the most important material response functions. It relates the strength of an externally applied field to the total (screened) field in the material. In particular, it determines the strength of the electron–electron interaction and is a key ingredient in calculations of electronic states such as QP band structures and excitons.

For many purposes it is not necessary to know the precise spatial variation of the induced potentials but only its average value over a unit cell. The relation between the external potential and the averaged total potential is described by the macroscopic dielectric function, which can be obtained from the microscopic dielectric function according to

\[
\frac{1}{\epsilon_{\text{M}}(\mathbf{q}, \omega)} = \epsilon_{\text{G}\rightarrow a\mathbf{G}+\mathbf{q}}(\mathbf{q}, \omega)
\]

Here, \(\epsilon_{\text{G}\rightarrow a\mathbf{G}+\mathbf{q}}(\mathbf{q}, \omega)\) is the plane wave representation of the inverse microscopic dielectric function, which is a standard output of many electronic structure codes. For bulk semiconductors one usually refers to the \(q = 0\) and \(\omega = 0\) limit of \(\epsilon_{\text{M}}\) as the dielectric constant.

In the case of a 2D material, eq 5 must be generalized as there is no natural unit cell over which to perform the average of the total field. If one restricts the averaging region to a slab of width \(d\) containing the 2D material, one arrives at the following expression:\n
\[
\frac{1}{\epsilon_{\text{M}}(\mathbf{q})} = \frac{2}{d} \sum_{\mathbf{G}} \mathcal{e}_{\mathbf{G}} \sin(q_d d/2) \frac{1}{\epsilon_{\text{G}\rightarrow a\mathbf{G}+\mathbf{q}}(\mathbf{q})}
\]

We note that because of the averaging procedure, \(\epsilon_{\text{M}}^{2D}\) takes the finite thickness of the material into account. We therefore refer to it as a quasi-2D dielectric function to distinguish it from a mathematically strict 2D quantity where the third dimension has been integrated out. As discussed in ref 43, \(\epsilon_{\text{M}}^{2D}(\mathbf{q}=0) = 1\), which implies that long wavelength perturbations are not screened by the 2D material at all. In particular, there is no direct analogue of the dielectric constant in 2D; any realistic model for screening in 2D materials must be \(\mathbf{q}\)-dependent.

We have calculated \(\epsilon_{\text{M}}^{2D}(\mathbf{q})\) along the \(\Gamma\rightarrow M\) and \(\Gamma\rightarrow K\) directions for the 51 stable 2D semiconductors. We have found that this quantity is almost isotropic within the plane of the monolayer. The thickness of the averaging region has been set to \(d = 2h\), where \(h\) is the thickness of the layer, but as shown in ref 43, the dielectric function is not very sensitive to this value; in particular, it is not very sensitive for the most important regime of \(q < 1/d\).

As an example, Figure 2 shows the static macroscopic dielectric function of 2H-MoS\(_2\). The linear increase for small \(q\) followed by a maximum and then a monotonic decrease toward 1 in the large \(q\) limit is characteristic for all 2D semiconductors. For comparison we also show the dielectric function of bulk MoS\(_2\) for the same in-plane \(q\) vectors. To continue with the discussion in section 2.2, we note that it is the strong \(q\)-dependence of \(\epsilon_{\text{M}}^{2D}\) for small \(q\) that is responsible for the very slow \(k\)-point convergence of the GW calculations.

To illustrate the variation in the dielectric properties of the monolayers, we show the slope of \(\epsilon_{\text{M}}^{2D}(\mathbf{q})\) at \(q = 0\) in Figure 12. Not surprisingly, the variation correlates well with the size of the electronic band gaps, also shown in the figure: large band gap materials have smaller dielectric function and vice versa. The slopes of the macroscopic dielectric function are listed in Table 5.

### 3.7. Excitons

One of the most characteristic features of atomically thin 2D semiconductors is the large binding energy of excitons.\(^{5,41,64}\) The reason for this is the reduced screening due to the lower dimension which yields a stronger attraction between electrons and holes (see discussion in previous section). The conventional method for calculating exciton binding energies from first-principles is the Bethe–Salpeter equation (BSE). The BSE is computationally highly demanding and not suited for large-scale studies such as the present work. Instead, we use a recently developed 2D Mott–Wannier model for excitons that requires only the exciton effective mass and the quasi-2D dielectric function as input. In real space, the model takes the form of a 2D Schrödinger equation

\[
-\frac{1}{2\mu_{\text{ex}}} \nabla_2^2 + V_2(\mathbf{r}) \Psi(\mathbf{r}) = E_{\text{ex}} \Psi(\mathbf{r})
\]

where \(\mu_{\text{ex}}\) is the effective exciton mass and \(V_2(\mathbf{r})\) is the \(1/r\) Coulomb interaction between the electron and the hole screened by the nonlocal \(\epsilon_{\text{M}}^{2D}\). The model has been benchmarked against full BSE calculations for 2H-MoS\(_2\) and 2H-WS\(_2\) and the results were found to deviate by less than 0.1 eV.

The four basic assumptions behind the Mott–Wannier exciton model are (i) isotropic exciton masses, (ii) parabolic band structures close to the fundamental gap, (iii) the exciton is well-described by transitions between the valence and conduction band only, and (iv) the valence and conduction band
wave functions are uniformly distributed over the layer, i.e. their profile along z can be approximated by a step function. While the dielectric functions were found to be very nearly isotropic for all materials, this is not the case for the exciton masses, see Figure 11c. While it is possible to modify the model to allow for anisotropic masses, we here limit ourselves to the materials with isotropic exciton masses. The exciton binding energies obtained from the model are shown as the dark region on the top of the...
bars in Figure 13 (see also Table 5). The total height of the bar represents the G0W0 calculated QP gap. For direct (indirect) band gap materials, we have used the direct (indirect) exciton mass in the model.

In accordance with earlier experimental and theoretical studies, we find strong exciton binding energies on the order of 20−30% of the band gap. In general, materials with larger QP band gaps have more strongly bound excitons. This follows from the correlation between the size of the band gap and the dielectric function in Figure 12: larger band gap implies a smaller dielectric function and thus a stronger electron−hole interaction. In Table 6, we compare our calculated exciton binding energies with optical data from experiments. We find good agreement for MoS2, MoSe2, and WSe2, while the agreement is less satisfactory for MoTe2 and WS2. It should be noted, however, that the experimental exciton binding energy for MoTe2 was obtained as the difference between the calculated G0W0 band gap and the position of the optical photoluminescence peak. Thus, inaccuracies in the G0W0 band gap as well as substrate effects on the measured photoluminescence peak could explain the disagreement.

4. CONCLUSIONS

We have presented a detailed electronic structure study of 51 monolayer transition-metal dichalcogenides and -oxides. The 51 monolayers were chosen out of an initial set of 216 compounds as those having a finite band gap and a negative heat of formation. The calculated properties include the LDA band structure for in-plane lattice constants in a range around the equilibrium structure, the quasiparticle band structure at the equilibrium lattice constant evaluated in the G0W0 approximation and including spin−orbit coupling, the absolute positions of the conduction and valence band edges relative to vacuum, the effective electron and hole masses, and the static q-dependent dielectric functions. As an example, we showed how the computed data, in this case the effective masses and dielectric functions, can be used to obtain the lowest exciton binding energies from a 2D Mott−Wannier model.

Rather than providing a detailed account of the electronic structure of specific materials, we have chosen to focus on general trends and correlations in the electronic structure of the materials. However, because all the computed data is available in an open database, it is straightforward to retrieve and analyze data for specific materials in greater detail. We are presently working to expand the database to include other 2D materials and properties. We strongly believe that such a database will be useful both for guiding experimental efforts in the search for new 2D materials and as a platform for predicting properties of more complex materials such as van der Waals heterostructures.
Figures showing the LDA and G0W0 band structures of all 51 stable nonmagnetic semiconductors and projected density of states. The Supporting Information is available free of charge on the ACS Publications website at DOI: 10.1021/acs.jpcc.5b02950.
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Tuning the Schottky Barrier at the Graphene/MoS2 Interface by Electron Doping: Density Functional Theory and Many-Body Calculations
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ABSTRACT: Using ab initio calculations we investigate the energy level alignment at the graphene/MoS₂ heterostructure and the use of electron doping as a strategy to lower the Schottky barrier and achieve a low-resistance Ohmic contact. For the neutral heterostructure, density functional theory (DFT) with a generalized gradient approximation predicts a Schottky barrier height of 0.18 eV, whereas the G$_0$W$_0$ method increases this value to 0.60 eV. While the DFT band gap of MoS₂ does not change when the heterostructure is formed, the G$_0$W$_0$ gap is reduced by 0.30 eV as a result of the enhanced screening by the graphene layer. In contrast to the case of metal substrates, where the band alignment is governed by Pauli repulsion-induced interface dipoles, the graphene/MoS₂ heterostructure shows only a negligible interface dipole. As a consequence, the band alignment at the neutral heterostructure is not changed when the two layers are brought into contact. We systematically follow the band alignment as a function of doping concentration and find that the Fermi level of the graphene crosses the MoS₂ conduction band at a doping concentration of around 10¹² cm⁻². The variation of the energy levels with doping concentration is shown to be mainly governed by the electrostatic potential resulting from the doping charge.

INTRODUCTION

Atomically thin two-dimensional (2D) materials such as graphene and transition-metal dichalcogenides (TMDs) are presently being intensively investigated because of their unique and easily tunable properties, which make them promising candidates for next-generation (opto)electronics devices. The TMDs, with the chemical formula MX₂ (X = S, Se, Te; M = transition metal), represent a particularly interesting class of 2D semiconductors that can be exfoliated from the bulk or grown by chemical vapor deposition, similar to the methods used to produce graphene.¹,² However, in contrast to the semimetal graphene, several TMDs possess a finite band gap. Combined with their strong interaction with light,³ resulting from the direct nature of the band gap and the large oscillator strength between valence-band and conduction-band states, this has recently opened the possibility of using these novel 2D materials for a range of applications including ultrathin field-effect transistors (FETs),⁴ optical sensors,⁵ and solar cells.⁶

With intrinsic room-temperature mobilities of around 400 cm² V⁻¹ s⁻¹ and current on/off ratios exceeding 10⁸,⁷ monolayer MoS₂ has great potential as a channel material in ultrathin FET devices. Unfortunately, because of the Fermi level pinning at the metal/MoS₂ interface,¹ some metals form Schottky contacts to MoS₂ preventing efficient electron injection/erection. As a consequence, the transport properties of two-terminal metal–MoS₂–metal devices are often limited by the contact resistance rather than the intrinsic resistance of the MoS₂ channel. This makes the search for low-contact-resistance materials one of the most important challenges in the field of 2D electronics.⁸⁻¹¹

Recent experiments have demonstrated good electrical contacts between graphene and few-layer MoS₂.¹²,¹³ Moreover, the tunability of the graphene work function, e.g., by electrostatic doping,¹⁴ can be exploited to adjust the graphene Fermi level to the MoS₂ conduction band minimum (CBM) to completely remove the Schottky barrier at the interface. Supposedly, the use of work-function-tuned graphene electrodes is not limited to MoS₂ but could be used to achieve low-resistance contacts to other 2D materials, thus paving the road for all-2D integrated circuits.¹⁵

Previous studies have used density functional theory (DFT) to investigate the Schottky barrier of the graphene/MoS₂ heterostructure. Yu et al.¹³ demonstrated that the Schottky barrier height (SBH) of 0.4 eV can be removed by decreasing the graphene work function using an electric field. Furthermore, Leong et al.¹⁶ showed that the SBH can be reduced by using a nickel-etched graphene electrode because of its lower work function compared with graphene. In general, the relative change in the SBH is correctly described by DFT, although the absolute SBH is questionable.

Experience from metal/molecule interfaces has shown that image-charge screening can induce significant shifts in the
molecular energy levels when a molecule is weakly physisorbed on a metal surface.17 Typically, this effect reduces the energy gap between the occupied and empty energy levels by an amount that scales as $1/d$, where $d$ is the distance to the surface. Naively, one could expect that this effect would not be relevant for a 2D crystal since the potential associated with an electron/hole state delocalized over the crystal area $A$ vanishes in the limit $A \to \infty$. However, the delocalized wave function is just a probability amplitude, and in reality the electron has a definite, albeit unknown, position within the 2D material. Consequently, the field associated with the negative point-charge electron will be screened by the substrate, and this lowers its energy. Previous $GW$ calculations have indeed shown the effect for hexagonal boron nitride adsorbed on graphite,18 and it was recently demonstrated experimentally for WS$_2$ on graphite.19 Importantly, the image-charge effect is completely missed by all of the standard exchange–correlation (xc) functionals, including hybrids.20 Consequently, many-body methods like the $GW$ approximation must be applied for predictive modeling of the energy level alignment at 2D interfaces.

In this paper we present a detailed first-principles analysis of the mechanism governing the energy level alignment at the graphene/MoS$_2$ interface. We find that as a result of the small wave function overlap, an insignificant dipole is formed at the interface. This is qualitatively different from metal/MoS$_2$ contacts where Pauli repulsion leads to the formation of significant interface dipoles that in turn govern the level alignment. Instead, we show that the level alignment at the neutral graphene/MoS$_2$ interface can be obtained by aligning the vacuum levels for the isolated layers and correcting the MoS$_2$ band edges by $\pm 0.15$ eV to account for the image-charge effect. Our $G_0W_0$ calculations then predict an SBH of 0.60 eV, in good agreement with recent experiments.21,22 For the doped interface, the MoS$_2$ band edges and the graphene states must also be shifted to account for the change in the electrostatic potential created by the doping charge. When this is done, the band alignment for different doping concentrations can be accurately described without having to perform a calculation for the heterostructure.

### COMPUTATIONAL METHODS

All of the calculations were performed with the GPAW electronic structure code.23 DFT calculations used a plane-wave basis set with a cutoff energy of 600 eV. Unless otherwise stated, the Perdew–Burke–Ernzerhof (PBE) xc functional was employed. To compensate for the lattice mismatch between MoS$_2$ ($a = 3.16$ Å) and graphene ($a = 2.46$ Å), we used a supercell comprising 4 × 4 primitive MoS$_2$ cells and 5 × 5 primitive graphene cells (see Figure 1a). For this supercell the lattice mismatch is reduced to 1.9%. It should be noted that graphene is stretched to match the MoS$_2$ lattice constant. The resulting increase of 0.17 eV in the graphene work function due to the strain has been corrected in all the figures and tables presented in the paper. To simulate electron doping, a Jellium slab with a thickness of 1 Å was employed to work as an electrostatic gate. The Jellium slab was placed 5 Å away from the graphene sheet of the heterostructure (see Figure 2a). For the graphene/MoS$_2$ heterostructure, the added charge is localized on the graphene as long as the Fermi level is below the MoS$_2$ conduction band.

The $G_0W_0$ calculations15 were performed for graphene, monolayer MoS$_2$, and the graphene/MoS$_2$ heterostructure using a minimal unit cell. For the heterostructure we used four different lattice constants ranging from 2.46 to 3.16 Å, corresponding to relaxed graphene and relaxed MoS$_2$, respectively. The GW self-energy was calculated from the PBE single-particle wave functions and energies. The plane-wave cutoff used to represent the screened interaction and self-energy was varied between 200 and 300 eV and extrapolated to infinite cutoff.18 The frequency dependence was represented on a nonlinear grid, thereby avoiding the use of a plasmon-pole approximation. We used a truncated Coulomb interaction to avoid screening from periodically repeated layers24 and a 30 × 30 k-point grid to sample the 2D Brillouin zone.

### RESULTS AND DISCUSSION

Binding energy curves for the graphene/MoS$_2$ heterostructure were calculated using the PBE, local density approximation (LDA), and van der Waals density functional 2 (vdW-DF2) xc functionals (see Figure 1b). While PBE does not predict any binding, the LDA and vdW-DF2 functionals predict binding distances of 3.3 and 3.4 Å, respectively, in agreement with previous findings.25 In this work, we used a binding distance of 3.4 Å, but our conclusions are not too sensitive to the exact binding distance.

In Figure 2a we show $\Delta n$, the change in the electron density upon formation of the heterostructure, which is given by

$$\Delta n = n_{\text{[graphene/MoS}_2]} - n_{\text{[graphene]}} - n_{\text{[MoS}_2]}$$

(1)

The induced density is shown for doping concentrations of zero (solid line) and $3 \times 10^{12}$ cm$^{-2}$ (dashed line). The electron density is redistributed from the graphene toward the MoS$_2$ layer. However, the charge transfer is quite small, and the resulting surface dipole is 3 orders of magnitude smaller than
that of the Au/MoS2 contact.\textsuperscript{7} As a consequence, the charge redistribution at the interface does not change the electronic structure. This is evident from the density of states (DOS) shown in Figure 2b. The DOS of the heterostructure simply equals the sum of the DOS of the isolated layers. The energy scales are aligned relative to the vacuum level, which is taken as the asymptotic value of the Hartree potential in the vacuum region. As the DOS is calculated with PBE, the band gap of MoS2 is only 1.73 eV, which is significantly smaller than the experimental quasi-particle gap of 2.5–2.7 eV.\textsuperscript{26,27} Furthermore, PBE does not predict a change in the MoS2 band gap when MoS2 is combined with graphene. This reflects the inability of the PBE functional to capture the image-charge effect, as will be discussed below.

To obtain a more realistic description of the band alignment at the interface, we performed $G_0W_0$ band structure calculations. Because of the computational cost of such calculations, we considered lattice-matched heterostructures using four different lattice constants ranging from 2.46 Å (the graphene lattice constant) to 3.16 Å (the MoS2 lattice constant). While the band structures vary significantly with lattice constant, we consistently observe that the MoS2 band gap is reduced symmetrically by around 0.3 eV relative to the band gap of isolated MoS2 with the same lattice constant. The image-charge band-gap renormalization is illustrated in Figure 3a. Taken together with the observation that the formation of the heterostructure does not lead to interface dipoles or hybridization-driven band structure effects, this implies that the band structure of the heterostructure can be obtained by superimposing the $G_0W_0$ band structures of the isolated layers calculated for their respective equilibrium structures, aligned relative to a common vacuum level and with the MoS2 band edges shifted by $\pm 0.15$ eV to account for the image-charge effect.

The $G_0W_0$ band structure of the graphene/MoS2 heterostructure is shown in Figure 3b, and the energy level positions aligned to the vacuum are listed in Table 1. We obtain a graphene work function of 4.29 eV using PBE, while $G_0W_0$ gives a work function of 4.45 eV. The latter is in perfect agreement with the experimental value.\textsuperscript{14} For freestanding MoS2, the $G_0W_0$ band gap of 2.73 eV is in good agreement with experiments,\textsuperscript{26,27} and the value is further reduced to 2.43 eV when MoS2 is contacted with graphene because of the enhanced screening. The distance from the graphene Dirac point to the MoS2 conduction band minimum (i.e., the SBH) is

---

Table 1. Energy Level Positions Aligned to the Vacuum for the MoS2 before and after Contacting Graphene (Gr) Calculated with PBE and $G_0W_0$, Along with the SBH $\Phi_{SB}$ (All Energies Are in Units of eV)

<table>
<thead>
<tr>
<th></th>
<th>$E_F$</th>
<th>CBM</th>
<th>VBM</th>
<th>band gap</th>
<th>$\Phi_{SB}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gr isolated/Gr-contacted MoS2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE</td>
<td>−4.29</td>
<td>−4.11</td>
<td>−5.84</td>
<td>1.73/1.73</td>
<td>0.18</td>
</tr>
<tr>
<td>$G_0W_0$</td>
<td>−4.45</td>
<td>−3.70</td>
<td>−6.43</td>
<td>2.73/2.43</td>
<td>0.60</td>
</tr>
</tbody>
</table>

---
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Figure 2. (a) Change in the electron density per supercell upon formation of the graphene/MoS2 heterostructure. The induced densities for both the neutral and n-doped (3×10^{12} \text{ cm}^{-2}) systems are shown. In the doped case, the Jellium slab was placed 5 Å away on the graphene side, as indicated by the gray bar. (b) Density of states (DOS) of isolated MoS2 and graphene compared to the DOS of the graphene/MoS2 heterostructure.

Figure 3. (a) Schematic of the image-charge band-gap renormalization. When a 2D semiconductor is placed on a (sem)metallic surface, the quasiparticle energy levels are shifted toward the Fermi level as a consequence of the enhanced screening. For MoS2 on graphene, the band gap is reduced by 0.30 eV. (b) $G_0W_0$ band structures of free-standing graphene, MoS2, and MoS2 on graphene.
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0.18 eV with PBE and 0.60 eV with G0W0. This is again in good agreement with the recently reported experimental value of 0.5 eV based on electron tunneling measurements on graphene/hBN/MoS2 van der Waals heterostructures\textsuperscript{21} and the value of 0.32 eV obtained from scanning tunneling spectroscopy of MoS2 on graphite.\textsuperscript{22}

Although PBE severely underestimates the band gap of MoS2, the SBH of 0.18 eV is in reasonable agreement with G0W0 and experiments. We therefore performed PBE calculations to study the evolution of the band alignment as a function of doping concentration. As we will show, the change in the band alignment induced by the doping is a purely electrostatic effect that should be well-described by DFT using PBE. In the left panel of Figure 4 we show the dependence of the graphene Dirac point and Fermi level on the doping concentration for isolated graphene. In agreement with earlier work, we find that the graphene work function is highly dependent on the doping level.\textsuperscript{23,24} The band edges of pristine MoS2 are indicated by the gray-shaded regions. The right panel of Figure 4 shows the band alignment for the doped heterostructure. At doping concentrations of around $1 \times 10^{12}$ cm$^{-2}$, the Fermi level crosses the MoS2 CBM. After this point, any additional electrons reside in both the graphene and the MoS2 layer.

The variation of the energy levels with doping concentration shown in Figure 4b is governed by the electrostatic potential associated with the dopant electrons. For n-type doping, the Fermi level is shifted above the Dirac point as a result of the band filling. Meanwhile, the positions of all of the graphene energy levels are shifted up by an amount given by the local electrostatic potential due to the dopant electrons at the graphene layer (see Figure 5). The shift due to the local potential is denoted by $\Delta V$. Similarly, the MoS2 states are shifted by the magnitude of $\Delta V$ at the position of the MoS2 layer. The potential created by the dopant electrons in the graphene is naturally larger in the region of graphene than in the region of MoS2. This is the reason why the Dirac point shows a slightly stronger variation with doping than the MoS2 band edges for doping concentrations below $1 \times 10^{12}$ cm$^{-2}$. When the Fermi level enters the MoS2 CBM, the additional dopant electrons are shared between the graphene and MoS2. As a consequence, the increase in the MoS2 band edges with doping concentration becomes slightly stronger at this point, and the increase in the Dirac point becomes slightly weaker. This can be seen as small kinks in the band energies versus doping in Figure 4b.

Figure 6 shows the change in the position of the Fermi level relative to the MoS2 CBM (i.e., the change in SBH) upon formation of the heterostructure as a function of the graphene work function (red curve). A slope of zero corresponds to perfect tunability of the level alignment, whereas a slope of 1 corresponds to complete Fermi level pinning. It should be noted that for pristine graphene the shift is essentially zero because of the negligible interface dipole, as discussed earlier in this paper. For finite doping concentrations, the change in the SBH is governed by the electrostatic potential of the dopant electrons. To show this more clearly, we have also plotted the change in the SBH after correction for the difference in the dopant-induced electrostatic potential $\Delta V$ at the graphene and MoS2 layers (blue curve). To obtain this correction, $\Delta V$ was
determined from a DFT-PBE calculation on isolated doped graphene. For doping concentrations below 1×10^{12} \text{cm}^{-2}, the electrostatically corrected band edges are in perfect agreement with those obtained from the full heterostructure calculation. For higher doping concentrations, the small deviation is due to the fact that the additional dopant electrons are shared between graphene and MoS_{2} as shown in Figure 2a for the n-doped case.

Finally, in Figure 6 we also show for comparison the changes in the SBH for MoS_{2} on different metal surfaces. Although the trend is similar to the case of doped graphene, we stress that the origin of the change in the SBH is very different: while for doped graphene the effect is a result of the electrostatic potential of the charged graphene layer, the pinning effect in the metals is due to the formation of an interface dipole stemming from the Pauli repulsion between the metal and MoS_{2} wave functions.

**CONCLUSIONS**

We have presented a systematic study of the energy band alignment at a graphene/MoS_{2} heterostructure using DFT and many-body G_{0}W_{0} calculations. For the neutral interface, the image-charge effect reduces the MoS_{2} band gap by 0.30 eV, resulting in a Schottky barrier of 0.60 eV, in good agreement with experiments. In contrast to metal/MoS_{2} contacts, the graphene/MoS_{2} interface presents a negligible interface dipole, implying that the band alignment at the interface can be obtained from the freestanding layers by aligning the vacuum levels. By doping of the graphene layer, the SBH can be tuned to some extent. However, despite the absence of a significant interface dipole, some degree of Fermi level pinning arises because of the electrostatic potential associated with the dopant electrons, which partially ties the energy of the MoS_{2} states to the graphene Fermi level. Nevertheless, the Schottky barrier disappears for doping concentrations of around 10^{12} \text{cm}^{-2}, showing that doping control indeed provides an opportunity to realize low contact resistance for TMD-based devices.
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Efficient $GW$ calculations on two-dimensional materials using accurate long wavelength limit of the screened potential
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Calculating the quasiparticle (QP) band structure of two-dimensional (2D) materials within the $GW$ self-energy approximation has proven to be a rather demanding computational task. The main reason is that the strong $q$-dependence of the 2D dielectric function around $q = 0$ calls for a much denser sampling of the Brillouin zone than is necessary for similar 3D solids. Here we use an analytical expression for the small $q$-limit of the 2D response function to perform the BZ integral over the critical region around $q = 0$. This drastically reduces the requirements on the $q$-point mesh and implies a significant computational speed-up. For example, in the case of monolayer MoS$_2$, convergence of the $G_0W_0$ band gap to within $\sim 0.1 \text{eV}$ is achieved with $12 \times 12 q$-points rather than the $36 \times 36$ mesh required with standard techniques. We obtain a converged $G_0W_0$-LDA band gap of MoS$_2$ of 2.44 eV which increases to 2.75 eV in $GW_0$. The method also explicitly accounts for dielectric anisotropy and we therefore also test the method on the highly anisotropic material phosphorene, a 2D allotrope of black phosphorous, and well-converged results for the QP band gap for this material is also reported.

PACS numbers: 71.15.Dx, 71.15.Qe, 73.22.-f

I. INTRODUCTION

The past few years have witnessed an explosion in research on atomically thin two-dimensional (2D) materials. Of particular interest are the 2D semiconductors including the family of transition metal dichalcogenides, which have been found to exhibit a number of unique opto-electronic properties.\textsuperscript{1–7} Of fundamental importance for understanding and predicting the opto-electronic properties is the electronic band structure of the material. The $GW$ method,\textsuperscript{8,9} introduced by Hedin\textsuperscript{10} in 1965 and first applied to real solids in an ab-initio framework by Hybertsen and Louie\textsuperscript{11} and Godby, Sham, and Schlüter,\textsuperscript{12} has become the “gold standard” for calculating quasi-particle (QP) band structures. Over the years its performance has been thoroughly established for bulk materials\textsuperscript{13–15} and more recently also for molecules.\textsuperscript{16–19} In comparison, critical assessments of the accuracy and numerical convergence of $GW$ calculations for 2D materials are rather scarce.\textsuperscript{20–23} These studies have shown that (i) it is essential to use a truncated Coulomb interaction to avoid long range screening between periodically repeated layers which reduces the QP band gap, and (ii) when a truncated Coulomb interaction is used, the convergence of the $GW$ calculation with respect to the number of $k$-points becomes much slower than is the case for similar bulk systems.

The slow $k$-point convergence of the $GW$ band structure is directly related to the nature of electronic screening in 2D which is qualitatively different from the well known 3D case.\textsuperscript{24,25} Specifically, while the dielectric function, $\varepsilon(q)$, of bulk semiconductors is approximately constant for small wave vectors, the dielectric function of a 2D semiconductor varies sharply as $q \to 0$.\textsuperscript{20,21} As a consequence, the number of $q$-points required to obtain a proper sampling of the screened interaction $W(q)$ over the Brillouin zone (BZ) is much higher for the 2D material than what would be anticipated from the 3D case. For example, the band gap of bulk MoS$_2$ is converged to within $\sim 0.1 \text{eV}$ with an in-plane $k$-point grid of $12 \times 12$ while the same accuracy for monolayer MoS$_2$ requires a grid of $36 \times 36$ when standard BZ sampling schemes are applied.

Here we show that the slow $k$-point convergence of the $GW$ self-energy in 2D materials can be alleviated by performing the BZ integral of $W(q)$ analytically in the critical region around $q = 0$ where $\varepsilon(q)$ varies most strongly. The analytical expression for $W(q)$ is obtained from a lowest order expansion in $q$ of the head, $\chi^{(0)}_{00}(q)$, and wings, $\chi^0_{\alpha\beta}(q)$, of the non-interacting density response function. This simple scheme reduces the required number of $q$-points by an order of magnitude without loss of accuracy.

II. GW SELF-ENERGY IN 2D

We split the $GW$ self-energy into the exchange and correlation part, respectively. The former does not present particular problems in 2D materials and is performed using a Wigner-Seitz truncated Coulomb interaction as described elsewhere.\textsuperscript{26} In a plane wave expansion the corre-
lation part of the self-energy takes the form \[ \langle n_k | \Sigma^c(\omega) | n'_k \rangle = \frac{i}{2\pi V} \int_{BZ} dq \sum_{GG'} \int_{-\infty}^{\infty} d\omega' W_{GG'}(q, \omega) \times \sum_n \frac{[\rho_{n,k}^{m+k+q}(G)][\rho_{n',k}^{m,k+q}(G')]^*}{\omega - \omega' - \epsilon_{m+k} - \mu + i\eta \text{sgn}(\epsilon_{m+k+q} - \mu)}, \] for all factors, except 1/\(q^2\), can be assumed to be constant and the integral can be performed analytically over a sphere centred at \(q = 0\), \[ \frac{4\pi}{|G + q|^2} \left[ 1 - e^{-|q_L + G_{\parallel}|L/2} \cos(|G_{\parallel}|L/2) \right], \]

where we have assumed an isotropic material for simplicity (in general \(\alpha\) will depend on the direction of \(q\)).

Some examples of macroscopic dielectric functions for a representative set of 2D semiconductors are shown in Figure 1 (see Ref. 21 for a precise definition of this quantity). The linear form (6) is clearly observed in the small \(q\) regime. Importantly, if we use the same strategy for evaluating the BZ integral in Eq. (1) as in 3D, i.e. approximating the integral by a mean value average on the discrete \(q\)-point grid and replacing \(q = 0\) term of the bare Coulomb potential by its analytical integral over a small sphere, we obtain zero contribution for the \(q = 0\) term. This is because \(\varepsilon_{00}(0) - 1 = 0\), see Eq. (2). On the other hand, by comparing Eqs. (6) and (2), and using the asymptotic form \(\varepsilon_{00}^{3D}(q) \approx \frac{2\pi}{q^2}\) for the truncated Coulomb interaction, it follows that \(\varepsilon_{00}(q) \approx \frac{2\pi}{q^2} L/\alpha\) for small \(q\) (assuming an isotropic material).
In Appendix A we show, following an analysis similar to that of Ref. 30, that for a general non-isotropic 2D material, the small \( \mathbf{q} \) limit of the head of the screened potential takes the form

\[
\overline{W}_{00}(\mathbf{q}) = -2\pi L \frac{q \cdot Aq}{1 + |q|q \cdot Aq}. \tag{7}
\]

where \( \mathbf{q} = q/|q| \) and A is a second rank tensor which also depends on the frequency. We see that we have exactly \( \overline{W}_{00}(\mathbf{q} = 0) = -2\pi Lq \cdot Aq \). The expression \( q \cdot Aq \) is closely related to the slope of the dielectric function. In addition to Eq. (7) there are similar expressions for the wings and body of the screened interaction. When calculating the screened interaction at \( \mathbf{q} = 0 \) we use an average calculated by integrating these expressions in a small surrounding region numerically on a very fine grid (typically using an in-plane \( \mathbf{q} \)-point density of \( 6.25 \times 10^{-6} \text{Å}^2 \)).

### A. Results

To investigate how this method performs we have carried out test calculations on the three monolayers h-BN, MoS\(_2\) and phosphorene, which have quite different dielectric functions as seen on Figure 1. h-BN is a large gap dielectric with low screening ability leading to a small slope of the dielectric function at \( q = 0 \), while MoS\(_2\) has a larger dielectric function and quite steep slope at \( q = 0 \). Phosphorene has a dielectric function similar to MoS\(_2\) in size and steepness but is anisotropic with slopes varying by \( \sim 40\% \) between the two high symmetry directions, \( \Gamma \rightarrow X \) and \( \Gamma \rightarrow Y \). For the present calculations we use for h-BN a lattice constant of 3.254 Å and DFT calculations using PBE exchange-correlation (XC) functional. For MoS\(_2\) we use an in-plane lattice constant of 3.184 Å and a sulphur-sulphur distance of 3.127 Å and the LDA XC functional. For phosphorene we use an in-plane unit cell of 4.611 Å by 3.308 Å, in-plane P-P-P angle of 95.9°, layer thickness of 2.114 Å and the PBE XC functional. For all calculations the amount of surrounding vacuum has been such that the interlayer distance were in the range 10 to 15 Å. The eigenvalues and wavefunctions obtained from the DFT calculations were used as input in the the GW calculation. The DFT calculations were done using a plane wave basis with a cut-off of 600 eV, while the dielectric function and the correlation self-energy were calculated using a much smaller basis size of either 50 eV (h-BN and MoS\(_2\)) or 75 eV (phosphorene). While this cut-off might not be enough to ensure properly converged quasi-particle energies, it is adequate to describe the trends related to the \( \mathbf{k} \)-point sampling relevant for this study.

In Figure 2 we compare the analytical small \( \mathbf{q} \) expression, Eq. (7), for the head of the screened potential \( \overline{W}_{00}(\mathbf{q}) \) with the numerical values obtained using a fine and coarse \( \mathbf{k} \)-point sampling. In all the cases the \( \mathbf{q} = 0 \) value has been set to the analytical value. We notice that the screened potential falls off quickly and thus for a coarse \( \mathbf{q} \)-point sampling the \( \mathbf{q} = 0 \) contribution to the integral is by far the largest and should therefore not be neglected. Similarly, just using the exact value in

![FIG. 2: (Color online) The head of the static component of the screened potential (subtracted the bare interaction) of monolayer a) h-BN b) MoS\(_2\) and c) Phosphorene as a function of \( \mathbf{q} \) along the \( \Gamma \rightarrow M \) direction or \( \Gamma \rightarrow X \) and \( \Gamma \rightarrow Y \) in the case of phosphorene. The crosses are the numerical values obtained on a fine \( \mathbf{q} \)-point grid while the circles or triangles represent the values obtained on a coarse \( \mathbf{q} \)-point grid. The dotted line is a linear interpolation of the numerically exact values. The bars represent a simple numerical approximation to the BZ integral of \( \overline{W}_{00}(\mathbf{q}) \) performed on the coarse \( \mathbf{q} \)-point grid. The value of the screened potential for \( \mathbf{q} = 0 \) is set to the analytical result Eq. (7). The full curve, shown only inside the \( \mathbf{q} = 0 \) bar, represents the analytical small \( \mathbf{q} \) approximation, Eq. (7), and the hatched area shows its contribution to the integral.](image-url)
\( \mathbf{q} = 0 \) could also pose a problem as the contribution will be grossly overestimated due to the convex nature of potential. Using the analytical limit within the region around \( \mathbf{q} = 0 \) however appears quite reasonable, although it clearly works better for h-BN than MoS\(_2\) and phosphorene. We notice that the anisotropy of phosphorene makes \( W_{00}(\mathbf{q}) \) non-analytical at \( \mathbf{q} = 0 \) (different limit values depending on the direction of \( \mathbf{q} \)). For larger \( \mathbf{q} \) the dielectric anisotropy becomes negligible; however, because of the relatively large weight of the \( \mathbf{q} = 0 \) contribution to the BZ integral, the anisotropy should be taken into account for accurate GW calculations.

We note that a similar approach to the treatment of the \( \mathbf{q} = 0 \) term of the screened potential was suggested in Ref. 20. That particular method was based on fitting to an empirical expression for \( \varepsilon(q) \) calculated from the value at a small but finite \( \mathbf{q} \). The method outlined here is different in that an analytical expression for \( W(\mathbf{q}) \) obtained from a lowest order expansion of the head (\( \chi_{00}(\mathbf{q}) \)) and wings (\( \chi_{1G}(\mathbf{q}) \)) of the non-interacting density response function\(^\text{30} \)) and thus can be obtained without fitting or using empirical parameters. This also ensures that the effect of in-plane dielectric anisotropy is explicitly included, which is seen to be quite significant for a material like phosphorene.

In Fig. 3 we show the correlation self-energy contribution to the \( G_0W_0 \) quasiparticle band gap of monolayer h-BN, MoS\(_2\) and phosphorene as a function of \( 1/N_k \) where \( N_k \) is the total number of \( k \)-points in the BZ sampling (the \( \mathbf{q} \) point grid for the GW integration is the same as the \( k \)-point grid used in DFT). We compare the results obtained using two methods: i) neglecting the \( \mathbf{q} = 0 \) contribution to head and wings of the screened potential and ii) evaluating Eq. (7) numerically on a fine grid in the \( \mathbf{q} = 0 \) region. It is clear that method i) in all cases underestimates the correlation self-energy due to the underestimation of the screening; in order to get the band gap converged to within \( \sim 0.1 \) eV one would have to use a \( k \)-point sampling of minimum \( 30 \times 30 \) for h-BN, \( 36 \times 36 \) for MoS\(_2\) and \( 22 \times 30 \) for phosphorene. We also note that for large \( k \)-point grids the band gaps using this method converge approximately as \( 1/N_k \) as the missing contribution is almost proportional to the area of the \( \mathbf{q} = 0 \) region. Clearly, the latter approach varies significantly less with the \( k \)-point grid and in fact the gap is converged to within \( 0.2 \) eV already for a \( k \)-point grid in the order of \( 6 \times 6 \) and to within \( \sim 0.1 \) eV with a \( 12 \times 12 \) grid (in the worst case). We have performed test calculations for other 2D semiconductors and obtained similar conclusions although the number of \( k \)-points required to reach convergence within \( 0.1 \) eV following the conventional approach (\( \mathbf{q} = 0 \) term neglected) is somewhat system dependent; materials with efficient screening, e.g. MoS\(_2\) and NiS\(_2\), require larger \( k \)-point grids than materials with poor screening, e.g. h-BN and HfO\(_2\) (see Fig. 1).

As mentioned, the self-energies shown in Fig. 3 were obtained with a rather low (50 eV to 75 eV) plane wave cut-off and may not be fully converged. In Table I we report quasiparticle band gaps calculated by using self-energies obtained by a \( 1/N_{pw} \) extrapolation to the complete basis set limit using cut-off energies of up to 200 eV, which is needed to ensure proper convergence. We note that a similar approach to the treatment of the \( \mathbf{q} = 0 \) term of the screened potential was suggested in Ref. 20. That particular method was based on fitting to an empirical expression for \( \varepsilon(q) \) calculated from the value at a small but finite \( \mathbf{q} \). The method outlined here is different in that an analytical expression for \( W(\mathbf{q}) \) obtained from a lowest order expansion of the head (\( \chi_{00}(\mathbf{q}) \)) and wings (\( \chi_{1G}(\mathbf{q}) \)) of the non-interacting density response function\(^\text{30} \)) and thus can be obtained without fitting or using empirical parameters. This also ensures that the effect of in-plane dielectric anisotropy is explicitly included, which is seen to be quite significant for a material like phosphorene.

In Fig. 3 we show the correlation self-energy contribution to the \( G_0W_0 \) quasiparticle band gap of monolayer h-BN, MoS\(_2\) and phosphorene as a function of \( 1/N_k \) where \( N_k \) is the total number of \( k \)-points in the BZ sampling (the \( \mathbf{q} \) point grid for the GW integration is the same as the \( k \)-point grid used in DFT). We compare the results obtained using two methods: i) neglecting the \( \mathbf{q} = 0 \) contribution to head and wings of the screened potential and ii) evaluating Eq. (7) numerically on a fine grid in the \( \mathbf{q} = 0 \) region. It is clear that method i) in all cases underestimates the correlation self-energy due to the underestimation of the screening; in order to get the band gap converged to within \( \sim 0.1 \) eV one would have to use a \( k \)-point sampling of minimum \( 30 \times 30 \) for h-BN, \( 36 \times 36 \) for MoS\(_2\) and \( 22 \times 30 \) for phosphorene. We also note that for large \( k \)-point grids the band gaps using this method converge approximately as \( 1/N_k \) as the missing contribution is almost proportional to the area of the \( \mathbf{q} = 0 \) region. Clearly, the latter approach varies significantly less with the \( k \)-point grid and in fact the gap is converged to within \( 0.2 \) eV already for a \( k \)-point grid in the order of \( 6 \times 6 \) and to within \( \sim 0.1 \) eV with a \( 12 \times 12 \) grid (in the worst case). We have performed test calculations for other 2D semiconductors and obtained similar conclusions although the number of \( k \)-points required to reach convergence within \( 0.1 \) eV following the conventional approach (\( \mathbf{q} = 0 \) term neglected) is somewhat system dependent; materials with efficient screening, e.g. MoS\(_2\) and NiS\(_2\), require larger \( k \)-point grids than materials with poor screening, e.g. h-BN and HfO\(_2\) (see Fig. 1).

As mentioned, the self-energies shown in Fig. 3 were obtained with a rather low (50 eV to 75 eV) plane wave cut-off and may not be fully converged. In Table I we report quasiparticle band gaps calculated by using self-energies obtained by a \( 1/N_{pw} \) extrapolation to the complete basis set limit using cut-off energies of up to 200 eV, which is needed to ensure proper convergence. For these calculations we used \( 12 \times 12 \) \( k \)-points for h-BN, \( 18 \times 18 \) \( k \)-points for MoS\(_2\) and \( 10 \times 14 \) for phosphorene with the analytical integration of \( W(\mathbf{q}) \) around \( \mathbf{q} = 0 \).
TABLE I: Direct band gaps calculated by DFT, $G_0W_0$ and $GW_0$. The $GW$ calculations were performed using analytic integration of $\tilde{W}(\mathbf{q})$ around $\mathbf{q} = \mathbf{0}$ and the correlation self-energy has been extrapolated to an infinite basis set. Spin-orbit interactions were not included. The following k-point grid were used: h-BN: $12 \times 12$, 2H-MoS$_2$: $18 \times 18$ and phosphorene: $10 \times 14$.

According to Fig. 3 this is sufficient to ensure convergence to within 0.1 eV. We note that spin-orbit interactions are not included in the reported values. Inclusion of spin-orbit interactions splits the valence band of MoS$_2$ at the $K$ point by 0.15 eV thereby lowering the QP gap by around 0.07 eV.\textsuperscript{21,37} Our converged $G_0W_0@$LDA band gap of 2.4 eV and $G_0W_0@$PBE gap of 2.3 eV are both smaller than previously reported values of 2.5 eV to 2.8 eV.\textsuperscript{23,38} These have however been obtained without either a 2D truncation of the Coulomb potential or a proper treatment of the small $\mathbf{q}$ screening in 2D and also suffered from insufficient size of the k-point grids. An exception is Ref. 22 that reports a $G_0W_0@$LDA band gap for MoS$_2$ of 2.70 eV using a truncated Coulomb interaction and a calculation of the screened potential at $\mathbf{q} = \mathbf{0}$ based on the method in Ref. 20. As of now we are not sure of the reason between the disagreement between that result and the ones reported here, but we note that in Ref. 22 they used a lattice constant of MoS$_2$ of 3.15 Å. This is 0.03 Å smaller than the one used for the calculations in this study and it is expected that the band gap increases with compressive strain\textsuperscript{23,39} which could explain some of the difference. Our result of 2.4 eV is also smaller than the experimental value of 2.5 eV inferred from photo current spectroscopy.\textsuperscript{40} However, performing partially self-consistent $GW_0$ the band gap increases to 2.75 eV (2.68 eV including spin-orbit), which is again larger than the experimental value. The method of Ref. 20 has also been used to calculate the $G_0W_0$ band gap of phosphorene where a value of 2.0 eV is reported,\textsuperscript{41} which is very close the value we obtain, despite the neglect of the dielectric anisotropy in the method used.

This method also directly accounts for any dielectric anisotropy and does not rely on any additional parameters or fitting. Using this expression we have shown that convergence of the $GW$ self-energy with respect to the size of the k-point grid is drastically improved. For the specific case of monolayer MoS$_2$, we found that the use of the analytical form alone reduces the k-point grid required to achieve convergence of the $GW$ self-energy contribution to the band gap to within $\sim 0.1$ eV from around $36 \times 36$ to $12 \times 12$ — a reduction in the number of k-points by a factor of $\sim 9$. This method may therefore greatly aid in speeding up future calculations and open up the possibility of doing $GW$ calculations for a broader range of 2D materials.
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Appendix A: Calculation of the $\mathbf{q} \to 0$ limit of the screened potential

In the following we derive the analytical form of the screened potential, Eq. (2), in the limit $\mathbf{q} \to \mathbf{0}$. We largely follow the approach of Ref. 30 where the same limit for bulk systems was considered. As explained in the main text we use a truncated Coulomb interaction of the form

$$v(\mathbf{r} ||, z) = \frac{6(R - |z|)}{\sqrt{|r||^2 + z^2}}. \quad (A1)$$

Using this potential we effectively turn off interaction between electrons on different 2D layers of the supercell calculation. We typically choose $R$ to be half the height of the unit cell, $R = L/2$, so that an electron in the center of the layer will not interact with electrons located in the neighboring unitcell. In the following we will work with its Fourier transform given by

$$v_{G}^{2D}(\mathbf{q} ||) = \frac{4\pi}{|\mathbf{q} + \mathbf{G}|^2} \left[1 - e^{-|\mathbf{q} + \mathbf{G}||L/2} \cos(|G_z|L/2)\right], \quad (A2)$$

where $\mathbf{q}$ is given in-plane only. We note that in the limit $L \to \infty$ it takes the usual 3D form, $v_{G}(\mathbf{q}) = \frac{4\pi}{|\mathbf{q} + \mathbf{G}|^2}$. In the long wavelength limit it has the asymptotic behavior

$$v_{G}^{2D}(\mathbf{q} || \to \mathbf{0}) = \frac{2\pi L}{|\mathbf{q}|}, \quad (A3)$$

diverging slower than the full Coulomb potential with profound consequences for the properties of 2D materials.
In the long wavelength limit $q \to 0$ the non-interacting density response function or irreducible polarizability has the following behavior\textsuperscript{13}

$$
\chi^0_{00}(q \to 0) = q \cdot P_q = |q|^2 \hat{q} \cdot P \hat{q} \quad (A4)
$$

$$
\chi^0_{G0}(q \to 0) = q \cdot P_G = |q| \hat{q} \cdot P_G, \quad (A5)
$$

where $P$ is a second rank tensor, $P_G$ is a proper vector and $\hat{q} = q/|q|$. The density response function, and therefore also $P$ and $P_G$, has a frequency dependence which here and through the rest of this section has been left out to simplify the notation. Within the random phase approximation the dielectric function is given by (schematically)

$$
\varepsilon = 1 - \nu \chi^0. \quad (A6)
$$

Due to technical reasons\textsuperscript{13,42} it is easier to work with a similar symmetrized version given in Fourier space by

$$
\tilde{\varepsilon}_{GG'}(q) = \delta_{GG'} - \sqrt{\nu_G(q)} \chi^0_{GG'}(q) \sqrt{\nu_{G'}(q)}. \quad (A7)
$$

Inserting the Coulomb potential, Eq. (A2), and the expressions for the non-interacting response function Eqs. (A4)-(A5), the head and wings of the symmetrized dielectric function are

$$
\tilde{\varepsilon}_{00}(q \parallel 0) = 1 - \frac{2\pi L|q|^2 |\hat{q} \cdot P\hat{q}|}{|q|} = 1 + |q| \hat{q} \cdot U \hat{q} \quad (A8)
$$

$$
\tilde{\varepsilon}_{G0}(q \parallel 0) = -\sqrt{\nu_G^D(0) |q| \hat{q} \cdot P_G \sqrt{\frac{2\pi L}{|q|}}} = \sqrt{|q| \hat{q} \cdot U \hat{q}} \quad (A9)
$$

with $U = -2\pi LP$ and $U_G = -\sqrt{2\pi L \nu^D_G(0) P_G}$. To determine the inverse dielectric function we write the dielectric function as a block matrix in the $G, G'$ components with head, wings and body of the form

$$
\tilde{\varepsilon} = \begin{pmatrix} H & w \end{pmatrix} \begin{pmatrix} w^\dagger & B \end{pmatrix} \quad (A10)
$$

The inverse is then given by

$$
\tilde{\varepsilon}^{-1} = \begin{pmatrix} (H - w^\dagger B^{-1} w)^{-1} & -(H - w^\dagger B^{-1} w)^{-1} w^\dagger B^{-1} \\ -B^{-1} w (H - w^\dagger B^{-1} w)^{-1} & B^{-1} + B^{-1} w (H - w^\dagger B^{-1} w)^{-1} w^\dagger B^{-1} \end{pmatrix} \quad (A11)
$$

From this we see that

$$
\tilde{\varepsilon}^{-1}_{00} = \left[ \tilde{\varepsilon}_{00} - \sum_{G', G' \neq 0} \tilde{\varepsilon}_{G0} B^{-1}_{G'G'} \tilde{\varepsilon}_{G0} \right]^{-1} \quad (A12)
$$

$$
\tilde{\varepsilon}^{-1}_{G0} = \tilde{\varepsilon}_{00} - \sum_{G', G' \neq 0} B^{-1}_{G'G'} \tilde{\varepsilon}_{G0} \quad (A13)
$$

$$
\tilde{\varepsilon}^{-1}_{G'G'} = B^{-1}_{G'G'} + \tilde{\varepsilon}_{00} \left( \sum_{G'' \neq 0} B^{-1}_{G''G'} \tilde{\varepsilon}_{G'0} \right) \left( \sum_{G'' \neq 0} \tilde{\varepsilon}_{G'0} B^{-1}_{G''G'} \right) \quad (A14)
$$

Introducing the vector $a_G$ and the tensor $A$ given by

$$
a_G = \sum_{G'} B^{-1}_{G'G} u_{G'} \quad (A15)
$$

$$
A = U - \sum_{G \neq 0} u_G \otimes a_G, \quad (A16)
$$

where $\otimes$ denotes the tensor product, the long wavelength limit of the inverse dielectric function is seen to be given

$$
\tilde{\varepsilon}^{-1}_{00}(q \to 0) = \frac{1}{1 + |q| \hat{q} \cdot A \hat{q}} \quad (A17)
$$

$$
\tilde{\varepsilon}^{-1}_{G0}(q \to 0) = -\frac{\sqrt{|q| \hat{q} \cdot a_G}}{1 + |q| \hat{q} \cdot A \hat{q}} \quad (A18)
$$

$$
\tilde{\varepsilon}^{-1}_{G'G'}(q \to 0) = B^{-1}_{G'G'} \frac{|q| (\hat{q} \cdot a_G) (\hat{q} \cdot a_{G'})}{1 + |q| \hat{q} \cdot A \hat{q}} \quad (A19)
$$

Inserting these expression in the equation for the screened potential, Eq. (2), we see that the head and
wings are given by
\[ \mathcal{W}_{00}(q \to 0) = \varepsilon_{00}(q)^{-1} \left( \varepsilon_{00}(q) - 1 \right) \]
\[ = 2\pi L \frac{q \cdot A_{\hat{q}}}{1 + |q| q \cdot A_{\hat{q}}} \] (A20)

\[ \mathcal{W}_{G0}(q \to 0) = \sqrt{\frac{\varepsilon_{G0}(0)^{2} \varepsilon_{G0}(q)}{\varepsilon_{00}(q)}} \sqrt{\varepsilon_{00}(q)} \]
\[ = -\frac{2\pi L \varepsilon_{00}(0)}{1 + |q| q \cdot A_{\hat{q}}} \] (A21)

and the body also gets a correction and becomes
\[ \mathcal{W}_{GG}(q \to 0) = \sqrt{\frac{\varepsilon_{G0}(0)^{2} \varepsilon_{G0}(q)}{\varepsilon_{00}(q)}} \left[ \varepsilon_{G0}(q) - \delta_{GG} \right] \]
\[ = \sqrt{\frac{\varepsilon_{G0}(0)^{2} \varepsilon_{G0}(q)}{1 + |q| q \cdot A_{\hat{q}}}} \]
\[ = B_{GG}^{-1} - \delta_{GG} \] (A22)

Paper IV

A striking property of two-dimensional semiconductors is the ability to form strongly bound excitons. This was initially predicted theoretically for hBN [1], graphene [2] and various transition metal dichalcogenides [3–5] and has subsequently been confirmed experimentally [6–8]. The quantum confinement of excitons in 2D comprises a tempting and intuitively appealing explanation for the large binding energies in these materials [9]. However, it is now well understood that the confinement of the local electronic environment in 2D plays a crucial role in the formation of strongly bound excitons [3, 10]. The 2D electronic system is rather poor at screening interactions and the effective Coulomb interaction between an electron and a hole is simply much stronger in 2D than in 3D.

From a first principles point of view, the treatment of excitons requires advanced computational methodology such as the Bethe-Salpeter equation [11, 12]. This approach has been applied to obtain absorption spectra for numerous insulators and usually yields very good agreement with experiments [13]. However, only systems of modest size can be treated this way and simplified models of excitons will be an inevitable ingredient in calculations of realistic systems. For example, if the effect of substrates or dielectric environment is to be included in the calculation of excitons in 2D systems [14], the computations become intractable with a standard Bethe-Salpeter approach. For three-dimensional materials the Mott-Wannier model comprises a strong conceptual and intuitive picture that provides a simple framework for calculating exciton binding energies [15]. In the center of mass frame, an excited electron-hole pair can be shown to satisfy a hydrogenic Schrödinger equation, where band structure effects are included through an excitonic effective mass \( \mu \) and the dielectric screening from the environment is included through the static dielectric constant \( \epsilon_0 \).

The exciton binding energy in atomic units is then written as

\[
E_B^{3D} = \frac{\mu}{2\epsilon_0}. 
\]  

Thus the daunting task of solving the Bethe-Salpeter equation, has been reduced to the calculation of just two parameters: the effective mass and the static dielectric constant, both of which are easily obtained with any standard electronic structure software package. This approximation is well justified whenever the screening is local such that its Fourier transform can be approximated by a constant in the vicinity of the origin. However in highly anisotropic structures such as layered materials this assumption is expected to break down.

In 2D dielectrics, it is well known that the screening takes the form \( \epsilon(q) = 1 + 2\pi\alpha q \) [2], where \( \alpha \) is the 2D polarizability. The screening is thus inherently non-local in real space, and it is not obvious if it is possible to arrive at a hydrogenic model like Eq. (1). Instead one can calculate the 2D screened potential and solve the Schrödinger equation for the electron-hole wavefunction:

\[
\left[ -\nabla^2 + W(r) \right] \psi(r) = E_n \psi(r), 
\]

where \( W(r) \) is the 2D convolution of the Coulomb interaction and \( \epsilon^{-1}(r - r') \). This approach has previously been shown to provide good agreement with the Bethe-Salpeter equation [14, 16]. In the supplementary material we have tabulated the binding energies of 7 TMDs obtained with the Bethe-Salpeter equation and show that these agree well with results obtained from Eq. (2). However, in general the solution of Eq. (2) is a tedious task and it would be highly desirable to have an expression like Eq. (1) from which the exciton binding energy in a given material can be easily estimated and understood. To accomplish this, we calculate the average screening felt by the exciton. To this end we consider the expres-
of the expressions (5)-(6), we have calculated the indirect effective masses and static polarizabilities (in the Random Phase Approximation) of 51 semiconducting monolayers of transition metal dichalcogenides. The calculations were performed with the electronic structure code GPAW [17, 18], which is based on the projector augmented wave formalism. The calculations were converged with respect to the number of unoccupied bands included (typically on the order of 50-100). Further details on the calculations can be found in Ref. [19]. In Fig. 1 we compare the model binding energies with the full solution of Eq. (2). Using the expression (5), the agreement is seen to be on the order of 10%. For materials with anisotropic mass tensor we have used the average mass, both in the model and when solving the Schrödinger equation. With the approximated expression (6), we obtain excellent agreement for binding energies up to ~ 0.5 eV, whereas the binding energies are underestimated for strongly bound excitons.

Recently, first principles calculations have indicated that exciton binding energies in different 2D materials scale linearly with the band gaps [20]. In the present model, this behavior comes out naturally since without local field effects, the in-plane components of the polarizability in the Random Phase Approximation are given by

$$\alpha = \sum_{m,n} \int_{BZ} \frac{d\mathbf{k}}{(2\pi)^2} (E_{mn} - E_{nm})^2 |\langle \mathbf{r}_n | \mathbf{r}_m \rangle|^2 \frac{\varepsilon_{mn} - \varepsilon_{nm}}{\varepsilon_{mn} - \varepsilon_{nm}}, \quad \text{(7)}$$

and we expect that $\alpha$ will be roughly inversely proportional to the band gap. This is illustrated in Fig. 2 for the 51 transition metal dichalcogenides. Combining this with Eq. (6) thus gives $E_B^{2D} \propto E_{\text{gap}}$. However, in the present model the scaling originates solely from the screening and not the effective mass as previously proposed [20]. For the present set of materials, we do not observe any correlation between binding energies and effective mass. We use the LDA band gaps and not the quasiparticle gaps, which could be obtained from for example GW calculations [19], since LDA typically gives a better estimate of the two-particle excitation energies that enters the expression for $\alpha$. In contrast, the use of GW gaps would underestimate the screening due to the lack of electron-hole interactions.

To validate the general applicability of the effective screening model, we now show that it can also be used to account for the entire exciton spectrum in 2D materials. In Ref. [21], the exciton spectra of graphene derivatives was predicted to deviate from the 2D Rydberg series and in Ref. [22], the exciton spectrum of WS$_2$ was measured and shown to deviate significantly from the Rydberg series of a 2D hydrogen model scaled by an overall screening factor. The reason is simply that the effective screening depends on the $n$ quantum number due to the increasing spatial extent of higher lying Rydberg states. The
authors used the results to define an $n$-dependent effective screenings $\epsilon_n$, which were then determined by fitting each term in the Rydberg series to a 2D hydrogen model. The Rydberg series is then given by

$$E_{2D}^n = \frac{\mu}{2(n - \frac{1}{2})^2} \epsilon_n.$$  \hspace{1cm} (8)

Two of the present authors have recently showed that the Rydberg series can accurately be reproduced by solving Eq. (2) with a screened 2D potential calculated from first principles [14] and we will assume that approach to be an accurate reference. Here we calculate the $n$-dependent effective screening from first principles by replacing $a_{\text{eff}}$ in Eq. 3 by an $n$-dependent characteristic extension of the state. To this end we note that for $l = 0$, the first moment of a state with principal quantum number $n$ in a 2D hydrogen atom is [9]

$$a_n \equiv \langle n|\hat{r}|n\rangle = [3n(n - 1) + 1]/(2\mu),$$  \hspace{1cm} (9)

where $\hat{r} = \sqrt{x^2 + y^2}$. In terms of this, the $a_{\text{eff}}$ defined previously is given by $a_1$ and $E_{2D}^1$ is $-E_{1D}^1$. Within the linear model the effective screening for state $n$ then becomes

$$\epsilon_n = \frac{1}{2} \left( 1 + \sqrt{1 + \frac{32\pi\alpha\mu}{9\alpha(n - 1) + 3}} \right).$$  \hspace{1cm} (10)

It is straightforward to generalize these expressions to $l \neq 0$ [9], which results in a larger value of the effective radius $a_n$ and thus $\epsilon_{n,l>0} < \epsilon_{n,l=0}$. The energy is still given by Eq. (8) and at a given $n$, the higher angular momentum excitons will therefore have a larger binding energy, which has been observed in the case of 2H-WS$_2$ monolayers [6]. As a case study we consider this material and apply the linear screening model. We obtain a first principles 2D polarizability of $\alpha = 5.25$ Å$^2$ and $\mu = 0.19$. In Fig. 3 we show the Rydberg series calculated with the generalized hydrogen model, which agrees very well with a full solution of Eq. (2). In contrast, the pure 2D hydrogen model with an overall effective screening is seen to significantly underestimate the binding energies at higher lying states, since the decreased screening of extended states is not taken into account. We also note that the model binding energies of the $n = 1$ state agree very well with a full solution of the Bethe-Salpeter equation which yields an exciton binding energy of 0.54 eV [23].

We now proceed to show how the effect of screening by the environment can naturally be taken into account in the present framework. It should be noted, however, that the linear model for the screening is expected to break down for systems where the vertical extend of a substrate becomes comparable to the Bohr radius of the exciton. For example, if we consider a stack of $N$ monolayers, $\alpha$ will diverge in the limit of large $N$, since the bulk system will have $\epsilon(q = 0) \neq 1$ [14, 24]. The linear regime will therefore only be valid at infinitesimal values of $q$ when $N$ becomes large. As an example where we expect the linear model to be applicable we consider a monolayer 2H-MoS$_2$ and compare the isolated layer with the two cases where it is in the vicinity of another layer of 2H-MoS$_2$ and in the vicinity of a metallic layer of 1T-MoS$_2$. In Fig 4, we show the absorption spectrum calculated from the Bethe-Salpeter equation based on Kohn-Sham eigenvalues. The BSE calculations were performed in a plane wave basis with a 2D Coulomb truncation scheme [25, 26] using a 60 × 60 k-point mesh. It is well known that the low energy absorption spectrum of this system exhibits a double excitonic peak due a spin-orbit split valence band [27, 28]. This facilitates the identification of the excitons in the 2H-MoS$_2$ layer in the vicinity of a metallic substrate with low lying excitations. We have not performed the full spinorial BSE calculations, but simply included spinorbit effects in the band structure in order to identify the excitons. In the following we

**Fig. 2.** (Color online) The 2D polarizability of 51 transition metal dichalcogenides shown as a function of LDA band gaps.

**Fig. 3.** (Color online) Rydberg series of a monolayer of 2H-WS$_2$ calculated with the generalized hydrogen model with linear screening (Eqs. (8) and (10)) and from the solution of the 2D screened Schrödinger equation (2). The results are compared with the bare hydrogen model where the effective screening obtained from the ground states is used for all states.
consider the binding energies of the lowest exciton. The isolated layer exhibits an exciton bound by 0.50 eV. In the vicinity of another 2H-MoS$_2$ layer, the binding energy is decreased to 0.37 eV and the metallic 1T-MoS$_2$ decreases the binding energy to 0.10 eV. We note that the quasiparticle band structure corrections are expected to be much smaller for the case of 2H-MoS$_2$@1T-MoS$_2$ such that the actual positions of the excitons would be similar for the three cases in an optical absorption experiment. However, we have chosen to leave out the quasiparticle corrections in order to illustrate the difference in binding energies more clearly.

To apply the model we wish to calculate $\epsilon(q)$ for the 2H-MoS$_2$ layer when it is in the vicinity of a screening environment. For small $q$, we may still write it as $\epsilon(q) = 1 + 2\pi\alpha q$ and we would like to extract $\alpha$, which is the relevant quantity for the screened hydrogen model. We calculate it by the finite difference

$$2\pi\alpha = \epsilon(q_1) - 1,$$

where $q_1$ is a small finite value of $q$. In the present case we take $q_1$ as the smallest $q$-vector in the direction of $K$ obtained from a $60 \times 60$ $k$-point grid. The 2D dielectric function is obtained from

$$\frac{1}{\epsilon(q)} = \langle V_{tot}(r || z_0) e^{-iqr} \rangle_A / V_q,$$

where $V_{tot}(r)$ is the total potential resulting from an external perturbation $V_{ext}(r) = V_0 e^{-iqr}$ and $\langle \ldots \rangle_A$ denotes average over the 2D unit cell of area $A$. It is straightforward to relate this expression to an average over the microscopic dielectric function $\epsilon^{-1}(r, r')$, which can be calculated in the Random Phase Approximation by most electronic structure codes. We take $z_0$ to be at the center of the 2H-MoS$_2$ layer, but we note that $\alpha$ is approximately independent of the value of $z_0$ when $z_0$ chosen in any part of the central 3.0 Å of the layer. In Tab. 1, we display the calculated values of $\alpha$ along with the exciton binding energies obtained from the model (5), the 2D Schrödinger equation (2), and the BSE calculations. As expected, the environment strongly affects the value of $\alpha$. In particular, the metallic 1T-MoS$_2$ layer significantly increases the screening, whereas the presence of another 2H-MoS$_2$ layer results in a less pronounced effect. We find good agreement between the simple model, the 2D Schrödinger, and the BSE calculations. We should note that the convergence of the exciton binding energies in the presence of the metallic 1T-MoS$_2$ layer is very slow with respect to $k$-point sampling and the converged result is expected to exhibit a lower binding energy than the one obtained here. Furthermore, we have not included the intraband contribution to the static screening, which, is expected to scale as $\sim 1/q$ in 2D metals. In fact it is not clear that the dynamic contributions to the screening can be neglected in the either the BSE approach or the model. On the other hand, the 1T structure is known to distort into the so-called 1T’ structure, which is a topological insulator with a gap on the order 50 meV [29]. In any case, the screening is treated at the same footing in the BSE and the model calculations since the values of $\alpha$ were obtained by a finite difference calculation on the same $k$-point grid that was used in the BSE calculations. Nevertheless, the model is easily generalized to a non-linear $\epsilon(q)$, the only difference being that (3) should be solved numerically. We note again that the applicability of this approach is limited to cases where the linear model is expected to be a good approximation. The exact conditions under which the linear model is applicable will depend on the thickness of the substrate as well as the screening properties of the substrate. For extended substrates, the present approach may be generalized by calculating the full $\epsilon(q)$ and solving Eq. (3) numerically, but it is not clear that the analytical results derived from the 2D hydrogen model (8) is able to produce reliable results in this case. Alternatively one may solve a quasi-2D Schrödinger equation that incorporates the finite extend of the slab [24]. We note that the present method can be viewed as a generalized hydrogen model analogue of the approach taken by Ugeda et al [7], where the full substrate screening was taken into account when solving the Bethe-Salpeter equation for the layer.

To conclude, we have presented an analytical expression for the exciton binding energies in 2D semiconductors that only depends on the static 2D polarizability and the effective mass and produces quantitative agreement with the solution of the full screened 2D Schrödinger equation. It has also been shown that for large polarizabilities, the result becomes independent of mass and yields a linear relation between exciton binding energies and band gaps. It has previously been anticipated that the non-hydrogenic Rydberg series could be attributed to an $n$-dependent value of the effective screening [22]. Here
we have obtained an explicit expression for $\epsilon_n$ that provides an accurate account of the full exciton spectrum. It has also been shown, that the model can be generalized to incorporate the effect of a simple screening environment. We do not claim that the presented expression for the effective screening (3) in the linear model is unique. In fact, it is based on an unweighted average of a linear model for the non-local 2D screening over the extent of the exciton and it is easy to imagine more elaborate averaging schemes. However, we believe that the simplicity is the main merit of this procedure and the resulting analytical expressions are very easy to apply to a given 2D material. In particular, for complicated structures it may not be possible to treat the electron-hole interaction by a first principles approach and our model results could be a crucial ingredient in understanding the excitonic structure in such materials.
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\begin{table}[h]
\begin{tabular}{|c|c|c|c|}
\hline
 & 2H-MoS$_2$ & 2H-MoS$_2$@2H-MoS$_2$ & 2H-MoS$_2$@1T-MoS$_2$ \\
\hline
$E_{B}^{\text{BSE}}$ [eV] & 0.50 & 0.37 & 0.10 \\
\hline
$E_{B}^{\text{ESchr.}}$ [eV] & 0.54 & 0.40 & 0.17 \\
\hline
$E_{B}^{\text{Model}}$ [eV] & 0.48 & 0.30 & 0.10 \\
\hline
$\Delta$ [Å] & 5.83 & 10.0 & 30.1 \\
\hline
\end{tabular}
\end{table}
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Abstract

Localized electronic states formed inside the band gap of a semiconductor due to crystal defects can be detrimental to its opto-electronic properties. Defect tolerant semiconductors have in general lower tendency to form such defect-induced deep gap states. Here we provide a systematic first-principles investigation of defect tolerance in more than 40 monolayer transition metal dichalcogenides and oxides (TMDs) of interest for nano-scale optoelectronics. We show that upon formation of a chalcogen/oxygen (S, Se, Te, O) vacancy, all TMDs with similar orbital character of their valence and conduction bands form deep gap states while the remaining materials do not. The analysis is made quantitative by introducing a descriptor that measures the difference in average orbital character of two groups of bands. The study is generalized to the nanoribbons of the TMDs where cleavage of the monolayer to form nanoribbons results to deep gap states only in the defect sensitive TMDs thus opening new avenues for one-dimensional TMDs as well. Our result thus allows for quantitative measures of the degree of defect tolerance in semiconductors and should be useful for computational materials design.

Single layers of semi-conducting transition metal dichalcogenides (TMDs) are attracting much attention due to their unique opto-electronic properties. The Mo and W based TMDs have been found to undergo a transition from indirect to direct band gap materials when thinned down from the bulk to a single layer.1–4 Additionally, interesting properties like valley sensitive spin-orbit interactions,5,6 decent charge carrier mobilities,7–9 and strong interaction with light resulting from large oscillator strengths and tightly bound excitons,10,11 has led to a urge in research on these novel 2D materials. We note in passing that similar properties are expected for the Cr-based TMDs12 but to our knowledge this has still not been experimentally verified. The electronic properties of 2D crystals can be further tuned e.g. by applying strain,13 electrostatic gating14,15 or by varying the dielectric environment.16 Most recently, the idea of stacking different 2D materials into van der Waals heterostructures has opened new avenues in 2D materials research.17,18 In parallel with this
development new 2D materials are continuously being discovered, for example, monolayers and multilayers of MoTe$_2$, NbSe$_2$, NiTe$_2$, TaS$_2$, TaSe$_2$, TiS$_2$, WS$_2$, WSe$_2$, ZrS$_2$ have recently been synthesized.$^{19}$

One of the main performance limiting factors of semiconductors for optoelectronics is the presence of defects such as vacancies, impurities or crystal disorder. Such defects can act as local scattering centers which reduce the mobility of charge carriers and enhance recombination of photo-excited electron-hole pairs. The effectiveness of a defect to scatter charge carriers, trap excitons and induce recombination between electrons and holes depends crucially on the way the defect affects the electronic structure around the band edges; in particular whether or not it introduces localized states inside the band gap (deep gap states). Semiconductors which tend not to form deep gap states due to defects are termed defect tolerant.$^{20}$ The microscopic origin of defect tolerance was recently theoretically investigated in the context of photovoltaic materials by Zakutayev et al. who found that the orbital character of the valence band maximum (VBM) and conduction band minimum (CBM) is crucial for the tendency of the material to form deep gap states.$^{20}$ Specifically, they proposed that materials with anti-bonding VBM and bonding CBM are less likely to form localized states in the gap than materials whose VBM has bonding character and/or CBM has anti-bonding character. The reason is that the dangling bonds created in the vicinity of the defect tend to fall outside the gap in the former case and inside it in the latter case, see Figure 1. We stress that this rule should apply to the case of vacancies, crystal distortions, or other perturbations whose effect is to distort the intrinsic bonding. On the other hand, in the case of impurity atoms, the presence of deep gap states depends also on the energy of the atomic orbitals of the impurity atom relative to the band edges.

There have been several experimental$^{21,22}$ and theoretical$^{23}$ studies of defects and their influence on the electronic properties of few-layer MoS$_2$ - the most well studied of the TMDs. These studies indicate that S vacancies are the most common type of defects and that they lead to the formation of localized states inside the band gap. These sulphur vacancies are
Figure 1: (a) and (b) show the nature of the band structures near the band edges for the defect tolerant and defect sensitive cases respectively. In all the TMDs studied here, the states near the band edges primarily have contributions from the metal d states and chalcogen/oxygen p states. In the defect tolerant case the nature of the bands near the band edges are significantly different whereas in the defect sensitive case they are of mixed nature. (c) and (d) show the shallow and deep levels introduced after the creation of defects.

likely to play an important role for the relatively low mobility of back gated MoS$_2$ which is usually one order of magnitude lower than the theoretical limit set by phonon scattering.$^7,^8$ We mention that mobilities very close to the theoretical limit was recently obtained in van der Waals heterostructure devices where the MoS$_2$ layer was fully encapsulated into hexagonal boron nitride.$^9$

In this Letter, we systematically explore the tolerance of monolayer TMDs to chalcogen vacancies. Using ab-initio methods we calculate band structures of 41 representative monolayer semiconducting TMDs with and without chalcogen vacancies. The compounds have been selected from a 2D materials database which contains different electronic properties of TMDs calculated with the first-principle methods.$^{12,24}$ To quantify the orbital character of the conduction/valence band manifolds we introduce a measure based on the projected density of states. We find that localized states in the band gap are introduced for all the materials whose valence/conduction bands have similar orbital characters at the conduction and valence bands (normalized orbital distance close to 0) while no states or only shallow
states are introduced for the other materials (normalized orbital distance close to 1). This provides further evidence for using the orbital character of the conduction/valence bands as a simple descriptor when searching for new opto-electronic materials. Using this descriptor we predict 19 out of the 41 TMDs to be defect tolerant. Additionally, we also explore nanoribbons of all the TMDs and find that cleaving the monolayer along a non-polar direction of the defect tolerant TMDs induces only shallow states in the band gap as opposed to the nanoribbons of defect sensitive TMDs which have deep gap states.

All calculations were performed with the GPAW electronic structure code\textsuperscript{25} which is based on the projector augmented wave method for describing the ion cores. The wavefunctions were expanded on a real space grid with a grid spacing of 0.18 Å and we use the PBE xc-functional.\textsuperscript{26} All pristine structures have been relaxed until the forces on each atom converged down to 0.05 eV/Å. The structures have not been relaxed after creating the chalcogen vacancy because of the negligible difference in the band structure of the relaxed and unrelaxed structures of the representative compounds i.e. MoS$_2$ and HfS$_2$. We note that the PBE is known to underestimate the band gap of semiconductors. However, since the present study is concerned with qualitative features of the band structure, i.e. whether or not the vacancies introduced localized states in the gap, rather than the absolute values of band edges and gap states, the PBE description can be justified. A prototypical structure used for the calculation of defects is shown in the Figure 2.

Figure 3 (a) shows the PBE band structures, the total density of states (DOS) and the projected density of states (PDOS) projected onto the chalcogen/oxygen $p$-orbitals and metal $d$-orbitals of 2H-MoS$_2$ in its pristine form (left) and and with an S vacancy (right). The narrow band inside the band gap is due to deep gap states localized around the S vacancy. From the projected density of states (PDOS) it is seen that the VBM and CBM have very similar orbital character indicating that they consist of bonding and anti-bonding combinations of sulphur $p$ and metal $d$ states, respectively. We note that the finite size of the supercell ($3\times3$) is responsive for the small dispersion of the deep gap state as well as
the general spectral smearing of the band structure. The smearing significantly reduces in a 4×4 supercell, however, due to qualitative similar band structures of 3×3 and 4×4 supercells all the calculations have been performed for 3×3 supercell to save computational resources without affecting the conclusion.

Figure 3 (b) shows a similar plot as Figure 3 (a) for 1T-HfS$_2$. In contrast to MoS$_2$ this compound largely conserves its electronic structure around the band edges and no defect state is introduced. Additionally, the DOS plot shows that the states near the VBM are mostly dominated by the chalcogen $p$ states whereas the CBM edge states mainly consist of the metal $d$ states.

The above examples indicate that the orbital character of the valence/conduction bands are crucial for the tendency to form deep gap states. To quantify the orbital character of the electronic states in a given energy window from $E_1$ to $E_2$ we introduce the orbital fingerprint $\delta$.
Figure 3: PBE band structures, the total density of states (DOS) and the projected density of states (PDOS) projected onto the chalcogen/oxygen $p$-orbitals and metal $d$-orbitals of 2H-MoS$_2$ in its pristine form (left) and with an S vacancy (right). The energy levels have been aligned to the Fermi level of the pristine monolayer.
where \( c \) is a normalization constant, \( \nu_i \)'s are \( d \) and \( p \) states and \( \rho_{\nu_i} \) is the projected density of states onto the atomic orbital \( \phi_{\nu_i} \) integrated over the energy window,

\[
\rho_{\nu_i} = \sum_n \int_{E_1}^{E_2} |\langle \psi_n | \phi_{\nu_i} \rangle|^2 \delta(E - E_n) dE
\]

Using the orbital character vector we can define the normalized distance between two manifolds of bands located in the energy windows \( E_v^1 \) to \( E_v^2 \) and \( E_c^1 \) to \( E_c^2 \) as

\[
D = |||\alpha\rangle - |\beta\rangle||
\]

where \( \alpha \) and \( \beta \) correspond to the valence and conduction band manifolds. By taking the two energy windows to lie around the VBM and CBM, respectively, we have a measure of the difference in average orbital character around the valence and conduction band edges. We note that \( D = 1 \) for materials with completely different character of the valence and conduction bands while \( D = 0 \) for materials with identical orbital character at the valence and conduction bands.

We have computed \( D \) (with an energy window of 1 eV above/below are conduction/valence band extrema) for a set of 41 monolayer TMDs, see Figure 4. The defect sensitive materials are identified with \( D < 0.5 \) whereas the defect tolerant materials with \( D > 0.5 \). We have carried out the band structure calculations like those shown in Figure 3 for all 41 TMDs (see supplementary information). For all the materials with \( D < 0.5 \) we find localized states inside the band gap while for the materials with \( D > 0.5 \) we find no deep gap states. The
compounds exhibiting deep defect states after the removal of a chalcogen atom are shown with red circles in the Figure 4 whereas the compounds where no deep defect states are introduced after a chalcogen atom is removed are marked with green’ circles. As expected, the figure clearly shows that the band structure of the compounds with low $D$ values is sensitive towards defects whereas high $D$ values represent a class of defect tolerant compounds. This clearly shows that the normalized orbital distance between the valence and conduction band manifolds represent a reliable and quantitative descriptor for the degree of defect tolerance of the material.

Additionally, we also calculated the band structure of nanoribbons cleaved from the monolayers of TMDs. The monolayer cleaved along a polar direction will have metallic edge states induced due to the presence of dipole across the edges. However, cleaving the monolayer along a non-polar direction will introduce edge states purely due to the dangling bonds thus having a close resemblance to the case of a monolayer with a vacancy where the shallow/deep levels arise due to the presence of dangling bonds. Therefore, we expect that the arguments for the monolayers with vacancies will also be applicable for the edges in the nanoribbons.

Figure 5 (a) and (b) show the structure of the non-polar nanoribbons of the 2H and 1T structures respectively used for the analysis of the edge states. The edges of the nanoribbons lie along the x-axis with a finite width along the y-axis. In Figure 4 the nanoribbons manifesting edge states lying deep in the band gap are shown with hollow squares. The figure clearly shows that the only defect sensitive TMDs introduce edge states deep in the band gap whereas the defect tolerant TMDs introduce only shallow or no edges in deep in the band gap (see supplementary information). The correspondence between the band structure of the monolayer with vacancies and the edge states in nanoribbons indicates that the analysis based on the orbital character of the states near the valence and conduction band edge is completely general and can be applied to other system with imperfections involving dangling bonds.
Figure 4: The plot showing the compounds (y-axis) and the corresponding $D$ values (x-axis). Red circles indicate the compounds manifesting deep defect states and the green circles indicating the compounds showing no deep defect states after the removal of a chalcogen atom. The black squares represent compounds showing states appearing deep in the band gap after cleaving the monolayer to form nanoribbons.
In summary, we have explored the sensitivity of the band structure of 2D TMDs towards chalcogen vacancies. Our analysis shows that the tendency of the materials to form localized states within the band gap levels strongly depends on the similarity of the orbital character of the states near the conduction and valence band. The results are made quantitative by introducing a descriptor to measure the difference in the orbital character of the valence and conduction bands. A strong predictability for the nature of the defect states and the edge states in non-polar nanoribbons using the descriptor provides an elegant way to search for defect tolerant materials. Since the approach used is completely general e.g. independent of the dimensionality of the material, therefore, it can be employed to study defect tolerance in other semiconductors.
Supplementary Information

Band structures of 41 TMDs monolayers in the pristine and defect forms and the band structure of the non-polar nanoribbons are provided. The plot of the descriptor for different energy windows is also shown. The 2H and 1T structures used for the analysis can be accessed at http://cmr.fysik.dtu.dk.
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