Atomic-scale Modelling of Electro-catalytic Surfaces and Dynamic Electrochemical Interfaces

Hansen, Martin Hangaard

Publication date:
2016

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):


**Preface**

This dissertation is submitted in candidacy for the Ph.D. degree from the Technical University of Denmark, (DTU). The work was carried out between the 15th of May 2013 and the 14th of May 2016, mainly at the Department of Physics at DTU. The last year of work was done while based at the Nano-Science Center at the Chemical Institute, University of Copenhagen, as an external stay. A minor part of the work was done during an external stay at the Laboratory for Inorganic Synthesis at École Polytechnique Fédérale de Lausanne in Switzerland in the autumn of 2013.

The Ph.D. work has been supervised mainly by Professor Jan Rossmeisl, in part by Kristian S. Thygesen, and the part at EPFL was co-supervised by Professor Xile Hu. The work was funded by the Department of Physics at DTU and Innovation Fund Denmark via the NACORR project no. 12-132695.

Martin Hangaard Hansen
May, 2016
Acknowledgements

I would like to thank a few people for helping me in different ways during the last three years. First of all I thank Jan Rossmeisl, for giving me the opportunity to carry out this project, for his guidance, for our many and frequent discussions and for always being enthusiastic and creative. I have always found our meetings to be motivating. I would like to thank Xile Hu for hosting me at EPFL and Kristian Thygesen for our discussions. Other collaborators on the various projects, to whom I owe my gratitude are: Mårtten Björketun, Rizwan Ahmed, María Escudero-Escribano, Ulrik Grønbjerg Vej-Hansen, Elisabeth T. Ulrikkeholm, Anders Filsøe Pedersen, Vladimir Tripkovic, Chengjun Jin, Paolo Malacrida, Amado Velázquez, Ligang Feng, Lucas Alexandre-Stern, Hendrik Bluhm, Jakob Schiøtz, Ifan Stephens and Ib Chorkendorff. I have enjoyed working with all of you. My work would not have been possible without my colleagues in supporting roles at DTU Physics: Marianne Ærsøe, Marcin Dulak, Ole Holm Nielsen, and Jens Jørgen Mortensen, for their help with everything from administration to technical support and guidance on the use of the ASE and GPAW software, and for leading the developing of that software, which I have used extensively for this work. I thank Alexander Bagger, Ivano Castelli, María Escudero-Escribano, Thomas A. A. Batchelor and Thomas Østergaard for helping me proof read the thesis. Other colleagues and office mates, who I had lots of good times with and who made the working environment excellent was Rasmus, Brian, Felipe, Simona, Thomas, Heron, Gregor, Carlos, Pablo, Michael M, Gerald, Michael B, Reza, Kristian Ø., Kirsten, Filip, Mohnish, Korina, Sten, Simone, Per, Manuel, Alexander, Ivano, Tom and Thomas. Last but not least I thank Inge, Carl, Lene, Simon, Christina, Christine, and Nanna for all their love and support, especially during the busy writing phase.
Abstract

This dissertation addresses numerical calculations on the atomic scale to study catalytic surfaces for electrochemistry. The first half of the thesis deals with calculations on the properties of catalytic surfaces, using well known methodology, whereas the second half of the thesis deals with the development of new methodology to explicitly include the electrolyte in the atomic scale calculations.

Chapter 3 presents calculations on contracted and reconstructed platinum surfaces, which are relevant for development of catalysts for proton exchange membrane fuel cells. Correlation of the results with experimental observations show that there is a natural limit to how far the reactivity of the catalysts can be fine-tuned, exclusively using the strain effect, that is imposed by alloying with lanthanides.

In chapter 4, calculations are presented for several newly discovered catalysts for the hydrogen evolution reaction. The results show that molybdenum carbides and borides have reactive surfaces, which is not in consistency with their high catalytic activity. A possible active facet is suggested for the molybdenum boride. It is likely, however, that other unexplored active sites, surface terminations or phases are responsible for the observed catalytic activities. For nickel di-phosphide, which is another recently discovered catalyst for the hydrogen evolution reaction, it was possible to determine several facets and active sites, which have advantageous catalytic properties.

Chapter 5 presents the new methodology to calculate the structure of the electrolyte in the electrochemical interface. The strength of this methodology is that it makes fewer assumptions on the physics of the interface, while it takes a fundamental statistical mechanics approach. Large datasets of states for the electrolyte in contact with the surfaces of gold (111) and platinum (111) were calculated. Analysis methods were developed for determining the structure of the electrolyte as averages, which depend on pH and the electrode potential of the metal. The methodology remains under development, and it is expected that it will contribute with new insight to how pH and ionic chemical potentials affect the structure of the interface, to the benefit of future fundamental research in electrochemistry.
**Resumé**

Denne Ph.d.-afhandling omhandler numeriske beregninger på atomar skala til studie af katalysatorer til elektrokemiske reaktioner. De første kapitler beskæftiger sig alene med beregninger af katalysatorers overfladeegenskaber ved hjælp af kendt metodik, hvorimod kapitel 5 præsenterer en udvikling af metodikken til eksplicit at inkludere elektrolytten i de numeriske beregninger.

Kapitel 3 præsenterer beregninger på sammentrukne og rekonstruerede platin overflader, som er relevante for forskning i katalysatorer til polymer elektrolyt brændselsceller. Resultaterne afslører en naturlig grænse for hvor langt platin-overfladernes reaktivitet kan fin-tunes, alene ved det stræk eller sammentrykning af overfladens gitterstruktur, som kan opnås i legeringer med lanthanider.

I kapitel 4 beregnes overfladeegenskaber for en række nyopdagede katalysatorer til brintudviklingsreaktionen. Resultaterne viser at molybdænkarbider og -borider har meget reaktive overflader, hvilket ikke er konsistent med deres høje katalytiske aktivitet. Et muligt aktivt sæde er foreslået for molybdænborid. Det er dog sandsynligt at der endnu findes uopdagede aktive sæder, overfladetermineringer eller faser af materialerne, som kan være ansvarlige for de målte katalytiske aktiviter. For nikkeldifosfid, som er et andet nyopdaget materiale til katalyse af brintudviklingsreaktionen, lykkedes det at beregne flere facetter og katalytisk aktive sæder, som har fordelagtige katalytiske egenskaber. Ved et yderligere sæt beregninger viste det sig også at andre metalfosfider har disse fordelagtige egenskaber, som er en moderat bindingsenergi med atomart brint på metal-bro- eller metal-fosfor-bro geometrier.
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1. Introduction

1.1 Motivation

A continuing rise in population and in economic development is causing a rise in energy demand worldwide. The global energy system is based almost entirely on fossil fuels, which is a finite resource, and thus alternative sources of energy must eventually be developed to maintain the supply. Energy consumption is a prerequisite for economic activity and thus a dwindling energy supply will result in an economic decline.

![Energy consumption per capita versus Gross Domestic Product per capita, (GDP), of countries. The size of the circles represent the population of the countries, and the color denote the region. Reproduced from the Environmental Energy Agency of the European Union, EEA](image)

There is naturally a strong correlation between the consumption of energy in a society and the wealth of that society, as shown in figure 1.1. The reason for this is that consumption of energy powers every activity going on in our society, and it is also fundamental to any activity that our society may wish to develop in the future. Energy supply and the security of energy supply is clearly a vital aspect of the security of economies and peoples.

The world wide energy consumption is growing at an increasing rate, and most rapidly in India and China, who currently do not consume very much energy per capita. If the living standards of all populations is to increase to approach that of wealthy countries, they can be expected to demand as much energy per capita as the wealthier countries,
which would cause the world wide energy consumption to triple in the process, (See Fig. 1.1).

Energy is a finite, conserved quantity by definition, so it cannot be created, but it can be transformed back and forth between various forms. Potential energy is found in the molecules in a fossil fuel, kinetic energy is associated with motion e.g. of a car or machinery, and heat is also a form of energy. Fundamentally, all conversion of energy is driven by the universe always changing to a more probable state, which provides the driving force for all energy conversion processes. Scientists and engineers have understood this better and better since the beginning of the industrialization, and applied their understanding to build technologies, that tap this driving force and provide the applications and services we presently depend on and enjoy.¹

As shown in figure 1.2, most of the energy consumption has been in the form of either oil, gas or coal in the last century.²

![Graph showing energy consumption from 1971 to 2013](image)

(a) Historical development of energy consumption.

(b) Energy consumption in 2013.

Figure 1.2: Total world energy consumption in million tonnes of oil equivalent, (Mtoe). "Other" includes geothermal, wind, photovoltaic, solar thermal, etc. ©OECD/IEA²

Oil accounts for the largest portion of the fossil fuels, due to its high energy content and because of its unique advantages for transportation and conversion into a wide variety of useful chemicals or energy-dense fuels.³ Oil is mainly used to make fuels for combustion engines, which is shown in figure 1.3 under Transport, while plastics and medicines are in Non-energy use and take up a smaller part of the total world wide consumption.

Oil is gradually turning into a more limited resource, as reflected by the price of oil
Figure 1.3: Oil consumption by sector. "Transport", "Industry" and "Other" are energy uses, i.e. the oil is used in a form of fuel. "Other" include agriculture, public, residential and other non-specified energy uses. "Non-energy use" are medicine, plastics and other chemicals. ©OECD/IEA²

products, shown in figure 1.4, although the world is not acutely running out of any type of fossil fuels, including oil. The resources are not distributed equally across regions, and some regions will likely be depleted before others. Some regions, including the European Union, are far from self-sufficient and the consequence is a dependency on import from fossil producing countries. The two biggest oil exporters are Saudi Arabia and Russia, the biggest gas exporters are Russia and Qatar, and the biggest coal exporters are China and India. In all three fossil categories, large European nations including Germany, the UK, France, Spain and Italy are among the top 10 importers in the world.² In the prospect of rising world wide energy demand and uncertainties about supply, the economy of Europe is particularly vulnerable to being drained by those imports, if the prices rise dramatically.

Figure 1.4: Oil product spot prices in Rotterdam from 1990 to 2015. ©OECD/IEA²

Besides the issues concerning the economy and security of energy supply, burning of
fossil carbon based material is causing a rapid rise in atmospheric carbon dioxide concentration, which threatens to destabilize the global climate. The effects on human societies of a destabilizing climate are hard to predict, but it does most likely not help the situation concerning security of supply. Thus, there are strong motivations for an acceleration of the transition towards reliance on sustainable energy sources.

The largest sustainable energy sources including hydro, wind and solar power comes in the form of electricity. Particularly solar has enormous potential as a source of primary sustainable energy, but historically, solar has taken up a rather small amount of the world’s energy supply. This is also reflected in the small share that electricity currently holds in the total consumption, (See Fig. 1.2), since sustainable energy sources are mainly used to produce electricity.

Wind and solar power are the fastest growing sources of energy, with growth rates in excess of 30% globally. The growth in wind and solar power demands a subsequent growth in the electricity share of the energy consumption. To avoid too many conversion losses, that further prompts electrification of all possible applications. An additional advantage of electrification is that very large amounts of energy can be easily transmitted over long distances, given that the infrastructure is in place. The main concern in transitioning to rely on wind and solar power is the fact that it is intermittent and that it does not match electricity demand. This is illustrated by figure 1.5, where the wind power output plus the solar power output of Denmark has been plotted together with the total power consumption for December 2015. In this plot, daily and weekly variations in consumption are visible, and the reduced consumption is also clear during the holidays from December 24th to 26th. The wind and solar production is lower than the total consumption, most of the time, but occasionally it exceeds the total national consumption.

Since the amount of storage capability in the electricity system is rather low, the curves of total electricity production and consumption of course match. This is currently achieved by exporting the excess to neighbouring regions and meeting remaining demands by other power sources or import. In order to support a larger share of intermittent energy in the grid, regional infrastructures for transmitting electricity are being expanded in many regions of the world. A complete transition to renewable energy sources for electricity grids is not possible without expanding the energy storage capabilities.
The part of the energy sector that poses the greatest challenges for transformation to a dependence on sustainable sources is the transport sector, which has to rely completely on stored energy. Currently there are no feasible technologies for producing carbon based fuels for conventional combustion engines, in a sustainable manner, on a world wide scale. It may one day become feasible to produce carbon based fuels using electrochemical cells, but this is not close to becoming a technology in the near future. Closer to large scale applications are both the options of running on rechargeable batteries or on hydrogen. Arguably, the scaling of driving range versus weight and price is worse for batteries, compared to fuel cells running on hydrogen from pressurized tanks. On the other hand, electric vehicles have an advantage due to their efficiency and the low fixed cost associated with the systems of electric motors and batteries. Therefore there should be some range or vehicle size above which fuel cells are a cheaper solution than batteries. This point will depend on future developments of both technologies.

Running on hydrogen is inherently carbon neutral, if the hydrogen is produced using electrochemical cells from sustainable sources. Hydrogen can be consumed in combustion engines or more efficiently in hydrogen fuel cells like the proton exchange membrane fuel cell, (PEMFC), and a sustainable hydrogen supply can eventually be based on excess power from renewable power sources.

Toyota’s introduction of a fuel cell powered sedan, with a price tag of approximately 600000 DKK $\approx 80000$ is a recent demonstration of the feasibility or lack of same for PEM fuel cells. The high price is partly rooted in the small number of vehicles produced, but
the manufacturing scalability of the hydrogen fuel cell is inhibited by its reliance on platinum catalysts, due to the scarcity and low world wide production volume of platinum.\textsuperscript{15} This is the motivation for a great deal of research into fuel cell catalysis, including some of the work in this thesis.
1.2 Outline

The Ph.D. work has consisted of several subprojects, which can be divided in two categories: 1) Existing computational modelling methods were used to calculate properties of surfaces that are interesting for catalysis in electrochemical cells. 2) New methodology was developed and tested with the aim of extending the surface models to include the electrolyte explicitly in the calculations. The chapters are divided as follows:

1 Motivation: A brief overview of the global energy challenge was given, and the increasingly important role of electrochemical energy conversion was presented as the motivation for the Ph.D. study.

2 Theory: An introduction to fundamental concepts in electrochemistry, catalysis and density functional theory is given. It is described how density functional theory can provide insight on the atomic scale, which is useful for understanding and developing new catalytic systems.

3 Surfaces for Oxygen Reduction Reaction: Calculations were carried out to understand trends in the properties of recently discovered platinum-based catalysts, in perspective of fuel cell applications. A limit to the application of strain effects as an independent tuning parameter for Pt-alloy catalysts is identified. Several reconstructions of the platinum surface are found to increase reactivity, and thus to be undesired for any catalytic activity enhancement.

4 Catalyst surfaces for Hydrogen Electrodes: Recently discovered catalysts for the hydrogen evolution reaction, (HER), based on non-precious materials were investigated to elucidate the active sites. Among them, nickel phosphide was extensively studied, and Ni-Ni bridge geometries were found able to facilitate the HER reaction with low barriers for a possible Tafel pathway. A smaller study on other metal-phosphides, is presented which shows that the hydrogen binding energy is a good predictor for catalytic activity of HER on metal-phosphides, as it is known to be for transition metal catalysts.

5 Electrochemical Interface Model: Recently reported theory for pH in atomic scale simulations is applied, to develop a methodology for determining the structure of the electrochemical interface. This methodology includes liquid aqueous electrolyte explicitly and gold and platinum surfaces are used as case studies.
6 Conclusions and Outlook: A brief summary of the main conclusions from the thesis is given, and the outlook and suggestions for further continuation of the research is discussed.
2. Theory

Computational modelling is applied in this PhD work to study surfaces and interfaces, that are interesting for electrocatalysis in fuel cells and other applications. To understand the computational methods and how they can contribute to research in electrocatalysis, it is necessary to review some fundamental concepts in electrochemistry. In this chapter, the proton exchange membrane fuel cell is used as an example of an electrochemical cell, and the introduction is given with this system in mind, since the following chapter addresses surfaces relevant for catalysis in the PEMFC. Brief introductions to the PEMFC, electrochemistry, reaction rates, thermodynamics, and density functional theory is included in this chapter to give an overview on how computations on atomic scale models contributes with insight in the reactions taking place on the catalyst surfaces.

2.1 Proton Exchange Membrane Fuel Cell

![PEMFC Diagram]

Figure 2.1: The working principle of a proton exchange membrane hydrogen fuel cell (PEMFC). An electrolyser cell works via the same principle, but in reverse.

The PEMFC produces electrical work and heat by converting hydrogen and oxygen
into water:

$$H_2 + \frac{1}{2} O_2 \rightarrow H_2O$$  \hspace{1cm} (2.1)

There is a thermodynamic driving force for water to form from $O_2$ and $H_2$, which keeps the reaction running in the direction of water formation. This is exploited in a controlled process, which is sketched in figure 2.1. Hydrogen and oxygen are brought in contact via a membrane, which is proton conducting, but not permeable for gases and it is insulating for electrons.

At each side of the membrane, a porous electrode facilitates the chemical reaction between protons, electrons and the hydrogen or oxygen gas. In the left electrode in Figure 2.1, hydrogen is separated into protons and electrons and at the right electrode, protons and electrons reacts with oxygen gas and forms water. The proton path is ideally short circuited, and electrical work is tapped in the electronic circuit.

2.2 Electrochemistry

Electrochemical cells, including batteries and fuel cells consist of four main parts: Two electrodes, an electrolyte and the external circuit, connecting the electrodes (See Fig. 2.1).

Electrochemical reactions run at each electrode / electrolyte interface and drive ions trough the electrolyte and electrons through the external circuit. The power produced by the fuel cell is $U_{cell} \cdot I$, where $I$ is the cell current and $U_{cell}$ is the voltage between the electrodes. The output voltage at 100% efficiency, $U_{cell}^0$, between the electrodes is determined by the thermodynamic driving force, $\Delta G_{cell}$, of the cell reaction by

$$\Delta G_{cell}^0/n = -U_{cell}^0$$  \hspace{1cm} (2.2)

where $n$ is the number of electrons in the reaction.\(^{16}\) By convention, if $\Delta G_{cell}^0$ is negative, the cell reaction is spontaneous. For the PEMFC reaction (2.1), $\Delta G_{cell}^0/n = -1.23$ eV, so the fuel cell gives a power output. The measured cell voltage, particularly in PEMFC’s\(^{17}\), is often significantly smaller than $U_{cell}$, even at negligible cell currents, as illustrated by figure 2.2. Thus the cell is far from 100% efficient even at a low current. The fuel efficiency, $\epsilon$, may be defined by $\epsilon = U_{cell}/U_{cell}^0 = (U_{cell}^0 - \eta_{cell})/U_{cell}^0$, where $\eta_{cell}$ is the over-potential.

In order to understand efficiency losses, it is necessary to separate contributions from
each of the two electrode reactions, as well as from the membrane and external circuit. It often turns out (again the PEMFC is a good example\textsuperscript{17}) that a large portion of the losses comes from poor catalysis of the electrochemical reactions at the electrode / electrolyte interfaces.

Each electrode is most often studied separately, while the other electrode is kept constant. An electrode under study is referred to as the working electrode, and the other is referred to as the reference electrode. Sometimes, a third electrode is included in experimental electrochemical cells in order to measure potential and current through separate channels.

![Figure 2.2: Common characteristics of current, $j$, versus over-potential, $\eta$, of the working electrode.](image)

The electrochemical reaction at each electrode is called a half-reaction, and in the same spirit, one electrode-electrolyte junction is referred to as a half cell. The cell voltage is the difference between the half cell potentials:

$$U_{\text{cell}} = U_{\text{right}} - U_{\text{left}}$$

(2.3)

The cell over-potential, $\eta_{\text{cell}}$, is a sum of over-potentials from the serially connected electrodes and circuit $\eta_{\text{right}} + \eta_{\text{left}} + \eta_{\Omega}$, according to Kirchhoff’s voltage law. An additional term, $\eta_{\text{diff}}$, may also result from diffusion resistance in the electrolyte. As protons are produced at the left electrode and consumed at the right electrode, resistance in the diffusion can result in a proton concentration gradient over the electrolyte. Such a gradient is measured as the diffusion over-potential, $\eta_{\text{diff}}$, because the equilibrium potential of each half cell, $U_{\text{eq,half}}$ shifts with changes in the concentrations according to the Nernst
\[
U_{eq,\text{half}} = U_{\text{half}}^0 - \frac{kT}{n} \ln \frac{a_R}{a_O}
\]  

(2.4)

where \(a_O\) is the activity of the reacting species and \(a_R\) is the activity of the product species. The indices are for oxidised and reduced species respectively. The over-potential associated with a reducing half electrode reaction is defined as \(^{16}\):

\[
\eta = U_{\text{half}} - U_{eq,\text{half}}
\]  

(2.5)

and for the oxidising half reaction, the signs on the right side is reversed. Only cell potentials can be directly measured, so to deduce half cell potential of the working electrode, the potential of the reference electrode must be known. Reference electrodes are constructed to facilitate a fast surface reaction, to always maintain it’s half cell reaction in equilibrium. In this way, the potential of this electrode is accurately defined by thermodynamics. An example of a reference is the hydrogen electrode, which keeps the equilibrium of the reaction:

\[
\frac{1}{2}H_2 \leftrightarrow H^+ + e^-
\]  

(2.6)

The equilibrium of this reaction is dependent on the chemical potentials of protons as well as electrons. Therefore the standard hydrogen electrode potential, \((SHE)\), is defined at \(pH = 0\), and the reversible hydrogen electrode potential, \((RHE)\), is defined at any \(pH\).

According to the above mentioned definitions, the most efficient electrodes for fuel cell applications has the smallest possible over-potentials, at the highest possible current. The Butler-Volmer equation expresses the typically observed relationship between electrode current, \(j\), and over-potential and concentrations of the oxidised and reduced species, \([O]\) and \([R]\):

\[
j = j_0 \left[ [O] \exp \left( \frac{-(\alpha)F\eta}{RT} \right) - [R] \exp \left( \frac{(1-\alpha)F\eta}{RT} \right) \right]
\]  

(2.7)

where \(F\) is Faraday’s constant, \(R\) is the gas constant, \(j_0\), is the exchange current density and \(\alpha\) is the transfer coefficient, which is usually between 0.3 and 0.7. The exchange current density, \(j_0\), depend on the catalytic properties of the electrode interface. Take as an example the two I-V curves in figure 2.2, where one has a larger exchange current density than the other, and therefore show a smaller over-potential at a measurable current than the other. It turns out, that electrode over-potentials are governed mainly by the thermodynamics of molecules adsorbed on the catalyst surfaces and by the number of electrons transferred in the half reaction. This will be further explained, using the example of
the oxygen reaction, in chapter 3. The exchange current density, \( j_0 \), is equal to \(-er_0\), where \( r_0 \) is the rate of the exchange reaction and \( e \) is the unit charge. The theory for reaction rates is very successful in linking experiments with fundamental understanding, as described in the following.

2.3 Reaction Kinetics and Catalysis

To rationalise an expression for the rate of an elementary chemical reaction, statistical mechanics can be applied. More specifically, transition state theory based on statistical mechanics has been proven to be rather successful at explaining reaction rates. Consider a molecule, which can find itself in the reactant ground state, in the product ground state or in an exited state of transition between the initial and final states. A 1-dimensional free energy landscape for the molecule is sketched in figure 2.3.

![Free energy landscape in transition state theory](image)

Figure 2.3: Free energy landscape in transition state theory. The two curves show the free energy potential of the initial reactant state and the final product state. \( \Delta G \) is the driving force of the reaction, and \( G^\dagger \) is the activation free energy.

The probability of finding the molecule in the transition state, is \( Z^\dagger/Z \), where \( Z^\dagger \) and \( Z \) are the partition functions of the transition state and the reactant, respectively, if they are in equilibrium. If the molecule is assumed to react once it has reached the transition state, the reaction rate is the attempt frequency times the probability to reach the transition state. The rate is written:

\[
\frac{d[P]}{dt} = \nu \frac{Z^\dagger}{Z} [R] \quad (2.8)
\]

where \([P]\) is the product concentration and \([R]\) is the reactant concentration. The attempt frequency, \( \nu \), can for example be \( \frac{k_B T}{h} \) in the classical limit, where \( k_B T \gg h \nu \) and \( \nu \) is
the vibrational frequency for a reaction coordinate which is a single vibrational degree of freedom. This is in many cases a good approximation. From the partition functions, the Arrhenius equation can be derived, ending in the following result:

\[
\frac{Z^\dagger}{Z} = \exp\left(-\frac{\Delta E^\dagger}{k_B T}\right) \exp\left(\frac{\Delta S^\dagger}{k_B}\right)
\]

\[
\frac{d[P]}{dt} = \nu \exp\left(-\frac{\Delta G^\dagger}{k_B T}\right) [R]
\]

Thus, the rate depends exponentially on the free energy of the transition state.\(^{18}\) Catalysts are essentially molecules or surfaces, which introduce alternative transition states for the reacting molecule. Transition states can be understood as saddle points in a free energy landscape, in which reactants move. Opening of a reaction path with a lower activation free energy, \(\Delta G^\dagger\), result in an exponential speed-up of the reaction. For this reason, the vast majority of chemistry applied in industry is dependent of catalysts to make use of reactions feasible. Electrochemistry is no exception, in fact slow catalysis is the reason, that some fuel cell reactions are slow or do not run without a large over-potential, (this will be further explained in section 3.1.1). For the same reason, the loss of energy due to poor catalysis of important reactions also has great influence over the worlds energy consumption. It is of immense interest to chemists to characterize the transitions states of reactions, to understand catalysts and find better catalysts for interesting reactions. A large amount of effort goes into catalyst development using experimental and computational tools, in academia and in industry.

Reaction pathways and transition states are influenced by catalyst composition and by macroscopic conditions around the catalyst, such as temperature, pressure, electrode potentials and chemical potentials of molecules and surface species. In fact, catalysts are immensely complicated physical/chemical systems, which can be optimized and tailored on length scales from sub nano-meter to meters.\(^{18}\)

The catalytic reactions in relation to electrochemistry, most often occur at a specific atomic geometry, referred to as a catalytic site, which provides the potential energy landscape with low barriers for the reaction. The reaction pathway usually involves adsorption of a reactant molecule on the catalytic site, exchange of ions with the electrolyte and electrons with the catalyst and then desorption of the resulting product molecule. As an example, take a catalysed hydrogen oxidation reaction in two elemental steps, where
* denotes a site on the catalyst and * as a superscript denotes a molecule bound to the site:

\[
H_2 + * \rightarrow H^* + H^+(aq) + e^-(m) \quad (2.11)
\]

\[
H^* + H^+(aq) + e^-(m) \rightarrow 2H^+(aq) + 2e^-(m) \quad (2.12)
\]

(2.13)

If the surface is not very reactive and molecules are unstable on the surface, adsorption events may be rare, and in that case, the rate of reaction 2.11 would be slow and act as a bottleneck. On the other hand, if the adsorbed hydrogen is too thermodynamically stable on the surface, it will rarely desorb, once it has adsorbed, which mean that a majority of sites will be occupied. Thus, catalytic sites and the conditions surrounding them, must be tailored, so that there is a high probability the sites will be free when a reactant molecule hits and they must facilitate a rapid rates of all steps on the surface and allow desorption, so the next reactant molecule can adsorb. Therefore adsorption energies play a central role in catalysis, as formulated more than a hundred years ago by Sabatier.\textsuperscript{18,19}

Experimental efforts often turn to highly simplified model systems to separate effects each of the many important variables. Single crystal surfaces are excellent model systems for catalytic sites, since they can provide a macroscopic surface, which on the atomic scale is relatively uniform and ideally only consists of a single geometry that is repeated in the entire surface plane. Computational efforts often turn to atomic scale models and simulations to aid the understanding of the simplified model systems, including calculating adsorption energies of molecules on the extended surfaces from quantum mechanics. By continuously benchmarking computational results against well defined model system experiments, the computer models become increasingly reliable, while computations can aid the understanding of real model systems and thereby aid the development of design principles and new catalysts.\textsuperscript{18,20}

### 2.4 Quantum Mechanics

As stated above, the energetics of molecules and adsorbates on a catalyst can be obtained from quantum mechanical calculations. In practice, a number of approximations, and implementation solutions have to be used when solving the quantum mechanical problems. This section introduces the method of density functional theory, (DFT), which used for
all the quantum mechanical computations in this thesis.

The calculations are based on the Schrödinger equation, which in principle holds the information needed to understand any system of electrons and nuclei, that is relevant for chemistry. The time-independent form of the equation can be written compactly as:

$$H\Psi_i(R, r) = E_i \Psi_i(R, r)$$  \hspace{1cm} (2.14)

where $\Psi_i(R, r)$ are the eigenstates, $E_i$ are the energy eigenvalues. The essence is that $\Psi_i(R, r)$ is the many particle wave function, which is a function of all the coordinates of the nuclei and the electrons. $\hat{H}$ is the full many particle Hamiltonian, which is written:

$$\hat{H} = \sum_{I=1}^{P} \frac{\hbar^2}{2M_I} \nabla_i^2 - \sum_{i=1}^{N} \frac{\hbar^2}{2m_i} \nabla_i^2 + \frac{e^2}{2} \sum_{I=1}^{P} \sum_{J \neq 1} \sum_{i=1}^{P} \left| \mathbf{Z}_I \mathbf{Z}_J \right| \frac{1}{|\mathbf{R}_I - \mathbf{R}_J|}$$

$$+ \frac{e^2}{2} \sum_{i=1}^{N} \sum_{j \neq 1} \left| \mathbf{Z}_i \mathbf{Z}_j \right| \frac{1}{|\mathbf{r}_i - \mathbf{r}_j|} - \frac{e^2}{2} \sum_{i=1}^{N} \sum_{i=1}^{N} \left| \mathbf{Z}_i \mathbf{r}_i \right| \frac{1}{|\mathbf{r}_i|}$$  \hspace{1cm} (2.15)

where $I$ and $J$ are indexes of the nuclei, $i$ and $j$ are indexes of the electrons, $P$ is the number of nuclei, $N$ is the number of electrons, $M$ are nuclear masses, $m$ is the electronic mass, $Z$ are nuclear charges and $e$ is the electronic charge. This equation is possible to solve for the hydrogen molecule, for the Helium atom, and that is basically it. For most problems it turns out to be unsolvable, analytically and even numerically. However, some approximations can be made. In this work, the preferred substitute for an exact solution is using density functional theory (DFT). In the following, a brief introduction to the approximations made in DFT is given.

### 2.4.1 Adiabatic approximation

The first simplification of the problem, is the adiabatic approximation. Since electrons are much lighter than the nuclei, it makes sense to decouple the electronic and nuclear degrees of freedom. In that way, one can treat the nuclei as stationary classical particles and find a solution to the instantaneous electronic problem. The full, time dependent many particle wave function can then be written as a product of the nuclear wave function and the
stationary electronic wave function:

\[ \Phi_m(R, r, t) = \Theta_m(R, t) \Psi_m(R, r) \]  

(2.16)

The nuclei are now treated as classical, which means their position expectation values are replaced by their positions. The nuclear equations of motion thereby reduces to the classical equations of motion. The electrons now move in an external potential \( V_{\text{ext}} \) set up by the nuclei. That leads back to the Schrödinger equation, now with classical, stationary nuclei:

\[
\left[ -\frac{\hbar^2}{2m} \sum_j \nabla_j^2 - \sum_{j,l} \frac{Z_l e^2}{|r_j - R_l|} + \frac{1}{2} \sum_{j \neq j'} \frac{e^2}{|r_j - r_{j'}|} \right] \Psi = E \Psi
\]

(2.17)

where \( \Psi \) is the all electron wave function. This form has the consequence for the computational chemist, that nuclear positions are an input and the electronic structure is an output of each individual electronic structure calculation.

### 2.4.2 Many electron problem

The all electron wave function is still a function of all the electronic coordinates:

\[ \Psi = \Psi(r_1, r_2, ..., r_N) \]

(2.18)

Using this wave function, the ground state can be calculated using the variational principle, which says that for any wave function \( \Psi \):

\[
\frac{\langle \Psi | H | \Psi \rangle}{\langle \Psi | \Psi \rangle} \leq E_0
\]

(2.19)

and \( E_0 \) is the ground state energy. That yields the ground state energy \( E_0(R) \), as a function of just the input coordinates of the nuclei, thus revealing e.g. the energy of a transition state relative to that of a relaxed state of a molecule.

Instead of describing the all-electron wave function, it is useful to consider the electron density. The electron density of a single electron is given from it’s wave function by:

\[ \rho_j(r) = |\psi_j(r)|^2 \]

(2.20)
The density is only a function in the three spacial dimensions. Therefore it can be expanded in a 3 dimensional grid, which is very useful for computer simulations.\textsuperscript{22} The all electron density is also physical observable. Therefore it can be evaluated to provide understanding of phenomena, that are relevant for the chemistry, such as the electron transfer between surface and adsorbate etc.

Introducing the Hartree approximation, it is now assumed that every single electron is moving in the classical electrostatic potential from the nuclei and the other electron densities. The effective external potential for one electron is written:

\[ V_{\text{eff}}(R, \mathbf{r}) = V_{\text{ext}}(R, \mathbf{r}) + \int \sum_{i \neq j}^{N} \frac{\rho_j(\mathbf{r}')}{|\mathbf{r}_i - \mathbf{r}_j|} d\mathbf{r}' \]  

(2.21)

the \( i \neq j \) condition in the sum assures, that an electron does not feel it’s own potential. Using the variational principle, the ground state is found using a self consistency cycle in which an external potential is obtained from the electron density, the electron density is obtained from the single electron wave functions, and the wave functions are found by solving the single particle Schrödinger equation:

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(R, \mathbf{r}) \right] \psi_i = E_i \psi_i \]  

(2.22)

This solution works, if the many particle wave function can be written as a product of all the single particle wave functions:

\[ \Psi(R, \mathbf{r}) = \prod_n \psi_n(\mathbf{r}) \]  

(2.23)

of which every factor is a function of the three dimensional coordinates.\textsuperscript{21}

Since electrons are Fermions, they should also obey the Pauli principle. The Pauli principle gives rise to exchange interaction, which is not yet included, because the Hartree single particle Hamiltonian only includes interaction with classical external potentials. Including the Pauli principle, the exact electron-electron interaction term may be written:

\[
U_{\text{ee}} = \frac{1}{2} \int \rho(\mathbf{r}) \rho(\mathbf{r}') |\mathbf{r} - \mathbf{r}'| d\mathbf{r}d\mathbf{r}' + \int \rho(\mathbf{r}) \rho(\mathbf{r}') [g(\mathbf{r}, \mathbf{r}') - 1] d\mathbf{r}d\mathbf{r}' \]  

(2.24)

where \( \rho(\mathbf{r}) \) is the density of one electron at location \( \mathbf{r} \) and \( g(\mathbf{r}, \mathbf{r}') \) is the two body pair-correlation function, between the electrons, which includes the exchange and correlation
effects. The first term in 2.24 is the classical electrostatic interaction and the second term is the exchange-correlation contribution. Since the electron electron interaction is described separately, the Hamiltonian may be written as:

$$\hat{H} = \hat{T} + \hat{V} + \hat{U}_{ee}$$  \hspace{1cm} (2.25)

where $\hat{T}$ and $\hat{V}$ are the potential and kinetic energy terms of non-interacting single electrons in the external potential (same as in equation 2.22), and $\hat{U}_{ee}$ is the electron-electron interaction.

Thomas-Fermi theory showed that the energy of the system can be calculated as a functional $E[\rho]$ of the electron density:

$$E[\rho] = T + V + E_H + E_X + E_C$$  \hspace{1cm} (2.26)

The classical potential energies from ions, $V$, and from the electron density $E_H$ are known exactly as functionals of the electron density. The exchange energy, $E_X$, and the non-interacting electronic kinetic energy, $T$, can be obtained from the non-interacting single electron orbitals, but the correlation energy, $E_C$ is still unknown. For an infinite homogeneous electron gas, the exact solution to each of the terms of $E[\rho]$ was shown to be functionals of the density, using the constraint that the integrated electron density equals a finite number, $N$, electrons.

If the electron density varies very slowly for a different system of interest, it is therefore tempting to calculate the energy locally at a constant density in every point and integrate $E[\rho(\mathbf{r})]$ over the volume of the system. That leads to the local density approximation (LDA) to the energy functional. However, the real electron density and the single electron orbitals were not known for any real system of interest, and therefore it was not straightforward to find the correct electron density, $\rho[\mathbf{r}]$, at every point in space.\(^{23}\) This problem is in part circumvented by the Hohenberg-Kohn theorems.

The first Hohenberg-Kohn theorem is a mathematical proof, that the electron density $\rho(\mathbf{r})$ uniquely determines the external potential. The second Hohenberg-Kohn theorem proves that the ground state many particle wave function is also uniquely determined by the density and that the energy can be found by a universal functional of the electron density.\(^{24}\)
2.4.3 Density Functional Theory

The consequence of the H.K. theorems is that the variational principle can be applied to determine the unique ground state density.\textsuperscript{22} The Kohn-Sham\textsuperscript{25} equations do this using a self-consistency cycle, as will be explained in the following.

The first step in the Kohn-Sham self-consistency cycle (SCF) is to calculate the external potential, $V_{\text{eff}}(r)$, from an initial electron density:

$$V_{\text{eff}}(r) = V_{\text{ext}}(r) + \int \frac{\rho(r')}{r - r'} d r' + V_{XC}[\rho](r)$$ (2.27)

The leading term on the right side in equation 2.27 is the classical potential from the ionic cores, and the second is the classical Hartree potential, whereas the $V_{XC}[\rho](r)$ is the potential from exchange and correlation, which will be further discussed in section 2.4.4. The external potential is inserted into the single electron Hamiltonian to solve:

$$\left[ -\nabla^2 + V_{\text{eff}} \right] \psi_i = E_i \psi_i$$ (2.28)

and obtain the single electron orbitals, $\psi_i$, and eigenvalues, $E_i$. For a system of $N$ electrons the electronic density $\rho(r)$ is obtained by summing the densities of the $N$ orbitals with lowest energies:

$$\rho = \sum_{i=1}^{N} |\psi_i|^2$$ (2.29)

This density can then be inserted to obtain a new $V_{\text{eff}}$ and start another iteration. The procedure iterates, until self-consistency is reached and the density and energy no longer changes in new iterations. As proven by the Hohenberg-Kohn theorems, the above procedure exactly determines the ground state density from any external potential, which is determined by atomic positions and number of electrons. This is the foundation for density functional theory, which is in principle exact except for the exchange-correlation contribution, $V_{XC}[\rho](r)$, in the effective potential.
2.4.4 Exchange and Correlation

The exchange correlation energy can be exactly written as:

\[
E_{XC} = \frac{1}{2} \int \frac{\rho(r)\rho(r')}{|r - r'|} [g(r - r') - 1] dr dr'
\]  

(2.30)

where \(g(r - r')\) is called the exchange-correlation hole. Basically \(g(r - r')\) consists of the sum of the correlation hole, \(g_C(r - r')\), and the exchange hole, \(g_X(r - r')\), which are the contributions to the pair-potential on an electron at \(r\) from electron at \(r'\). The potential of exchange can be exactly calculated, but no exact solution has been found for the correlation part, except for the particular case of a uniform density.

The LDA functional, which was derived on an assumption of uniform electron density, may be used as a first approximation, but in real systems, the electron density varies dramatically on smaller and larger scales and is not uniform. The exchange and correlation terms are significant at long ranges, so LDA does not give very good results for most systems of interest for chemistry.\(^{23}\)

LDA essentially corresponds to a first order gradient expansion of the energy functional in the density, using the assumption of constant density. Accepting that the electron density has gradients, a natural next step to go beyond LDA, is to more orders in the expansion. Adding one more term means that the local gradient of the density are also considered, but continuing the expansion to include even more terms is not necessarily feasible, because the sum is not monotonically convergent. Since the sum is not monotonically convergent, various approaches to a resummation of the series has been attempted to come up with a useful expression for \(E_{XC}\). A class of these approaches writes a resummation in the form:

\[
E_{XC}[\rho] = \int \rho(r)\epsilon_{XC}[\rho(r)]dr + \int F_{XC}[\rho(r), \nabla\rho(r)]dr
\]  

(2.31)

This form (2.31) results in the semi-local functionals called the generalized gradient approximation (GGA), where \(F_{XC}\) and \(\epsilon_{XC}[\rho(r)]\) can take various shapes, which satisfy different physical constraints from the exchange-correlation hole, although no one satisfies all the constraints. They can also be fitted to different training sets to reproduce atomization energies of molecules, geometries, etc.\(^{21,23}\)
One of the most widely used versions of the GGA functionals is the Perdew-Burke-Ernzerhof, (PBE),\textsuperscript{26} which was made to satisfy as many physical constraints as possible, omitting those that were expected to give the smallest contributions. A revised PBE functional, the RPBE\textsuperscript{27} is the most applied functional for calculations in this thesis. The reason for this choice is that the RPBE was been constructed to give the best results for chemisorption energies on metal surfaces and atomization energies of small molecules, which are central to the present work. In general, the GGA class are computationally efficient choices compared to a wide variety of more advanced XC functionals.

The GGA class functionals still do not include many-body correlations, also known as van der Waals potentials, and to include those, several van der Waals functionals have also been developed\textsuperscript{28–30}. In their current implementation they demand somewhat more computational resources, and in this work they were therefore used to a smaller extend.

2.5 Implementation of DFT

This section deals with the implementation of DFT in the electronic structure code GPAW\textsuperscript{31,32}, which was used for most of the electronic structure calculations in this thesis. A central aspect of the choices in implementation is computational efficiency, which can be defined as the compromise of quality or accuracy of a result versus CPU hours spent.

Basis sets

In the GPAW code, three types of basis sets are available for the Kohn-Sham (KS) single particle wave functions in equation 2.28, and they were all used in different parts of the project. Usually, periodic boundary conditions are employed, and thus the wave functions should correspond to a solution that upholds translational periodicity of the unit cell, by being the product of a phase factor and a periodic function, according to the Bloch theorem\textsuperscript{23,33}. The wave function can in principle be evaluated at an infinite number of k-points in the reciprocal unit cell, but the result will usually be converged by including a small number of k-points. The way to select the k-points, that is used in the GPAW implementation is the Monkhorst-Pack sampling\textsuperscript{34}, which selects points interpolated between the highest symmetry points.
Expanding the KS basis in a linear combination of plane waves, (PW), is an advantageous solution if periodic boundary conditions are employed and the unit cell dimensions are not too large. An expression for the wave functions, $\psi^{(k)}(r)_j$, with eigenstate $j$ and k-vector $k$, in which the periodic boundary conditions are satisfied is:

$$\psi^{(k)}(r)_j = \sum_{G=0}^{\infty} C_{jG} k G(r)$$  \hspace{1cm} (2.32)

where $C_{jG}$ are the PW coefficients and $G$ are the reciprocal lattice vectors. In principle, equation 2.32 produces a complete basis set, but the sum of coefficients must be truncated in some way. This is done so the waves with higher kinetic energy than a chosen cut-off are omitted, using the condition:

$$\frac{\hbar^2}{2m} < E_{\text{cut}}$$  \hspace{1cm} (2.33)

Another type of basis set is representing wave functions on a uniform three dimensional real space grid, where the values on the grid constitute the wave function and derivatives are calculated as finite differences. This method is not as efficient as plane waves for small systems, but it does not need to transform entire wave functions between real space and reciprocal space, so parallelization beyond k-points is much easier than in PW mode. The only parameter to increase the size/accuracy of the real space basis set is the grid spacing and it converges towards a complete set, when decreasing the grid spacing. Therefore this mode can provide accurate solutions with better computational efficiency for larger systems.

Finally, the KS basis may be expanded in a linear combination of localized atomic orbitals, (LCAO). This type of basis set can be expanded by adding more localized functions, but it does not converge systematically towards complete set, since different types of functions are added by choice. The localised basis functions are usually radial "zeta" functions and "polarisation" functions are functions to represent angular momentum.

Core electrons

Near the atomic nuclei, a number of problems arises related to the diverging electrostatic potential or the nucleus. Core electrons may have high kinetic energies and thus wave
functions that oscillate extremely rapidly space, and so plane waves close to the cores
electrons requires much higher energies than the valence electrons. On the other hand,
only valence electrons are participating in chemical bonds, thus they are interesting for
applications of DFT. Therefore it is advantageous to replace the core electrons with either
a pseudo-potential or projector wave augmented functions \(^{38,39}\), (PAW), both of which can
be constructed once for every element from all-electron calculations. In GPAW, the PAW
method is used to represent electronic cores. The PAW method relies on calculating the
all electron wave functions of the core states for the isolated atoms, and then introduce a
mapping between those and a pseudo wave function, which is smooth. Outside a certain
radius around the nucleus, referred to as the augmentation sphere, the real all electron
wave function is equal to the pseudo wave function. During solution of the eigenvalue
problem in DFT, the pseudo wave functions and the pseudo electron density are used,
while it is possible to transform into all electron wave functions and get the real all electron
density. \(^{32,38}\)

**Forces and geometries**

Energies of surfaces, molecules and chemisorbed species depend on the geometries, and
they must be relaxed to the lowest energy state, to obtain the relevant energies for appli-
cations to thermodynamics.

A number of relaxation algorithms exist, which perturbs the atomic positions and
geometries in different ways to locate minima. Methods for relaxing a smaller number of
degrees of freedom always relies on forces from the electronic structure calculations. The
first derivative of the energy from the converged electronic structure calculations is the
Hellmann-Feynmann forces:

\[
F_I = -\frac{\partial E^{DFT}(\mathbf{R})}{\partial \mathbf{R}_I} = \int \rho(\mathbf{r}) \frac{\partial V_{\text{ext}}(\mathbf{r} - \mathbf{R}_I)}{\partial \mathbf{R}_I} + \sum_{J \neq I} \frac{\mathbf{R}_I - \mathbf{R}_J}{|\mathbf{R}_I - \mathbf{R}_J|^3}
\]  

(2.35)

where \( \mathbf{R} \) is position and \( F_I \) denotes forces or positions of ion \( I \). An additional term is
added if the basis set is incomplete, e.g. if LCAO is used as basis set. \(^{23,40}\)

A variety of iterative schemes use the forces to relax positions to the lowest local
energy minimum, and then declare convergence when the force is smaller than some cri-
teron deemed close enough to zero. It is a central problem for modelling atomic scale
systems, that the phase space of atomic positions has many degrees of freedom, and that
the energy landscape can have many local minima. If the number of degrees of freedom is
not too great, it is usually enough to try a few different starting configurations for a given
state of some number of atoms, and assume that the lowest of the found minima is the
global one. For most structure optimization problems in this thesis, a Broyden-Fletcher-
Goldfarb-Shanno algorithm, (BFGS),\textsuperscript{41–44} was used to find the local minima, and in a
few cases the FIRE algorithm was used\textsuperscript{45}.

2.6 Thermodynamics from DFT

DFT can provide the ground state potential energy differences between molecules in var-
ious states on the surface or in the gas phase. Contributions for entropy and zero point
energy can be obtained from standard thermodynamic tables or calculations, and they
can be added to the potential energies to obtain free energy differences, including adsorp-
tion free energies.

Free energy differences are written in terms of differences in entropy, $S$, and enthalpy,
$H(T)$, which is further written in terms of the zero-point energies, $ZPE$, potential ener-
gies, $E$, and heat capacity in the following way:

\begin{equation}
\Delta G = \Delta H(T) - T \Delta S
\end{equation}

\begin{equation}
\Delta H(T) = \Delta E + \Delta ZPE + \int_{0}^{T} C_{p}dT
\end{equation}

In the Born-Oppenheimer approximation, the potential energies are the energy of the
converged electronic structure, calculated using DFT. The entropy is normally obtained
from thermodynamic tables, although vibrational, rotational, translational and electronic
entropies can also be obtained from first principles.

Knowing the free energies of the micro states of different systems lets us apply statis-
tical physics for calculating macroscopic properties of the system. This is can be done by
taking the average of the property of all the micro states of the system weighted to their
probability:

\begin{equation}
\langle A \rangle = \sum_{i} A_{i} p_{i}
\end{equation}
\[ p_i = \frac{1}{Z} \exp \left( \frac{\Delta G_i}{kT} \right) \quad (2.39) \]
\[ Z = \sum_{i}^{\infty} \exp \left( \frac{\Delta G_i}{kT} \right) \quad (2.40) \]
\[ \langle A \rangle = \frac{1}{Z} \sum_{i} A_i \exp \left( \frac{\Delta G_i}{kT} \right) \quad (2.41) \]

where \( \Delta G_i = G_i - G_0 \), and \( G_0 \) is the reference state. In principle the number of states, \( i \), is infinite, but the probability decays exponentially, and a cut-off for the partition function is therefore often used in practice. This can be done, if the states that are not counted can be assumed so rare that they are not relevant for the average, \( \langle A \rangle \). The states that are still included in the sum is sometimes referred to as relevant states.

Usually, adsorption energies are calculated at zero K and written:
\[ \Delta G = \Delta E - T \Delta S + \Delta ZPE - n\mu_A \quad (2.42) \]
where \( \mu_A \) is the chemical potential of the reference reservoir for atom \( A \) and \( n \) is a number of atoms that were added to the system. In the last equation, the first two terms only contain changes to the energy of the surface system. The reservoir is usually a gas at standard conditions or a bulk solid, for which the potential energy and zero-point energy can be obtained from DFT.

In the subject of this thesis, one of the most interesting reference states is the chemical potential of protons solvated in the electrolyte. However, there are many issues with calculating energetics of solvated molecules or ions, since solvation is often very long range and dynamic in nature and because systems that are not charge neutral cannot be handled with periodic boundary conditions. In the following, an introduction is given on how this is circumvented.

### 2.6.1 Computational Hydrogen Electrode

Calculating a free energy of electrosorption of an ion from solution requires a clever choice of reference, if one is to avoid modelling ions in solution explicitly. Such a choice of reference is introduced in this section.
Figure 2.4: Thermodynamics of adsorption should be understood using a grand canonical ensemble, due to the exchange of particles.

The free energy of proton adsorption from solution is:

$$
\Delta G = \Delta E + \Delta ZPE - T\Delta S - (\mu_{H^+} + \mu_{e^-})
$$

as in (2.42) where $\mu_{H^+}$ and $\mu_{e^-}$ are the chemical potentials of the protons in solution and electrons at the Fermi level of catalyst.

Since $\mu_{H^+}$ and $\mu_{e^-}$ cannot be used as references directly, it is necessary to relate them to a chemical potential of a species, which can be calculated from DFT. It is straightforward to calculate the energy of hydrogen in gas phase, so a reference that can be related to this is desirable. The hydrogen reference electrode maintains equilibrium between the hydrogen at standard conditions versus electrons + protons. Therefore the chemical potentials of these species at the reference electrode obey the relation:\textsuperscript{47}

$$
\mu^{\text{ref}}_{H^+} + \mu^{\text{ref}}_{e^-} = \mu_{H_2}/2
$$

The difference between the chemical potentials of electrons of the surface and the reference electrode can be measured in experiments, since the voltage $U_{RHE}$ between the working electrode and the reversible hydrogen electrode is:\textsuperscript{16}

$$
U_{RHE} = -(\mu_{e^-} - \mu^{\text{ref}}_{e^-})/e
$$

by inserting (2.44) into (2.45),

$$
-eU_{RHE} = \mu_{e^-} - \mu_{H_2}/2 + \mu_{H^+}^{\text{ref}}
$$

$$
\mu_{e^-} = \mu_{H_2}/2 - \mu_{H^+}^{\text{ref}} - eU_{RHE}
$$
If $\Delta F = \Delta E + \Delta ZPE - T\Delta S$, and 2.46 is inserted into (2.43),

$$\Delta G = \Delta F - \mu_{H^+} - (\mu_{H_2}/2 - eU_{RHE} - \mu_{H^+}^{ref})$$

(2.48)

Usually it is assumed that $\mu_{H^+}$ is equal to $\mu_{H^+}^{ref}$. This holds if there is no gradient in chemical potential for the protons in solution, which is equivalent to an equilibrium situation, where diffusion is much faster than surface reactions. In that case, equation (2.48) reduces to

$$\Delta G = \Delta F - (\mu_{H_2} + eU_{RHE})$$

(2.49)

This way of calculating the energy of electrosorption is referred to as the computational hydrogen electrode (CHE). In the usual formalism, $-eU_{RHE}$ is interpreted as a chemical potential, $\mu_{H^+ + e^-}$, for protons + electrons, with $H_2(g)$ at 1 atm as the reference chemical potential. This can be written:

$$\mu_{H^+ + e^-} = -eU_{RHE} = \mu_{e^-} - \mu_{H^+}^{ref} = \mu_{H^+} + \mu_{e^-} - \mu_{H_2}/2$$

(2.50)

$$\Delta G = \Delta F - \mu_{H_2}/2 - \mu_{H^+ + e^-}$$

(2.51)

$$\Delta G = \Delta E + \Delta ZPE - T\Delta S - \mu_{H_2}/2 - \mu_{H^+ + e^-}$$

(2.52)

The free energy, formulated using equation 2.52, is sketched in figure 2.5.

Figure 2.5: The computational hydrogen electrode visualised for the electrosorption of protons. $\Delta G$ is obtained by calculating $\Delta G_{eq}$ and subtracting $\mu_{H^+ + e^-}$.

Figure 2.5 illustrates, how a DFT calculation of adsorbed hydrogen relative to $H_2$, leads to the electrosorption energy using $\mu_{H^+ + e^-}$. A requirement for the applicability
of the CHE, is that changing the electrode potential of the surface does not introduce a
significant electric field contribution to the potential energy of the adsorbate. A standard
DFT calculation with a slab and periodic boundary conditions would not capture such
a contribution in the potential. However for most small molecules, this contribution has
proven to be negligible.\textsuperscript{49}

The CHE is extensively used in the following chapters of this thesis. Chapter 3 treats
calculations of thermochemistry of intermediates for the oxygen reduction reaction on
ideal, strained and reconstructed Pt(111) surfaces. The CHE is the key to understanding
the over-potential of ORR and to understand, which materials properties should be ad-
dressed in the search for better catalysts for this reaction. Chapter 4 treats the hydrogen
evolution, also using the CHE to evaluate several newly discovered catalysts. In chapter
5, the CHE scheme is further developed to account for electric field effects and pH effects
at the interface.
3. Surfaces for Oxygen Reduction Reaction

This chapter presents DFT calculations to understand the trends in reactivity of contracted and reconstructed platinum surfaces in perspective to catalysis of the oxygen reduction reaction, (ORR). First, a brief introduction is given to the fundamentals of ORR and to recent results on platinum lanthanide alloys for ORR catalysis. Then computations are presented and discussed in relation to trends observed in the experimental studies on the newly discovered series of Pt-lanthanide materials. Some of work presented in this chapter is published in paper I, and some of the work is prepared for publication in paper II and III.

3.1 Introduction

ORR is the electrochemical half reaction which forms water from electrons, protons and oxygen:

\[ O_2(g) + 4H^+ + 4e^- \rightarrow 2H_2O \]  

(3.1)

It is fundamental for hydrogen fuel cells, and it is the process, which involves the largest efficiency loss in the PEM fuel cell. Therefore studies with the aim of developing new catalysts for this reaction is of high interest to the hydrogen fuel cell industry and to the fields involving surface science and electrocatalysis.

A great number of advances in understanding of the ORR have been made in the last decade or so, by computations and by surface science, spectroscopy and electrochemical experiments.\textsuperscript{50,51} Design principles were developed, which suggested new candidate materials, and eventually the new understanding manifested itself in new experimental catalysts, which are mainly based on platinum alloys. There are still a great number of questions regarding the properties of these catalysts, the structure of the active surfaces, the stability of these and the features that make them better than other catalysts such as pure platinum. These questions must be answered in order to rationally optimize the catalysts and improve the design principles to search for even better catalyst candidates.
3.1.1 Fundamentals of the oxygen reduction reaction

The oxygen reduction reaction can be separated in four elementary protonation reactions. First, an oxygen molecule must adsorb on the catalyst. Then the first protonation reaction forms the hydroxyl intermediate:

\[ O_2^* + 4H^+ + 4e^- \rightarrow HOO^* + 3H^+ + 3e^- \] (3.2)

The second protonation step forms a water molecule and an atomic oxygen:

\[ HOO^* + 3H^+ + 3e^- \rightarrow O^* + H_2O + 2H^+ + 2e^- \] (3.3)

Theoretically, the second step can also end in a $H_2O_2^*$ state, but this is not a relevant pathway on platinum\textsuperscript{52}. The third protonation forms the hydroxide intermediate:

\[ O^* + 2H^+ + 2e^- \rightarrow HO^* + H^+ + e^- \] (3.4)

And the fourth step consumes hydroxide and forms water:

\[ HO^* + H^+ + e^- \rightarrow H_2O^* \] (3.5)

Using the computational hydrogen electrode, the free energy of each reaction step can be written:

\[ \Delta G = \Delta G^0 + eU_{RHE} \] (3.6)

where $\Delta G^0$ is the free energy change at 0 V versus RHE and $e$ is the unit charge. If any one of these reactions is significantly slower than the others, it can be assumed that this is rate-determining. Transition state theory (See section 2.3) predicts that the intermediate step with the slowest rate is the one with highest $\Delta G$.

If written relative to the initial state, the free energy is:

\[ \Delta G^{int}(U_{RHE}) = \Delta G^0 + neU_{RHE} \] (3.7)

where $n$ is the number of proton + electron pairs. The origin of the over-potential is evident, when equation (3.7) is used to plot $\Delta G(U_{RHE})$ for the full ORR reaction path (Fig. 3.1).

By increasing the over-potential sufficiently, $\Delta G$ for all four reaction steps become
negative. The last step to become negative, as the over-potential is increased, is the potential determining step.\textsuperscript{48}

From figure 3.1, it appears that Pt(111) binds the O\textsuperscript{*} and HO\textsuperscript{*} intermediates too strongly and HOO\textsuperscript{*} too weakly. The FCC(111) facets of platinum and Pt-alloys are nevertheless the most active surfaces known for ORR catalysis. By computational screening of transition metals for the binding energy of these intermediates, it was calculated, that substituting one metal for the next, the change in reactivity towards one intermediate scales linearly with the change in reactivity of the other intermediates. As long as the linear relation for FCC(111) surfaces hold, the number of degrees of freedom in optimizing the catalysts may be reduced to one. The binding energy of either adsorbate is therefore a good descriptor for reactivity and activity. Within the constraint of these scaling relations, a more optimized catalyst would bind the intermediates slightly weaker than Pt(111). In accordance with the Sabatier principle\textsuperscript{19}, the DFT calculations predict that there is an optimal reactivity, which mean that an excessive weakening of the oxygen binding energies, will again yield a lower catalytic activity.\textsuperscript{48,52,53}

### 3.1.2 Trends in ORR activity

Platinum has the advantage as a catalyst material, that is relatively resistant to dissolution in the very acidic environment of the PEMFC electrolyte. Only a few other transition metals such as palladium and gold have enough stability in the conventional acid electrolytes. Therefore, numerous experimental and computational studies has been done on platinum-alloy catalysts, in attempts to improve activity, without compromising resistance to dissolution.\textsuperscript{51,54–58}. 

![Figure 3.1: Free energy diagram for ORR intermediates adsorbed on Pt(111) based on previous DFT calculations. Adapted from Karlberg et al.\textsuperscript{52} with no field corrections.](image-url)
Most platinum-transition metal alloys have low energies of alloying, which renders them vulnerable to segregation of the elements. However, platinum-yttrium and platinum-gadolinium was found to be more active catalysts than pure platinum while being more stable than transition metal alloys.⁵⁹

Angle resolved XPS experiments⁶⁰ revealed that a thick platinum skin forms on the gadolinium alloy. Yttrium and gadolinium, are very reactive towards oxygen and the mechanism for the formation of the Pt-skin is most likely a leaching of the rare-earth element into solution, leaving the skin which then protects the alloy from contact with the electrolyte and further leaching. XRD measurements show that the bulk structure of the alloy has two alternating layers in the (001) planes. These are shown in Fig. 3.2.

Figure 3.2: Models of the two atomic layers in the Pt₅Gd unit cell. Small gray spheres represent platinum atoms and large cyan spheres represent gadolinium atoms. In the Pt₅Gd unit cell, the vacancies in the Kagomé layer are positioned over the Gd atoms in the Pt₂Gd layer.

The vacancies in the Kagomé layer (Fig. 3.2a) have the same positions as the Gd atoms. Since gadolinium tends to leach out into the solution, it has been hypothesized that some Pt₅M (001)/overlayer interfaces are terminated by the Kagomé layer, providing a lattice match with the Pt(111) lattice. The Pt₅Gd (001) facet is 4.5% smaller than the Pt(111). The overlayer can therefore be a Pt FCC(111) layer with a contraction of around 4.5%. Electronic structure theory predicts that contracted surfaces are more noble⁶¹, which would be beneficial to activity⁴⁸. Since the Pt skin is several atomic layers thick, the change in activity is attributed mainly to strain effects, as opposed to ligand
effects.

### 3.1.3 Strain effect on Pt(111)

It turns out that many of the Pt-lanthanides can form the Pt$_5$Gd crystal structure. A systematic series of experimental studies on alloying platinum with lanthanides was therefore carried out in an attempt find the optimal Pt-lanthanide catalyst with a fine tuned lattice constant to get perfect reactivity. A correlation between the lattice parameters of platinum-lanthanide alloys and the catalytic activity of polycrystalline samples was observed.$^{58}$

![Figure 3.3: The ORR activity of poly-crystalline platinum-lanthanide alloys plotted versus the Pt-Pt distance in the alloy.$^{58}$ The top axis is the OH binding energy constructed by transforming strain into OH binding from DFT calculations on Pt(111) surfaces with lattice contractions, (Shown in figure 3.4). The gray dataset in the background is from Cu/Pt(111) near-surface alloys.$^{57}$, where the OH binding energy was obtained from a voltammetric shift of the OH adsorption peak.](image)

Fig. 3.3 plots the measured activity vs. Pt-Pt distance trend for the Pt-lanthanides. Observing the trend for the Pt-lanthanides a maximum in activity is identified around the Pt-Pt distance of Pt$_5$Tb. It was not possible to accurately determine the OH binding energies on Pt-lanthanides from the electrochemical experiments, to construct the Sabatier volcano directly for the Pt-lanthanides. Therefore, activity vs. OH binding energy from
Cu/Pt(111) near surface alloys, (NSA’s)\textsuperscript{57}, are co-plotted in Fig. 3.3. For the Cu/Pt(111) NSA’s the change in OH binding energy could be quantified by experiments to make the Sabatier analysis. The study on near Cu/Pt(111) near surface alloys can thereby be used as a benchmark for the computed prediction of activity enhancement versus binding energy.

A linear fit to the change in calculated OH binding energy versus strain\textsuperscript{58}, was used to scale the $\Delta G_{OH}$ axis in figure 3.3. These OH adsorption energies are plotted vs. strain in 3.4.

![Figure 3.4: Adsorption energies versus strain on Pt(111), by U. G. Vej-Hansen\textsuperscript{62}](image)

Past DFT calculations predict, that the optimal OH binding is 0.1 eV weaker than on Pt(111)\textsuperscript{63}. According to the calculated trend in OH binding versus strain, this shift in $\Delta G_{OH}$ corresponds to a contraction of around 3\% (See Fig. 3.4). However, experiments in several past studies on different Pt alloys give a picture of an optimal OH binding that is 0.12 eV weaker than on Pt(111)\textsuperscript{51,57}. This value is within the confidence range of the computed value of 0.1 eV. Micro kinetic models suggest an explanation to why the top of the experimental volcano is shifted and it explains why the optimum is lower than the peak. If there is a higher barrier for water formation from OH (reaction 3.5), than for OOH formation (reaction 3.2), the trend in activity enhancement on the strong binding side of the volcano will converge to a constant level as the surfaces become more noble, until OOH formation becomes rate limiting.\textsuperscript{63} Assumming that the Pt-skin lattice distances matches the (001) facet of the alloy, the optimum OH binding is 0.15 eV weaker than Pt(111), which corresponds to a strain closer to 5\% (See Fig. 3.4). This would mean that the Pt-lanthanides up to Pt\textsubscript{5}Tb are strong binding, and the Pt\textsubscript{5}Dy and Pt\textsubscript{5}Tm alloys
are too weak binding. The relation between activity, binding energy and strain, which can be characterized as skewed towards the weak binding side of the Sabatier volcano, is not unlike that reported by Strasser et al.\textsuperscript{64} for dealloyed Cu-Pt nano particles. However, there is no clear explanation to why the optimum binding energy on Pt-lanthanides should be higher than for the Cu/Pt(111) near surface alloys. One possible reason is that the dependence of binding energy on the lattice strain is not reproduced very well by DFT calculations, and another is that the assumption of a Pt(111) skin matching the Pt-lanthanide alloy is not accurate.

Electrochemical measurements on the series of polycrystalline Pt-lanthanide alloys were able to quantify the binding energies towards hydrogen. Experiments by M. Escudero-Escribano et al.\textsuperscript{58} show that the H adsorption peaks of the Pt-alloys are shifted towards more negative potentials than polycrystalline Pt, indicating a decreased reactivity towards hydrogen. This trend is in agreement with previous experimental and theoretical studies on contracted Pt surfaces by Hoster et al.\textsuperscript{56} The experiments by M. Escudero-Escribano et al. also showed, however, that the alloys with smallest lattice parameters, (Pt\textsubscript{5}Tm, Pt\textsubscript{5}Tb and Pt\textsubscript{5}Dy) were more reactive towards hydrogen than Pt\textsubscript{5}Gd. The hydrogen binding energy is obtained from cyclic voltammetry experiments by noting the potential, at which a charge, corresponding to a certain coverage of hydrogen, has been transferred. That result is unexpected, given that hydrogen adsorbs on a Pt(111) overlayer, which matches the alloy, because a compressed overlayer would be more noble than pure Pt\textsuperscript{61}. Small perturbations to the reactivity of Pt(111) tends to scale consistently for various intermediates, according to previous DFT calculations\textsuperscript{65}. In that case, the perturbations to Pt(111) reactivity was due to ligand effects from near surface alloying with scandium and yttrium. Strain on the ideal Pt(111) surface is also expected to behave as a small perturbation, yielding scaling relations between OH and other molecules such as hydrogen. This relation is further explored in section 3.2.1, by relating adsorption energies of OH, hydrogen, and CO, calculated by DFT.

During degradation tests with 10000 potential cycles between 0.6 V and 1.0 V versus RHE, the activity of the Pt-lanthanides had degraded somewhat, depending on the alloy. After this, Pt\textsubscript{5}Gd became the most active\textsuperscript{58}, while Pt\textsubscript{5}Tb has degraded more. Keeping the assumption of a Pt(111) skin matching the lattice constant of the alloy, it so appears that the most noble surfaces degrade more that the more reactive surfaces.

The trend in degradation and the trend in reactivity towards hydrogen do not seem
consistent with a simple picture of regular Pt(111) over layers with varied lattice parameters depending on the lanthanide. Some unanswered questions are:

- What is the change in binding energy of oxygen species due to lattice contraction?
- What is the real lattice constant and structure of the Pt₅M surface layers?
- What is the d-band shift of the surfaces?

These questions should be answered to fully understand the trends in activity and stability of the Pt-lanthanide catalysts.

It is also possible, that the contracted surfaces reconstruct and that reconstructions govern the observed activity enhancement. Such effects are discussed in section 3.2.4 on the basis of DFT calculations and experiments. Further experimental investigations of the consequences of lanthanide alloying are also on-going, particularly using single crystal model systems. Before presenting new DFT calculations, a brief review of the latest results from model system experiments is given.

3.1.4 Model Systems

To study the structure of the Pt-lanthanide alloy surface layers, single crystal alloys have been made in ultra high vacuum, (UHV), with yttrium, (Y/Pt(111)), by Johansson et al.⁶⁶ and with gadolinium, (Gd/Pt(111)), by E. Ulrikkeholm et al.⁶⁷

Low electron energy diffraction, (LEED), experiments show ≈(2 x 2) structures on both the Gd and the Y alloys when they were prepared and annealed, and not yet exposed to air or an electrolyte. This agrees with the hypothesis of a Pt₅M (001) surface terminated by a Kagomé layer (Fig. 3.2a). LEED also show that the Y/Pt(111) lattice appear to be 5% to 6% contracted and the Gd/Pt(111) appear to be 5.2% contracted.

The single crystal systems were also characterized in ultra high vacuum by temperature programmed desorption (TPD) experiments with CO. The Y/Pt(111)⁶⁶ and the Gd/Pt(111) showed clear differences in the TPD spectra compared to Pt(111). Two main differences are observed: 1) the desorption spectrum shift down in temperature, indicating that CO is destabilised on the alloy surfaces. 2) The desorption spectrum narrows and develops sharp peaks, as opposed to the spectrum of Pt(111), which is a broad soft feature. The CO binding energy can be estimated roughly from the shift in desorption temperature and the obtained temperature shift for for Y/Pt(111) was around 100K,
which corresponds to a shift of $\Delta \Delta E_{\text{des}}^{\text{CO}} \approx 0.28$ eV, and for the Gd/Pt(111) the shift was 197K, which corresponds to $\Delta \Delta E_{\text{des}}^{\text{CO}} \approx 0.55$ eV. DFT calculations presented in section 3.2.2 were carried out to provide an interpretation of the differences in the TPD spectra, based on the adsorption properties of CO on strained Pt(111) and to compare the measured desorption energies with calculated CO adsorption energies on contracted Pt(111) surfaces.

**Exposure to air and electrolyte**

After exposure to air, the single crystal samples were investigated by angle-resolved X-ray photoelectron diffraction (AR-XPS), which can provide a depth profile of the elemental composition in the few outermost atomic surface layers. The result is consistent with a one monolayer of Pt terminating the alloy. After exposure to electrolyte and oxidising potentials, another AR-XPS experiment showed that a platinum skin of 3 to 4 monolayers had formed, just as previously observed for polycrystalline Pt-Gd alloys.

The samples were also studied with surface sensitive X-ray diffraction (SSXRD) by A. Pedersen et al. at SLAC before and after exposure to electrolyte. The SSXRD experiments show crystalline order with domains rotated 60 degrees from each other. After electrochemical treatment, the SSXRD experiments revealed the same surface order, but now rotated 30 degrees from the Pt(111) substrate crystal. This could be explained by a variety of surface structures, which were investigated further using DFT calculations, presented in section 3.2.4. The lattice constants obtained from the SSXRD were rather close to those of the relaxed platinum lattice. For Y/Pt(111) they were 1.4% contracted in the plane and 2.3% contracted out of the plane. The Gd/Pt(111) facets were only 0.3% contracted in the plane, but had an out-of-plane tensile strain of up to 1.1%. One must keep in mind, that the SS-XRD experiments captures a mean of the surface, while there may be many domains present with varying reconstructions and lattice constants.

### 3.2 DFT Calculations

The main goals of the DFT calculations, which are presented in the following sections are 1) To further understand the structure and behaviour of the catalyst surfaces, and 2) To
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evaluate the accuracy with which trends in reactivity versus strain are computed by DFT.

All DFT calculations presented in this section were carried out using the GPAW code\textsuperscript{31,32}, which uses projector augmented wave functions to represent atomic core electrons. The single electron Kohn-Sham\textsuperscript{25} wave functions were represented using plane-waves with an energy cut-off of 800 eV. It is worth noting that a fine grid spacing for the density, (equivalent to a high density cut-off), is in order, when attempting to capture the differences in electronic structure from straining the unit cells. Otherwise, incremental changes in grid spacing or number of grid points may influence the accuracy of the calculated trends. For the present calculations the grid spacing was converged with the energy cut-off, which sets the default value of the grid spacing.

A k-point sampling\textsuperscript{34} of $8 \times 8$ was used for unit cells at the size of an FCC(111) $2 \times 2$ super cell, and $6 \times 6$ or $6 \times 8$ k-points samplings were used for super cells of the size of FCC(111) $3 \times 3$, or $3 \times 2$, respectively. Exchange and correlation contributions were approximated with the RPBE functional\textsuperscript{27}, and a Fermi smearing of 0.1 eV was used to help convergence. The structures were relaxed until the maximum forces were below 0.05 eV/Å, using the BFGSLineSearch algorithm implemented in the atomic simulation environment, (ASE)\textsuperscript{69}.

### 3.2.1 Reactivity vs. Strain

DFT calculations show consistent relations between the change in reactivity towards OH, CO and H, due to strain as shown by figure 3.5. The binding energies were modelled with 1/4 ML coverage in $2 \times 2$ non-orthogonal unit cells with surfaces represented by 5 atomic layers, except for the energies for hydrogen adsorption, which is from U. G. Vej-Hansen et al.\textsuperscript{58,62}.

The trends show that strain can be regarded as a small perturbation to the reactivity of the Pt(111) surface, and that this perturbation scales between different adsorbates. Similar trends have been observed earlier, where the perturbation to the binding energies came from ligand effects\textsuperscript{66} (as mentioned in section 3.1.3).

To compare the scaling trend with experiments, it can be used that, the binding energy of hydrogen is related to the voltammetric shift from cyclic voltammograms by
Figure 3.5: The shift in adsorption energies of CO* and H* due to lattice strain plotted versus the shift in the adsorption energy of HO*.

\[
\Delta G_{H*} - \Delta G_{H*Pt} = -e \left( U_{H*_{upd}} - U_{H*_{updPt}} \right)
\]

where \( U_{H*_{upd}} \) denotes the adsorption potential on one of the Pt-alloys, and \( U_{H*_{updPt}} \) is the adsorption potential on pure Pt. Considering the trend in the voltammetric shift for hydrogen adsorption on the polycrystalline Pt-lanthanides in light of the correlation between HO* binding and hydrogen binding, some kind of restructuring or relaxation of the surface, which affect the trends in surface reactivity is most likely occurring. The samples that should have the largest lanthanide contraction, (Pt\(_5\)Tb, Pt\(_5\)Dy and Pt\(_5\)Tm), relative to the rest of the series, bind hydrogen stronger, and are due to the DFT trend expected to be more reactive towards OH. Possible reasons for this is further discussed in the end of this chapter (Section 3.3). However, it is clear that Pt\(_5\)Tb, Pt\(_5\)Dy and Pt\(_5\)Tm are on the strong binding side to the Sabatier volcano.

A linear fit to OH binding energies versus strain yields a slope of \(-0.033\) eV /%. Using this correlation the OH binding energy can be estimated from the strain obtained experimentally from SSXRD. To benchmark this relation, the OH binding energies can also be obtained from the voltammetric shift in OH adsorption region of the CV curves for Y/Pt(111) and Gd/Pt(111). Either adsorption energy can be correlated with ORR activity, as in past studies on Pt-Cu near surface alloys\(^{57}\). Figure 3.6 shows the ORR activity of the Y/Pt(111) and Gd/Pt(111) plotted against 1) the \( \Delta E_{OH} \) from the voltammetric shift and 2) against the \( \Delta E_{OH} \) from strain measurements and DFT.
Figure 3.6: Oxygen reduction Sabatier volcano as a function of lateral strain (lower x-axis) and OH binding energy (upper x-axis), relative to Pt(111). The relation between the strain and shift in OH binding energy is based on DFT calculations. The blue dashed line is the thermodynamic Sabatier analysis, representing the upper limit to activity, neglecting additional kinetic barriers. The activity of Y/Pt(111) and Gd/Pt(111) are plotted versus their measured strain on the bottom axis (down-triangles with black edge), and versus the voltammetric shift on the top axis (up-triangles with blue edge). The error bar in the strain corresponds to the microstrain. For comparison, the blue circles represent the activity of the Cu/Pt(111) near surface alloys and the square vacuum annealed Pt$_3$Ni(111), both plotted as a function of voltammetric shift for OH adsorption, which we assume to be equal to the shift in OH binding. The Gd/Pt(111) activity enhancement is based on several activity measurements of both Gd/Pt(111) and Pt(111) at 23°C, whereas the Y/Pt(111) activity enhancement is based on a single measurement of Y/Pt(111) and Pt(111) at 60°C. Reprinted from Paper II.

Finally, the correlation with CO binding energies may be compared with either electrochemical CO desorption experiments or temperature programmed desorption experiments. In the following, a more detailed study of CO adsorption is presented and compared to recent CO TPD experiments.

### 3.2.2 TPD with strain effects

The trend in CO binding energies versus strain may also be compared to TPD experiments to benchmark the accuracy of the DFT description of reactivity versus strain to experiments. In order to accomplish this, a set of simulations of the TPD spectra was carried out based on calculated trends in CO binding energies. These simulations are
The adsorption/desorption energies of CO was calculated on Pt(111) in a detailed ensemble of coverages, \( \theta \), and with various lattice strains. The strain was in the range from -6\% to 0\%, and the CO coverages were 1/6, 2/9, 1/4, 1/3, 4/9, 1/2, 5/9 and 2/3 monolayers set up on surfaces represented with non-orthogonal \( 3 \times 3 \), \( 2 \times 2 \), or orthogonal or non-orthogonal \( 3 \times 2 \) super cells. Several possible adsorbate surface arrangements were checked for the coverages 2/9, 1/3, 4/9 and 1/2.

The differential adsorption energy (See figure 3.7b) is defined as:

\[
\Delta E^{diff}(\theta) = N \frac{\partial E^{int}(n,N)}{\partial n} = \frac{\partial E^{int}(\theta)}{\partial \theta}
\]  

(3.9)

where \( \Delta G^{int} \) is the integral adsorption energy, which is:

\[
\Delta E^{int}(n,N) = \left( E(n,N) - E_s(0,N) - n \cdot E_{CO}(g) \right) / N
\]

(3.10)

Here \( n \) is the number of CO molecules on a surface with \( N \) surface atoms in the unit cell. If \( \Delta E^{int} \) is plotted versus the coverage \( \theta = n/N \), surface configurations with \( \Delta E^{int}(\theta) \) above a line between any two other configurations will be unstable. In reality they will not exist, but the surface will have domains of the two other surface configurations, and the average \( E^{int}(\theta) \) of the surface will be on the line between the stable points. Practically, \( E^{int}(\theta) \) can be used to construct a phase diagram for the surface. The convex hull of the \( E^{int}(\theta) \) ensemble is therefore used to select the relevant subset of integral free energies. The calculated \( E^{int}(\theta) \) from DFT are shown in figure 3.7a together with an interpolation of the convex hull of \( E^{int}(\theta) \).

In figure 3.7b the differential adsorption energy is shown. Notice that the differential energy of the unstrained surface increases gradually with increasing coverage. This trend is expected, since there is a positive interaction energy between the CO molecules. The differential adsorption energy in the low coverage limit is around 0.32 eV higher on the surface which is 6\% contracted, compared to the one with a relaxed lattice constant. At \( \theta = 1/4 \), which is shown in figure 3.5a, the shift is 0.33, and for this unit cell size, the d-band shift of the clean surface is also shown in figure 3.14b. The current values corresponds to a weaker shift than previously reported values from DFT calculations on strained surfaces\(^70\), which was up to 0.25 eV at just -3.2\% strain.
Figure 3.7: Integral and differential adsorption energies of CO on relaxed Pt(111) and on Pt(111) with 6% compression.

For the contracted surface, there is a much sharper increase in differential energy at $\theta = 0.5$ ML. The reason is most clearly understood from observing the integral binding energies, where the 0.5 ML configuration is very stable.

Figure 3.8: Side view of compressed and relaxed Pt(111) surfaces covered with 0.5 ML CO in a $2 \times 2$ super cell.

The relative stability of the 0.5 ML configuration comes from a subtle reconstruction of the Pt(111) facet. When CO adsorbates are on neighbouring Pt atoms in rows or lines across the surface, the Pt-atoms below are raised out of the plane, while the rest of the plane moves very slightly into the surface. This reconstruction is most pronounced on the
contracted surfaces as clearly observed from comparison between the structures in figure 3.8a and 3.8b. In some cases, the CO molecules point also towards each other on the more contracted surfaces, possibly adding another stabilizing effect.

In order to simulate TPD spectra, the desorption energy was calculated as minus the differential adsorption energy, i.e \( E^{\text{des}}(\theta) = -E^{\text{diff}}(\theta) \). Two approaches to simulating the TPD spectra may be chosen: 1) Most commonly, a lattice Monte Carlo-based simulation is chosen. Such a simulation randomly removes particles from sites on a grid, with probabilities based approximated desorption energies. These desorption energies are introduced through pair potentials with neighbouring particles, and they produce simulated spectra that resemble experiments.\(^{71-73}\) However, it is tricky to include the line-reconstruction effect, because it requires identification of adsorbate-lines and the length of such groups would be an unknown parameter. It was not feasible to investigate this parameter further with DFT, so instead a more simple TPD simulation was performed: 2) The TPD spectra can be assumed to follow first order desorption described by

\[
-\frac{d\theta_s}{dT} = \frac{\nu}{\beta} \exp \left[ -\frac{E_s^{\text{des}}}{k_B T} \right] \theta_s(T)
\]  

(3.11)

where \( \beta \) is the ramp rate (2 K / min) and \( \nu \) is the attempt frequency, which is \( \frac{k_B T}{\hbar} \). In the simple approach to TPD-simulation, \( E_s^{\text{des}} \) is not explicitly a function of \( \theta \) or \( T \). Instead, the simulated spectra are the result of the summed contribution from each coverage, treated as distinct sites, \( s \), each with a constant \( E_s^{\text{des}} \). The per site coverage, \( \theta_s \), is a function of the temperature, which it enters as\(^{74}\)

\[
\theta_s(T) = \exp [F(T)]
\]  

(3.12)

\[
F(T) = \frac{\nu}{\beta} \int_0^T \exp \left[ -\frac{E_{\text{des}}}{kT} \right]dT
\]  

(3.13)

The disadvantage of this approach, compared to 1), is that configurational entropy is not included. However, it turns out that the main trends are still captured. Two examples of simulated TPD spectra are shown in figure 3.9.

The shift in \( E^{\text{des}} \) in the low coverage limit is around 0.32 eV, and therefore the right limit of the simulated desorption feature shifts by around 110°C. The overall trend from the computations are in accordance with the trends in the measured TPD spectra, which makes it likely that a similar phenomenon is responsible for the trends in the experiments.\(^{75}\) The shift in CO binding energy, measured by TPD is 0.55 eV, which larger
Figure 3.9: TPD spectra simulated using equation 3.11, where adsorption energies are from DFT calculations on strained Pt(111) surfaces. The insets show views of the most stable configuration with 0.5 ML CO adsorbed, on surfaces with −4.5% strain and 0% strain on the left and right, respectively. Notice how the CO molecules on the contracted surface have drawn Pt atoms out of the surface plane.

A thick Pt skin can to a first approximation be modelled as bulk Pt, under in-plane strain. A quick calculation was carried out to get the elastic properties for platinum in and out of the (111) plane.

From figure 3.10 it is observed, how much strain/contraction in the surface plane is compensated by contraction/strain out of the plane. The destabilisation due to strain is plotted in energy per atom in the inset. Taking Pt$_5$Gd as an example, a Pt bulk matching the strain of the alloy feels an increase of around 0.1 eV in potential energy per atom.

### 3.2.3 Stability of strained Pt

The Pt-skin is most likely thinner on the lanthanide/Pt(111) samples in UHV, since they have not been exposed to an electrolyte, that can leach out the lanthanide from the outermost layers. Since gadolinium atoms were not included explicitly in the calculations, it is uncertain, what role Gd ligands may play on the adsorption energies.
Figure 3.10: Contour plot of the potential energy per atom of bulk Pt strained in the (111) plane and out of the plane. The black curve marks the most relaxed state, while constraining the in-plane lattice constant. The inset shows the potential energy vs. in-plane strain along the curve, where the out-of-plane strain is relaxed.

A thick surface should therefore be more likely to relax the contraction, while forming defects and domains. Platinum skins of just a few atomic layers may be constrained from such reconstructions. In order to investigate platinum skins of just a few atomic layers, DFT calculations of reconstructed surfaces with varying in-plane strain were performed.

3.2.4 Reconstructed Surfaces

Reconstructed surfaces were modelled with up to three atomic surface layers. The layer representing termination of the bulk, i.e. the fourth layer from the surface, was a constrained Kagomé layer (See Fig. 3.2a).

The atomic structures were based on Pt(111) slabs with 6 atomic layers in $2 \times 2$ super cell. The bottom three layers were always constrained FCC(111) layers to represent the bulk crystal, while the top three layers were relaxed to represent the surface. The top three layers were varied in combinations of FCC(111) layers, Kagomé layers. A side view of the slab with two free Kagomé layers is given in figure 3.11.

A $\sqrt{3} \times 3$ reconstruction was also tried, since studies on Pt$_5$Ce and Pd$_5$Ce indicate that this structure might be present$^{76}$. The modelled structure had two 30° rotated FCC(111) layers with 3/4th the normal atomic density, as shown in figure 3.13. These
Figure 3.11: This atomic surface model has a full FCC(111) layer on top of three Kagomé layers. The bottom three atomic layers were constrained to represent the bulk. All spheres represent Pt atoms, and the variation in color assigns the atoms to different repetitions of the unit cell.

Figure 3.12: Out-of plane strain versus in-plane strain of the outer two layers of relaxed surfaces. The K label is for Kagomé layer and the R label is for the rotated and strained $\sqrt{3} \times 3$ FCC layer.

layers match the regular FCC(111) lattice with a Pt-Pt distance $2/\sqrt{3}$ times that of the FCC(111) lattice.

Figure 3.13: Model of the rotated FCC(111) layer on top a regular FCC(111) layer. The rotated layer has a 30 degree angle and 3/4 of the atomic density, relative the FCC(111) layer.

Surface geometries were relaxed using the BFGS LineSearch algorithm within ASE\textsuperscript{69} until maximum forces on the atoms were less than 0.05eV/Å. Relaxation of regular FCC(111) surfaces usually reveal a small contraction of outermost one or two interplanar distances. Applying an in-plane contraction to the lattice result in an increase in the interplanar distances of the relaxed surface. This can be observed in Figure 3.12 for the top two atomic layers in the investigated surface structures. Comparing the different types
of layers, it appears that a lowered atomic density in the atomic surface layers also result in a contraction of the interplanar distances. Recent SSXRD experiments (See section 3.1.4) show rather large out-of plane contraction in Gd/Pt(111) samples with very modest in-plane contraction. This is in accordance with DFT results given the presence of Kagomé layers in the near-surface. In the following, the consequence for reactivity from the reconstructions is explored.

Reactivity

Figure 3.14a shows the adsorption energies of OH plotted versus strain, on the various reconstructed Pt surfaces and also an unmodified five layer Pt FCC(111) slab for reference. On most of the various surface structures, there is a clear trend of destabilization of the adsorbate as the contraction is increased.

![Adsorption energies versus strain.](image)

![d-band centers of the top three atomic layers versus strain, from DFT calculations.](image)

Figure 3.14: Calculated d-band centers and adsorption energies on reconstructed Pt(111) surfaces. The labels denote the type of layer ordered from the surface and down. F denotes regular FCC(111), K denotes Kagomé layers and R denotes the rotated and strained $\sqrt{3} \times 3$ FCC(111) layer.

As shown in figure 3.14b, the d-band of the surface atoms consistently shifts down with more lattice contraction, for each of the structures. Changing the structure causes a d-band shift in itself, which seems to be correlated with the atomic density. These results are consistent with the d-band model\textsuperscript{20,61}: As the lattice contracts, d-orbital overlap increase which strengthen the interaction and broadens the d-band. The d-band of Pt is almost fully occupied, and the occupation of the bands do not vary with strain. With this
constraint, the broadening of the d-band must lead to a down-shift of the d-band, which results in an increase in the filling of the anti-bonding states. Occupying the anti-bonding states result in a destabilization of the adsorbate binding to the surface.

It is evident from the binding energies in figure 3.14a, that the surface structures with regular FCC(111) termination tend to be the most noble. Surfaces with Kagomé layers in the near surface layers bind more strongly. The increase in reactivity is most likely due to an upward d-band shift due to lower atomic density in the Kagomé layers, which causes less d-band overlap.

Since all types of surface reconstructions considered here cause large increases in reactivity compared to Pt(111), the reconstructions would have a detrimental effect on catalytic activity. The most noble surface would be a regular FCC(111) structure with the highest possible amount of in-plane contraction.

### 3.3 Discussion

DFT calculations presented in section 3.2.4 show that surface reconstructions including near surface Kagomé layers and rotated layers cause a greatly increased reactivity, relative to the regular FCC(111) facet, even at larger compression values. This does not correlate well with the observation, that all the Pt-lanthanide alloys yields an enhanced ORR activity relative to Pt(111), because it is expected that a slightly more noble surface will be more active for ORR catalysis.

SSXRD experiments do not rule out the presence of Kagomé layers in the Pt skin, but they also suggest that exposure to electrochemistry causes a great deal of strain relaxation and domain formation on the surface. A small average contraction is still observed in the SSXRD experiments. This is in accordance with the expectations from computations, since the formation energy exhibits a harmonic potential in the strain/contraction space, meaning small strain or contraction only destabilizes by a very small amount while the energy increases quickly as strain or contraction increases beyond a certain threshold. A minority of domains with a moderate compressive strain may still be responsible for the enhanced ORR activity.

The most simple hypothesis on the optimum in activity enhancement around Pt₅Tb is that the Pt₅Tm and Pt₅Dy alloys are too weak binding. However, the hydrogen voltam-
metric shift indicates that these alloys are in fact more reactive than Pt₅Tb and the DFT calculations show that perturbations to the binding energy of H⁺ scales with the perturbation to the binding energy of HO⁺. The voltammetric shift for hydrogen adsorption, that has been measured using cyclic voltammetry by M. Escudero-Escribano, may therefore be used to calibrate the estimation of OH binding energies and strain. This calibration of the strain and OH binding is plotted in figure 3.15.

![Figure 3.15: Calibration of the OH binding energy and strain to the experimentally determined shift in hydrogen adsorption, \( U_{H^{*}\text{upd}} - U_{H^{*}\text{upd}\@\text{Pt(111)}} \). Reprinted from paper I.](image)

The right axis in figure 3.15 shows the estimated OH binding energies of the alloys, based on a transformation using the linear fit to the \( \Delta E_{OH} \) versus \( \Delta E_{H} \), obtained from DFT. The \( H_{\text{upd}} \)-calibrated contraction values are all smaller than the values expected from a direct match of a Pt(111) skin on the (001) facets of the alloy lattices. Particularly, the alloys with the largest mismatch, exhibits the largest apparent strain relaxation. The mechanism of the strain relaxation still remains unclear. However it seems to be clear that there is a limit to how much strain and reactivity can be tuned by the strain effect alone. Since strain is correlated with reactivity towards both hydrogen and OH, the activity enhancement also correlates with both. The ORR activity enhancement is plotted versus the voltammetric shift of hydrogen adsorption in figure 3.16a and versus the calibrated strain in figure 3.16b. In plots, the top axis shows the calibrated OH binding energy, towards which the Sabatier volcano and the data from Cu/Pt(111) near surface alloys are plotted.

Assuming the reactivity toward hydrogen and OH are directly correlated to the strain under electrochemical conditions, the volcano contains all the Pt-lanthanides including
Pt$_5$Tm, Pt$_5$Dy on the strong binding leg. The correlation with the activity enhancement is close to the trend line of the Cu/Pt(111) near surface alloys. The electrochemical measurements, correlated with the trends in reactivity vs. strain obtained from DFT, therefore suggest that the limit for the strain effect has been reached around Pt$_5$Tb, by moving through the lanthanide series, and the limit with stability to cycling is reached around Pt$_5$Gd.

It is tempting to conclude an "optimal strain" around 3% from figure 3.16b, but the strain is based on the voltammetric shift, which is an average value over the polycrystalline sample, while the activity enhancement may come from a minority of domains with a different strain. The average strain, calibrated from the voltammetric shift and DFT is also not in agreement with the SSXRD experiments, but unfortunately it is not possible to conclude if either the DFT description of strain effects or the SSXRD experiments are subject to an error. The measurements of HO* an H* voltammetric shifts on single crystals tend to agree with the DFT predicted scaling in hydrogen binding energy versus OH binding energy. This adds confidence that the scaling between adsorption energies are accurately captured by DFT, although the strain values versus shift in adsorption energy may be less accurate. This is understandable from an electronic structure viewpoint, since the binding energies of all adsorbates is related to the shift in the d-band, while the

Figure 3.16: Sabatier volcano plots with oxygen binding energies estimated using DFT correlation to hydrogen binding energies and the hydrogen binding energy shift from experiments. Reprinted from paper I.$^{58}$
d-band changed by the orbital overlap due to lattice strain. A possible deviation may exist between real and computed d-band shift, and the amount of changed orbital overlap causing the shift.

3.4 Summary

The lanthanide elements have the property, that they can be used to tune the lattice constants of the bulk Pt-lanthanide alloy, on which a contracted platinum skin forms. DFT calculations shown that a contraction of the Pt surface cause a decrease in reactivity, in accordance with the d-band model, and this decrease in reactivity is beneficial for ORR catalytic activity. Extensive experimental efforts have been invested in understanding the Pt-lanthanide systems, and computational efforts have been applied to support the theory and understand the observed trends.

In this chapter, binding energies of H*, HO* and CO* on strained and reconstructed Pt(111) surface models have been correlated with experimental trends in activity and reactivity for Pt-lanthanide alloys. These correlations show that it is likely that an amount of strain relaxation occurs in the Pt-skin so the entire skin do not match the alloy. The DFT calculations correlated with the enhanced activity also show is unlikely that the active sites on the surface has Kagomé layers or other reconstructed geometries in the near surface.

There is not complete accordance between all experimental trends and the computational trends in strain versus reactivity and activity, so as to quantify the amount of strain present in the Pt-skins. Particularly the SSXRD shows smaller average in-plane strain values, than calibrated from the voltammetric shift of hydrogen adsorption and DFT. It is possible that the size of the strain effect is not accurately captured by DFT.

Scaling between the perturbation to adsorption energies of different species due to strain, appear to show consistency between experiments and DFT calculations. This includes the correlation with electrochemical experiments and calculated H* and HO* binding, (See section 3.2.1).

The trend in binding energies of CO* and simulated TPD spectra were compared to CO-TPD experiments, (See section 3.2.2). An experimentally observed tendency to narrowing and downward temperature shift of the TPD spectra with increasing contraction
was reproduced by the simulations. The shift in binding energy from TPD is 0.55 eV, whereas calculations predict a shift of only 0.2 eV to 0.3 eV at low CO coverages. The reason for this may is likely the presence of ligand effects, which are unaccounted for in the current DFT calculations.

3.5 Outlook

The DFT calculations presented in this chapter have only concerned effects from varying the catalyst surfaces. Water has not been included, and thus any strain or surface reconstruction effects that are coupled to the electrolyte have not been computed. It is usually done by including one or two relaxed layers of hexagonal water structure, to provide the hydrogen bonds, which usually account for a stabilization of 0.3 eV on the HO$^\ast$ intermediate. Meanwhile, improvements of the models are being developed and tested to include the electrolyte more explicitly, thereby modelling the entire interface instead of only the surface. More on this subject can be found in chapter 5.

Several questions on the structure of the Pt-lanthanide alloy surfaces and the reasons for their enhanced activity are still open. More experimental measurements of strain, d-band shift, reactivity, etc. are desired to benchmark the DFT calculations as well as to advance understanding of the catalyst surfaces. It is important to keep in mind, however, that a minority of surface sites can have optimal properties for catalysis and be responsible for most of the activity enhancement, while most UHV and electrochemical experiments only capture the average properties of the entire surface.

Despite the open questions, the known Pt-lanthanide catalysts are very promising for applications in PEM fuel cells. They have yet to be produced by up-scalable methods, however, that are suitable for industry. In addition, the existing design rule of lattice tuning suggest that ternary alloys of such as Pt$_{10}$TbSm, Pt$_{10}$TbGd or Pt$_{10}$GdSm could be even more active and stable than the alloys, that are already tested.
4. Catalyst Surfaces for Hydrogen Electrodes

4.1 Introduction

In this chapter, recently discovered catalysts for the hydrogen evolution reaction are investigated. At the time of initiation of the PhD work, a several new non-precious catalysts had been discovered for the hydrogen evolution reaction, (HER). Only a few years earlier, almost all useful catalysts for this reaction had been based on precious metals such as platinum. In addition, there are still no non-precious catalysts for the reverse reaction, the hydrogen oxidation reaction, (HOR), which is the half cell reaction on the hydrogen electrode in the PEM fuel cell. For fuel cell applications, it would be beneficial, if a non-precious catalyst could be found to work on the hydrogen side as well, so that the scarce platinum could be avoided.

Studying these HER catalysts using DFT calculations, therefore had one primary goal: To improve the understanding of the newly discovered non-precious HER catalysts, and identify active sites. Secondary interests was to study the reason, why the non-precious HER catalysts do not catalyse the hydrogen oxidation reaction, and possibly to search for alternative HER/HOR catalysts.

The reactivity of molybdenum di-carbide and mono-boride and nickel di-phosphide and a few other metal phosphides are addressed. First a brief introduction is given to the hydrogen evolution/oxidation reaction, and thereafter calculations and results are presented and discussed.

4.1.1 Fundamentals of hydrogen evolution and oxidation

The hydrogen evolution reaction, (HER), is the reverse of the hydrogen oxidation reaction, (HOR), which was visited in the introduction. HER is interesting for reverse operation of fuel cells, for industrial electrolysis and for solar hydrogen production\textsuperscript{77,78}. It can be divided into three elementary reaction steps. The first is proton discharge, known as the
Volmer step:

\[ H^+ + e^- + * \rightarrow H^* \]  

(4.1)

The hydrogen desorption step is usually viewed as either the Heyrovski step (4.2)

\[ H^+ + e^- + H^* \rightarrow H_2 \]  

(4.2)

or the surface combination step, also known as the Tafel reaction: (4.3)

\[ 2H^* \rightarrow H_2 + 2* \]  

(4.3)

The fundamental difference between the Heyrovski and the Tafel reactions is that only the Heyrovski reaction is an electrochemical elementary step. Experimental studies often conclude which one is rate limiting, through measurement of Tafel slopes, which are the slope of the log to the current, \( \log(j) \), plotted versus the over-potential, \( \eta \). However this is a very indirect method, to determine what the rate limiting step is. In theory, the distinction between the Tafel and the Heyrovski does not always have to be clear-cut on the atomic scale, since the transition state in the Heyrovski step may be more or less in contact with the surface.

A prerequisite for a good catalyst is a moderate hydrogen binding energy, which can be understood by writing up the rate expressions for proton adsorption and hydrogen desorption. This reveals that a binding free energy of 0.0 eV is optimal.

![Figure 4.1: Trends in Exchange Current Density versus hydrogen binding energy. The black dots are data compiled by Nørskov et al., and exchange current densities for Ni₂P, Mo₂C and MoS₂ are compiled by Morales et al., while binding energies for Ni₂P and Mo₂C are from this work, and binding energies for MoS₂ are from Hinnemann et al.](image)
Plotting the measured exchange current densities from various catalysts versus the binding free energy for hydrogen on the catalysts also show a rough trend, as shown in figure 4.1. Noble metals such as platinum are the best catalysts. However, the noble metals are expensive and large scale application of would be challenged by the scarcity of these elements.\textsuperscript{85,86}

4.1.2 Computational Studies on HER

DFT has aided a higher understanding of trends in the electronic structure of the metal surfaces in a framework of simple electronic structure models.\textsuperscript{20} The correlations between hydrogen binding energy, activity and the position of the transition metal catalysts in the periodic table was also understood in this framework.\textsuperscript{80}

The clear correlations and the understanding of the trends in electronic structure provided predictive power, so new hydrogen evolution catalysts could be developed. The first example of rational catalyst design appeared for HER, which was the edge site of MoS\textsubscript{2}.\textsuperscript{84} It is also experimentally verified, that the HER rate scales with the number of available edges sites on MoS\textsubscript{2}, and this corroborates the DFT result.\textsuperscript{82} A large number of studies have been done on MoS\textsubscript{x} based HER catalysts, and integration of them in devices for solar hydrogen production. Since only the edge site is active, a lot of nano engineering efforts can be spent optimizing the MoS\textsubscript{x} HER catalysts.\textsuperscript{87,88} MoS\textsubscript{2} is a reasonably active catalyst, although not as active as platinum and it is stable only in acid. It also does not catalyse the reverse reaction (HOR), which there are currently no non-precious catalysts for. The reason why the non-precious HER catalysts are not active for HOR is not entirely clear. The most simple explanation is that they are more reactive towards oxygen and OH, and that OH covers the surface above the equilibrium potential for hydrogen.

In practice, the free energies are calculated using a few adsorbate configurations with varying hydrogen surface coverages. The differential free energy, $\Delta G^{diff}(\theta_H)$, is the energy difference of adsorbing a single hydrogen. In analogy with section 3.2.2, the free adsorption energies are calculated at 0K using:

$$\Delta G^{diff}(\theta) = N \frac{\partial G_{int}(n,N)}{\partial n} = \frac{\partial G_{int}(\theta)}{\partial \theta}$$ \hspace{1cm} (4.4)

$$\Delta G^{int}(\theta) = (G(n,N) - G_s(0,N) - n \cdot [G_{H2(g)/2} - eU_{RHE}])/N$$ \hspace{1cm} (4.5)

$$G = E + ZPE - TS$$ \hspace{1cm} (4.6)
\( \Delta G \), are the free energy differences calculated using DFT and thermodynamic tables, \( \theta_H = n/N \) is the hydrogen coverage, \( n \) is the number of atomic H on the surface and \( N \) is the number of surface atoms or sites.\(^{89}\) The integral free energies are obtained from DFT calculations, and then filtered, so that only the relevant states are included in the ensemble for later analysis. In a plot of \( \Delta G^\theta \) versus \( \theta \), a point above a line connecting the any two other points will only represent an unstable state, since a surface with domains of the two other states will be lower in free energy. Therefore the relevant subset is found using the convex hull of \( \Delta G^{\text{int}}(\theta) \). The differential energy is obtained by taking the derivative of the relevant subset of the integral energies, as written in equation 4.4.

In order to better understand the descriptor, it is helpful to review computational results on the binding energies of hydrogen on the two well known HER catalysts, Pt and MoS\(_2\). Figures 4.2 shows the free energies calculated for the MoS\(_2\) edge\(^{84}\) and for Pt(111). Even though they are both active for HER, the difference between them is clear. Adsorbates do not show significant repulsive interaction on Pt(111), whereas there is a strong repulsive interaction for hydrogens at MoS\(_2\). On Pt(111) the differential adsorption energy is close to zero regardless of coverage (between 0 ML and 1 ML). The minimum integral adsorption energy is 0.5 ML, and so it can be concluded that Pt(111) has a coverage around 0.5 ML at equilibrium.

![Figure 4.2: The free energy of hydrogen adsorption on Pt(111) (Gray lines) and on MoS\(_2\) (Yellow lines), the latter from Hinnemann et al.\(^{84}\), and the first calculated with GPAW in the real space basis mode. The integral free energy reveals the most stable coverage at equilibrium with H\(_2\) (g), and the differential free energy shows the adsorption energy depending on the coverage.](image)
From the integral adsorption energy or MoS$_2$ is can be concluded that the surface has 1/4 ML coverage of hydrogens, and the differential adsorption energy between 1/4 ML and 1/2 ML is 0.08 eV. This is not far from the optimum, and since an over-potential stabilises $\Delta G^{diff}$ with $-eU_{RHE}$, MoS$_2$ could have an over-potential as low as 0.08 V for HER.

Finding a material with the optimal differential binding energy is a required for an optimal catalyst, but not necessarily sufficient. The barriers between the elementary steps in reality limits the rate, although the activation energies may scale with one or more adsorption energies of the intermediates involved.

Determining, if the Tafel or Heyrovski mechanism dominates, is not trivial due to the difficulties in distinguishing the reaction steps through experiments and calculation of electrochemical reaction barriers correctly from first principles by have turned out to be very challenging. It is known from experiments, that the pH may have a large effect on the barrier of electrochemical reaction steps such as proton adsorption. This is an indication, that the theory must account for the pH effect on the electrochemical interface in order to make correct barrier calculations. Developing simulations that treat the full electrochemical interface explicitly in DFT, and accounts for pH effects is now a frontier in atomic scale modelling. One such model is the topic of chapter 5 in this thesis.

**This chapter**

The following section presents calculations in search of the active site for HER catalysis on the molybdenum carbide and molybdenum boride surfaces. The approach was using integral binding energies to construct surface phase diagrams, thereby calculating the state of the surface under operating conditions. Then the differential hydrogen binding energy is used as a descriptor for activity. Section 4.3 present calculations with the same method which successfully identifies facets of the Ni$_2$P crystal, which have more optimal reactivity for hydrogen evolution, than the previously studied active sites. In addition to adsorption energies, activation barriers for the Tafel reaction are also calculated on the newly found facets. The last section (4.4) in this chapter presents a small screening study in search of other metal phosphide catalysts.
4.2 Molybdenum Carbide and Boride Catalysts

4.2.1 Background

Prior to the beginning of this PhD work, Vrubel et al.\textsuperscript{93} demonstrated the HER activity of MoB and Mo\textsubscript{2}C in both alkaline and in acid, which has been followed up by studies on different morphologies of Mo\textsubscript{2}C.\textsuperscript{94,95} The exchange current densities were similar at pH = 0 and pH = 14 for both materials indicating that they have similar catalytic efficiency for proton and water reduction. The over potentials were between 210 mV and 240 mV, which is about 100 mV more than platinum. Compared to Molybdenum sulphides, the MoB and Mo\textsubscript{2}C exhibits better stability in alkaline solutions, which makes them interesting for some applications. Equally high activities for HER in such wide pH range is not very common for HER catalysts.\textsuperscript{96}

The active sites and mechanism are unknown for the two catalysts, but from the Tafel slopes, it was hypothesized that the rate was not limited by the Volmer reaction (4.1), in contrast to MoS\textsubscript{x} thin film catalysts.\textsuperscript{78} Energetics provided by DFT calculations could possibly provide an explanation using the differential binding energy as a descriptor for HER activity, as done in the past for transition metal surfaces.

The approach was to calculate the hydrogen adsorption energy on selected facets of the materials, which were active according to the experiments. The synthesized phases were \(\beta\)-Mo\textsubscript{2}C which has the crystal structure space group P\textsubscript{63} / mmc (number 194), and the cuboid \(\alpha\)-MoB. The latter has the space group I\textsubscript{4}1/amd (number 141).\textsuperscript{97} Figure 4.3 shows the unit cells of \(\beta\)-Mo\textsubscript{2}C and \(\alpha\)-MoB.

A number of facets and terminations of these structures might be relevant for the investigation. The most close packed facets are usually the least reactive, and these were therefore selected for the calculations. Both structures may be terminated by either molybdenum or their respective alloy element. In both alkaline and acidic solutions the Mo\textsubscript{2}C was reported to be inactive until after an initial activation period. The MoB catalyst required an activation period when in acidic solution, but not in alkaline solution. This could be an indication that the surface needs to be reconstructed or oxidised to form the active sites.
Figure 4.3: Unit cells of molybdenum carbide and molybdenum boride. Molybdenum atoms are represented by cyan spheres, carbon atoms by gray spheres and boride atoms are represented by pale pink spheres.

4.2.2 DFT Calculations

The procedure to understand the reactivity of these compounds were to first determine the surface coverage of hydrogen and oxygen under the relevant macroscopic conditions, and then use the differential free energy at the relevant coverage as a descriptor for activity. A surface phase diagram was constructed for each surface from all the states using integral free energies calculated using DFT and the computational hydrogen electrode. Now that states with oxide species are included in the ensemble, the integral free energies in figure were written:

\[
\begin{align*}
\Delta G^{int} & = \Delta E + ZPE - TS - n_H \cdot G^0_{H_2}/2 \\
& \quad - n_O \cdot (G^0_{H_2O} - G^0_{H_2}/2) + (n_H - 2 \cdot n_O)eU_{RHE} \\
\Delta E & = E(n_O, n_H) - E(n_O = 0, n_H = 0) \\
G^0_{H_2} & = (E_{H_2} + ZPE_{H_2} - TS_{H_2})/2 \\
G^0_{H_2O} & = E_{H_2O} + ZPE_{H_2O} - TS_{H_2O}
\end{align*}
\]

The entropy of adsorbates on the surface was assumed to be negligible. The reference state for water was gaseous at 0.035 bar, which is in equilibrium with liquid water at standard conditions, and the zero point energies were taken from Nørskov et al.\textsuperscript{80}.

A phase diagram is shown for Mo\textsubscript{2}C in figure 4.4, where \( G^{int} \) is plotted versus the potential versus RHE for the most stable surface configurations. Notice in the phase
diagrams, that the slopes of $G^{\text{int}}(U_{\text{RHE}})$ is due to the last term in equation 4.7 and the offsets are $G^{\text{int}}$ at 0 V versus RHE.

**Mo$_2$C (001) facet**

In past DFT studies on this compound$^{98}$, the Mo2C (001) surface were calculated with a Mo-termination, based on previous theoretical and experimental studies$^{99}$. The same close packed surface was used in the present work.

The surface was modelled using the $1 \times 1$ unit cell with oxygen coverages $\theta_O$ from 0 to 1.5 ML and hydrogen coverages from 0 to 2.5 ML. States with $\theta_O > 1$, had oxygen diffused into the interstitials below the outermost atomic surface layer. Combinations of oxidized surfaces with hydrogen present on top Molybdenum or as OH was also tried.

![Figure 4.4: Surface phase diagram of Mo$_2$C (001). The lines shows integral free energies, $G^{\text{int}}$ of the most stable surface configurations as a function of potential versus RHE. The labels denote hydrogen and oxygen coverages, $\theta = n/N$, where $N = 4$ surface atoms.](image)

According to the calculated surface phase diagram in figure 4.8a, the surface is oxygen covered surface at 0 V versus RHE, with 1/4th of the oxygen atoms binding a hydrogen as shown in figure 4.5, left panel. Under oxidising conditions beyond +0.4 V versus RHE, oxygen atoms were also found to move into the interstitials under the first surface layer. The activation process observed for Mo$_2$C might be related to incorporation of oxygen atoms into these interstitials, and it would therefore be interesting to include states with an oxidised subsurface and various surface coverages of hydrogen and hydroxide, but currently this has not been investigated further.

At a potential of around -0.1 V versus RHE, the surface is reduced further, and at -0.2
V it becomes covered with hydrogen only. Such a sudden shift from a surface oxide to a surface hydride is typical for a very reactive surface, which would usually not be expected to be a great catalyst, but the hydrogen bind moderately on the adsorbed oxygen atoms. Besides, the coverage goes up to 2.5 ML around -0.2 V versus RHE, and there, the Tafel reaction most likely has a very low barrier.

Figure 4.5: Top views of the Mo$_2$C at HER/HOR equilibrium conditions. The surface is covered with oxygen, but is protonated negative of 0.38 V versus RHE, and protonated further negative of -0.1 V versus RHE.

The differential free energy for hydrogen adsorption is plotted for the reduced and the oxidised Mo$_2$C (001) surfaces in figure 4.6 (a) and (b), respectively. Note in the plots of the differential binding energy, that not all states, considered there, are stable. The configuration with $\theta_H = 0$ and $\theta_O = 1$ does not appear in the phase diagram, because oxygen moves into the subsurface at a more negative potential than the 1ML. It only makes sense to consider the differential binding energies for configurations that appear in the phase diagram.

At the equilibrium potential, where the Mo$_2$C surface is oxidised the differential free energy of hydrogen adsorption shoots up from -0.1 to +0.4 eV, going from the low coverage state in figure 4.5 to a higher coverage. Thus, the over-potential for hydrogen evolution is expected to be around 0.4 eV. Observing the reduced surface, the differential free energy is around 0.3 eV at the most stable coverage.

Neither the reduced surface or the oxidised surface explains the low HER over-potentials, which have been reported to be only around 0.2 V.$^{93-95}$ Since the (001) facet is the most close packed on Mo$_2$C, it is not trivial to find another site that is expected to have lower reactivity on this compound. It is therefore more likely that another surface state or phase or another stoichiometry of the material is responsible for the catalytic activity. According to past computational studies$^{99}$, the mono-carbide, MoC, is reported to be less reactive, which makes it a likely candidate. More recent calculations by Michalsky et
al. suggest that the (101) facet is a more likely candidate although it has a differential binding energy of 0.34 eV, which is still too high to evolve $H_2$ with an over-potential as low as 0.2 V$^{100}$. There could be many other possibilities, however, so this has not been pursued further at this time. In parallel to the computations for Mo$_2$C, the MoB catalyst was also investigated, as presented in the following.

MoB (002) facet

The other active catalyst from the study by Vrubel et al.$^{93}$ was molybdenum mono-boride (MoB). The (001) facet has a dense Mo-B termination, and it was therefore chosen for the calculations.

A calculated Pourbaix diagram from the materials project$^{101}$ for Mo and B suggest, that MoB is not stable in aqueous solutions, since boride can dissolve in the form of $BH_4^-$. Thus it was interesting to add a surface termination, where B atoms were removed, although this leaves a more open surface, which makes it more reactive.

A surface phase diagram were made for each of the two terminations. The phase diagram for the Mo-terminated facet, shown in figure 4.7, shows that the facet is covered with oxygen at equilibrium. The oxygen atoms are protonated only at potentials negative of -0.5 V versus RHE. For the B-terminated facet, the phase diagram in figure 4.8a shows a partially oxidised surface at potentials positive of -0.5 V versus RHE, but a completely hydrogen covered surface negative of -0.5 V versus RHE. The boride termination on the (002) facet leaves a more closed and less reactive Molybdenum surface.

Figure 4.6: Free energies of hydrogen adsorption on (a): a clean Mo$_2$C (001) surface and (b): the now with 1ML of O* adsorbed.
Figure 4.7: Surface phase diagram of the Mo-terminated MoB (002)

Figure 4.8: Surface phase diagram and adsorption free energies for the B-terminated MoB.

The differential binding energy is plotted in figure 4.8b, omitting the states with a non-zero oxygen coverage. These $\Delta G^{diff}$ are relatively small, around 0.18 eV at low coverages, which is consistent with the experimentally observed over-potentials on this material. However, it is not clear how the low coverage of oxygen adsorbates, that are stable in this part of the phase diagram will affect the energies. It may be possible to clarify this further by including larger unit cells and more coverages and configurations in the analysis, but it is also likely that the boride termination is unstable in aqueous environments. Boride dissolution could be hindered by a large activation energy, so it is possible, that boride terminated (002) facet is the active site. It is also possible that the neither the boride termination or the molybdenum termination are stable in solution, and
that the facet evolves HER, while being dissolved slowly. There are many other possible terminations of the α-MoB, which has not been investigated in this study, and besides, there are other phases, which could be contributing to the observed activity. In summary, the moderate hydrogen binding energy of the clean B-terminated facet may be the explanation for the high HER activity of this catalyst, but it is not possible to conclude with certainty, because this facet should be prone to dissolution.

4.2.3 Discussion

The phase diagrams clearly reflect, that the surfaces of the molybdenum mono-boride and di-carbide are quite reactive, since they are always covered with either hydrogen or oxygen in the aqueous environment.

It is also noted that the binding energies of hydrogen depends significantly on the coverage, even below $\theta_H = 0.5$ ML, and this means that there are repulsive adsorbate interactions. This is contrary to hydrogen adsorption on many transition metal surfaces\textsuperscript{80}, but similar to the behaviour of MoS\textsubscript{2} edges as calculated by Hinnemann et al.\textsuperscript{84}, (A comparison between Pt(111) and MoS\textsubscript{2} is shown in Fig. 4.2).

Using the differential binding energy as a descriptor, it appear that rather large overpotentials, above the observed ones, would be observed, when evolving hydrogen from the molybdenum compounds that were included in this study. Thus it is most likely that another active site or surface termination exists, which has yet to be identified. For Mo\textsubscript{2}C it could be interesting to continue the investigation with a near surface oxide and/or partial coverages of HO\textsuperscript{*} and H\textsuperscript{*} on the (001) facet. For MoB, it would be interesting to try larger unit cells and co-adsorb ensembles of O\textsuperscript{*}, HO\textsuperscript{*} and H\textsuperscript{*}, to confirm whether the differential H\textsuperscript{*} binding is affected by co-adsorbed HO\textsuperscript{*} or O\textsuperscript{*}.

In addition, there may be other phases of both catalysts that could be responsible for the activity, than the majority phases. If these are to be investigated, the number of degrees of freedom for identifying the active site is quite large, since many surface terminations and surface compositions between Mo and the alloy elements may have to be screened in the search for the active site.
4.3 Nickel Phosphide for catalysis of HER

In this section, results on studies of Ni$_2$P and other phosphide-based HER catalysts are presented. In contrast to the results on MoB and Mo$_2$C, these calculations revealed sites with moderate differential binding energies for hydrogen on several facets of Ni$_2$P and also on some other metal phosphides. The results on Ni$_2$P are published and included as Paper IV in this thesis.

Nickel phosphide attracted attention as a good hydrogen evolution catalyst after discovery by Schaak et al.\textsuperscript{83}. There are several reasons why it is interesting to study in detail. One is that it has a small band gap with band edges near the $\text{H}_2/\text{H}^+/\text{e}^-$ equilibrium potential, which makes it interesting for solar water splitting.\textsuperscript{77} The second is that it was one of the best known non-precious HER catalysts. The most studied non-precious alternative, MoS$_2$, is demanding in efforts to fabricate active morphologies,\textsuperscript{88} because it is only active on the edge site.\textsuperscript{82,84} Ni$_2$P seemed to be very active more or less regardless of the morphology,\textsuperscript{83,102–104} which may be an advantage if the catalyst are to be integrated in applications.

![Figure 4.9: The unit cell of Ni$_2$P. Phosfor atoms are represented by yellow spheres and nickel atoms are represented by slightly larger green spheres.](image)

Liu & Rodriguez\textsuperscript{105} calculated the adsorption energies of HER intermediates on a number of Ni complexes and surfaces including Ni$_2$P(0001). They concluded, that Ni$_2$P could be a good catalyst for HER in terms of both activity and stability. It was more recently that Popczun et al.\textsuperscript{83} measured high catalytic activity for HER in acid from Ni$_2$P nano particles. The (0001) facet, which was believed to be the active site according to an "ensemble effect", binds hydrogen moderately in the hollow site. However, surface face diagrams analogous to the ones presented in the previous section would clarify that the hollow site would actually be occupied at equilibrium, and adsorption of hydrogen atoms to the Ni-P bridge would be rather unstable. Therefore the Tafel pathway would be
blocked on this facet, and only a Heyrovski pathway to the hollow site might be possible. Calculation of a Heyrovski pathway is hard to achieve accurately with existing methods\textsuperscript{90}.

This section presents calculations of hydrogen binding to several facets of Ni$_2$P, which show that the most active sites are in fact likely to be the $(11\overline{2}1)$, the $(11\overline{2}0)$ or the $(10\overline{1}0)$ facets, where bridge sites may facilitate the Volmer-Tafel pathway with over-potentials lower than on the $(0001)$ facet. It is also shown that the barrier of the Tafel reaction can be indirectly overcome by increasing the over potential. The results have been published\textsuperscript{102} and are included in paper IV in this thesis.

The bulk structure of Ni$_2$P (See figure 4.9) has alternating layers in the $(0001)$ plane, which consists of Ni$_3$P$_2$ and Ni$_3$P. STM and DFT studies\textsuperscript{106} have suggested that the most preferred $(0001)$ surface termination is the Ni$_3$P$_2$, which was used in the past DFT calculations\textsuperscript{105}. Later LEED and STM studies suggest, the metal sites are covered by P adatoms under oxidising conditions, while there may be exposed metal atoms under reducing conditions\textsuperscript{106}. However, these studies were done in vacuum, and there are uncertainties as to how the surfaces are terminated in the aqueous environment.

4.3.1 DFT Calculations

The calculations were done with GPAW\textsuperscript{31,32} using projector augmented wave functions to represent atomic cores and valence wave functions were represented on a real space grid with a spacing of 0.18 Å. Periodic boundary conditions were used in the plane and non-periodic boundary conditions were used out of the surface plane with a dipole correction\textsuperscript{107}. The RPBE\textsuperscript{27} functional was used to approximate exchange and correlation contributions to the effective potentials, and a Fermi smearing with 0.1 eV was applied to ensure convergence and the energies were extrapolated to 0 K in electronic temperature. Spin polarized calculations produced magnetic moments smaller than 0.001 for all atoms, and therefore further calculations were done in spin-paired mode to save CPU time.

The Ni$_2$P bulk structure was obtained from the Materials Project database\textsuperscript{101,108–111} and then relaxed. The bulk lattice constants were converged to $a = b = 5.948$ Å, $c = 3.408$ Å. By X-ray diffraction these have been found to be $a = 5.855$ Å and $c = 3.339$ Å by Rodriguez et al.\textsuperscript{112}, so the error versus experiment is around 2%, which is commonly found, when using the RPBE functional for metals\textsuperscript{27}.

From the relaxed bulk lattice, the most low index facets were cut and the top one or
two surface layers were relaxed. Integral and differential binding energies were calculated for hydrogen in many different configurations, at various coverages, to make sure that the lowest energy configuration was found at every coverage.

**Hydrogen on Ni$_2$P (0001)**

The (0001) facet is the one that was previously calculated$^{105}$, but the calculations were done again, expanding with a few more adsorbate configurations to make sure the results on different facets were comparable and to compare the DFT results.

The slab was a $1 \times 1$ cell with 5 atomic layers so that the slab was symmetric, although the two layer types (See Fig. 4.9) means that it was not completely stochiometric. The k-point sampling for the Kohn-Sham wave functions was a $3 \times 3$ Monkhorst-Pack$^{34}$ sampling. A few surface calculations were carried out with and without adsorbates in spin-polarized mode, but as in bulk mode, magnetic moments converged to zero, and therefore all further calculations were done in spin-paired mode. The calculated potential energies of adsorption agree with the calculations on this facet by Liu & Rodriguez$^{105}$.

The hollow site with 3 Ni and a P atom below the center was the strongest adsorption site for the first hydrogen. After this was occupied, the next hydrogen atoms adsorbed on the NiP bridge sites of which there are 6 per unit cell. The relevant descriptor for activity is the differential free energy, $\Delta G^{diff}$, as presented in the beginning of this chapter and this is presented in figure 4.10a together with the integral free energies.

The phase diagram in figure 4.10b is constructed by plotting the integral adsorption, $G^{int}$, energies of all calculated states versus $U_{RHE}$, which is the same methodology as in the previous section. Oxygen adsorption was also calculated on this facet, and it is therefore observed from the phase diagram, that oxidation of the surface is stable at potentials more positive than 0.1 V versus RHE. At equilibrium with hydrogen and water or in the potential range, where hydrogen evolution is favourable, a surface oxide is not stable. Instead, the phase diagram shows that the low coverage of hydrogen in the hollow sites is stable in a wide region around the equilibrium potential.

The differential adsorption energy of at higher hydrogen coverages is 0.4 eV, which indicate that the over-potential should be at least 0.4 V. The observed over-potential from Schaak et. al$^{83}$ is less than 0.2 V, so it was expected that other facets of Ni$_2$P
(a) Free energies of hydrogen adsorption: The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Ni$_2$P (0001). The labels denote coverages, $\theta = n/N$, where $N = 5$ surface atoms.

Figure 4.10: Surface phase diagram and adsorption free energies on Ni$_2$P (0001).

would be better for HER catalysis. In the following, the same analysis is presented for the other low-index facets of the Ni$_2$P crystal, which turned out to predict higher activity.

**Hydrogen on Ni$_2$P (11\bar{2}1)**

Another low index facet is the (11\bar{2}1), which is very interesting because it also has a nickel hollow site, like the (0001), (See the top view in Fig. 4.11).

Figure 4.11: Top view of the (11\bar{2}1) facet of Ni$_2$P.

The surface was represented by a three atomic layer slab in a 1 × 1 super cell, as shown in figure 4.11. The number of k-points was 2 × 2 in the plane and the grid spacing was 0.18 Å. The differential and average free energies are presented in figure 4.12a. Calculating a few adsorption energies with 3, 4 and 5 layer slabs, the differences were below 0.03 eV,
which is below the uncertainty attributed to DFT.

(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Ni$_2$P (11$ar{2}$1). The labels denote surface coverages, $\theta = n/N$, where $N = 9$ surface atoms.

Figure 4.12: Surface phase diagram and adsorption free energies on Ni$_2$P (11$ar{2}$1)

From the phase diagrams, it can be concluded that the surface begins to accept atomic oxygen positive of +0.4V versus RHE, which is also the case for the (0001) facet. Atomic oxygen was checked on the (11$ar{2}$1), while configurations with HO* or combinations of H* and O* were omitted, but it is likely that OH adsorbates have the same stability as on the (0001), where they begin to adsorp positive of 0.1 V versus RHE.

Chemisorbed hydrogen is most stable in the hollow site, just as on Ni$_2$P (0001), and further adsorption resulted in occupancy of the nickel bridge sites consisting of the hollow site and one adjacent nickel atom. At HER/HOR equilibrium, the most stable coverage is $\theta_H = 1/9$, and at this coverage, the differential adsorption energy is 0.28 eV. Thus it can be concluded, that the (11$ar{2}$1) facet may catalyse HER via a Tafel mechanism with an over potential of 0.28 V.

**Hydrogen on (10$ar{1}$0)**

Since nickel bridge sites were stable adsorption sites for hydrogen on the (11$ar{2}$1) facet, the (10$ar{1}$0) appeared to be more promising, since it contains continuous rows of adjacent nickel bridge sites, (See the top view in Fig. 4.13).
The (10¯10) surface was represented by four atomic layer slabs in $1 \times 2$ and in $1 \times 3$ super cells, (the latter is marked by black lines in figure 4.13). The k-point sampling was $3 \times 3$ for the small super cell and $3 \times 2$ for the larger super cell.

(a) Free energies of hydrogen adsorption calculated in both a $1 \times 2$ and in a $1 \times 3$ super cell. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Ni$_2$P (10¯10) based on calculations in a $1 \times 2$ super cell. The labels denote coverages, $\theta = n/N$, where $N = 6$ surface atoms.

Figure 4.14: Surface phase diagram and adsorption free energies on Ni$_2$P (10¯10)

The phase diagram in Figure 4.14b shows that the surface begins to accept atomic oxygen at potentials positive of $+0.4$V versus RHE, just like the two Ni$_2$P facets presented in the previous sections. Several configurations were checked to find the most stable adsorption sites, but configurations containing HO$^\ast$ or combinations of co-adsorbed H$^\ast$ and O$^\ast$ together were not included.

At HER/HOR equilibrium, a low coverage of 1/6 of hydrogen is stable on the surface as seen in the phase diagram in figure 4.14b, again in the nickel bridge sites. At this
coverage, the differential adsorption energy is 0.15 eV, which can be considered rather moderate and central on the HER volcano. Thus the calculations predict the (10\textbar10) facet to be a good HER catalyst with an over-potential as low as 150 mV.

**Hydrogen on Ni$_2$P ±(11\textbar20)**

The ±(11\textbar20) facets could be terminated in several ways, and the potential energies of every different way to cleave the crystal in the ±(11\textbar20) plane were therefore calculated by DFT, to find the minimum energy terminations. The stable ±(11\textbar20) surfaces can be characterized as corrugated, and the bridge sites can be present on crystal edges, such as in figure 4.17.

Adsorption energies of hydrogen were then calculated on only the most stable termination in each direction. Since oxygen adsorption on the previous three facets showed that the adsorption potentials were more positive than the HER/HOR equilibrium potential, oxides species were not included in the investigation of these last two facets.

The surfaces were represented by three atomic layer slabs in 1 × 2 super cells, and a k-point sampling of 3 × 2 was used for both.

![Free energies of hydrogen adsorption.](image)

(a) Free energies of hydrogen adsorption. The upper panel shows average free energy, while the lower panel shows differential free energy.

![Surface phase diagram of Ni$_2$P (11\textbar20).](image)

(b) Surface phase diagram of Ni$_2$P (11\textbar20). The labels denotes coverages, $\theta = n/N$, where $N = 12$.

**Figure 4.15: Surface phase diagram and adsorption free energies on Ni$_2$P (11\textbar20)**

The phase diagram of Ni$_2$P (11\textbar20), (See Fig. 4.15b), shows that a low hydrogen cover-
age around 1/12 is stable at 0V versus RHE, and the differential adsorption energy from this coverage is 0.25 eV. The most stable adsorption sites were again the nickel bridge sites.

The same crystal plane terminated in the opposite direction is the (1120) facet, and this is predicted to be the most active facet. The surface phase diagram of Ni$_2$P (TT20), (See Fig. 4.16b), is very similar to Ni$_2$P (1121), in that 1/12 coverage of hydrogen is stable at 0V versus RHE, but the differential adsorption energy is in this case just 0.08 eV.

![Graph](image)

(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Ni$_2$P (TT20)

Figure 4.16: Surface phase diagram and adsorption energies on Ni$_2$P (TT20). The labels denote coverages $\theta = n/N$ with $N = 12$.

### 4.3.2 Discussion

In literature, the prevailing theory on the high HER activity from Ni$_2$P has been that the hollow site on the (0001) is responsible for the activity$^{113}$. The relevant configuration on the (0001) facet has the metal hollow sites occupied by hydrogen. The differential free energy to adsorp another hydrogen on the Ni bridge or Ni-P hollow site is almost 0.5 eV, which makes the Tafel pathway improbable on this facet. De-occupation of the hollow site via a Heyrovski step would be more likely at equilibrium.

However, on all the other investigated facets of Ni$_2$P, the Tafel pathway would be possible at over-potentials below 0.3 V. The differential free energies at the coverage relevant
at 0V versus RHE are compiled in table 4.1.

<table>
<thead>
<tr>
<th>Facet</th>
<th>Coverage</th>
<th>$\Delta G^{diff}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0001)</td>
<td>1/5</td>
<td>0.41 eV</td>
</tr>
<tr>
<td>(11\overline{2}1)</td>
<td>1/9 ML</td>
<td>0.28 eV</td>
</tr>
<tr>
<td>(10\overline{1}0)</td>
<td>1/6 ML</td>
<td>0.15 eV</td>
</tr>
<tr>
<td>(11\overline{2}0)</td>
<td>1/12 (0/12 ML)</td>
<td>0.25 eV (0.03 eV)</td>
</tr>
<tr>
<td>(\overline{1}1\overline{2}0)</td>
<td>1/12 ML</td>
<td>0.08 eV</td>
</tr>
</tbody>
</table>

Table 4.1: Differential free energies of adsorption for various facets of Ni$_2$P.

Despite the low differential free energies, in some of the configurations, particularly for the (±11\overline{2}0) facets, the hydrogen atoms are placed rather far apart. Ordering the facets according to predicted activity from the differential adsorption energies gives (\overline{1}1\overline{2}0) > (10\overline{1}0) > (11\overline{2}0) > (11\overline{2}1) > (0001). With this order in mind, the nano wire morphology synthesized by Chen et al.\textsuperscript{114} seemed to be close to optimal, as visualized in the model in figure 4.17.

Figure 4.17: Atomic-scale model of a Ni$_2$P nanowire grown in the [0001] direction.

Due to the growth direction and large aspect ratio\textsuperscript{114}, this morphology would ideally not expose very many (0001) or (11\overline{2}1) sites. It would however expose the facets, which propagate along the growth direction, such as the (10\overline{1}0) and the ±(11\overline{2}0) facets. The most active facets were expected to be the (10\overline{1}0) and the (\overline{1}1\overline{2}0) according to the DFT calculations. Experiments were therefore carried out by Hu et al. at EPFL to test, whether the nano wire morphology could yield increased HER activity compared to other morphologies.
The difficulty in quantifying the number of active sites in the sample meant, that it was not possible to determine with high precision, whether they expose more active sites than other known morphologies, such as the spherical nano particles\textsuperscript{83}. In summary, the experiments showed high catalytic activity for HER from the nano wires, but it was not possible to prove a higher activity, than the spherical nano particles. The result that many different fabrication methods and morphologies of Ni\textsubscript{2}P are active for HER, are in accordance with, but can not prove the DFT finding, that the active site is adjacent nickel bridge geometries, which can be found on several facets.\textsuperscript{102}

Moving beyond the descriptor based approach, the Ni\textsubscript{2}P catalyst was further investigated by calculating the barriers for the Tafel (surface recombination) reaction, to check whether this pathway is open. These results are discussed in the following.

### 4.3.3 Reaction barriers for surface combination

In search of better determination of the active site or facet, the barriers were calculated for the Tafel reaction using the nudged elastic band method, (NEB), with a climbing image. The NEB method creates a series of states which are interpolated images between an initial and a final state, after which it relaxes the images, while they are connected by a spring force.\textsuperscript{115,116} The climbing image reverses the component of the spring force parallel to the reaction coordinate, on the image with the highest energy, so that the image moves towards the saddle point in the potential energy landscape. This feature was activated after a few iterations of relaxation, to get a good guess as to which state was closest to the saddle point.\textsuperscript{117}

Assuming a Tafel mechanism, the potential determining step have to be the adsorption of a second or third hydrogen to stable sites in vicinity to other H\textsuperscript{*}. On all the investigated facets, nickel bridge sites were the most stable. The initial states were the most stable states at equilibrium with hydrogen, where two hydrogen atoms were present on the surface. A guess for the final states for the Tafel step was found by applying a Hookean constraint between the H atoms in the initial state and relaxing to form a H\textsubscript{2} molecule in a nearby local minimum on the surface. The spring constant for the Hookean was set to 3 eV/Å\textsuperscript{2} at distances larger than 0.9Å, and 0 at distances smaller than 0.9Å. Thereafter, the NEB calculation was carried out without the Hookean constraint. The final state usually turned out to be H\textsubscript{2} adsorbed on top a nickel atom.
An interesting observation is seen, regarding the barriers on the same facet calculated at different electrode potentials. Increasing the coverage, increases the adsorption energy due to repulsive adsorbate interactions, and the transition states found at higher coverages corresponding to higher over-potentials also increase in energy. However, in some cases they do not increase as much as the initial adsorbed state, as shown in figure 4.18b. This effectively means that increasing the over-potential electrochemically at some point creates equilibrium between protons+electrons and the transition state.

After calculating the Tafel barriers of the five investigated facets, shown in figure 4.18a, a reordering of the predicted activity is in order: \((\overline{1}1\overline{2}0) > (1\overline{1}21) > (10\overline{1}0) > (11\overline{2}0) > (0001)\). It turns out that the energy of the transition states that were found, do not scale very accurately with the energies of the adsorbed states. This may be expected to be the case, if the geometry of the initial, and transition states are the same due to the scaling relations between adsorbates on different geometries\(^{118,119}\), but in this case the geometries also have many variations, e.g. on the \((\overline{1}1\overline{2}0)\) facet the final state is on a nickel row, which makes the ridge of this corrugated surface, and on the \((11\overline{2}1)\) and \((0001)\) facets, the final state is on the nickel atoms, which sit around the hollow site. In best cases the barriers are around 0.5 eV, which is relatively modest compared to those reported for Pt(111)\(^{89}\), where they are up to 0.85 eV, and thus it is not unlikely from the
computations that Ni$_2$P is active through a pure Tafel pathway.

The barrier calculations may explain why the Ni$_2$P nano wires did not yield an activity enhancement over the previously reported spherical nano particles. The nanowires are likely to have many more (10\overline{1}0) facets than other morphologies due to the growth direction. The barrier calculations changed the order to the (\overline{1}120) and (11\overline{2}1) facets were both predicted to be more active than the (10\overline{1}0) facet, and there is no reason why, there would be more of those on the nano wires, compared to other morphologies.

After the results explaining the activity of Ni$_2$P were done, a few calculations were carried out on other transition metal phosphides to check if other candidates could be discovered for HER, or even more interesting, for HOR catalysis. The descriptor for HOR catalysts is in principle the exact same as for the HER catalyst, namely the differential binding energy of hydrogen, since there are no other intermediates. It is therefore puzzling why the metal-sulfide, carbide and nickel phosphide catalysts are not active for HOR.

## 4.4 Other metal-phosphides

This section presents a small screening study for other metal phosphides, (FeP, Fe$_2$P, CoP, Co$_2$P, MnP, CrP and WP) for hydrogen evolution and hydrogen oxidation. The way in which phosphor stabilizes nickel in acid might also work on these metals and the electronic properties of the surface could prove even more favourable than Ni$_2$P. Surface phase diagrams and plots of the integral and differential free energies are available for each of these compounds in appendix 7.1, and the results are summarized in table 4.2.

The surfaces were modelled with four atomic layers, in $1 \times 1$ super cells for the monophosphides, and in $1 \times 2$ super cells for the di-phosphides. The k-point sampling was $3 \times 3$ in all the calculations.

This limited screening study presented iron-monophosphide, (FeP), as the most promising material. The adsorption energies for FeP (100) are shown in figure 4.19a and the surface phase diagram for FeP (100) is shown in figure 4.19b.

Interestingly, hydrogen adsorbs both on the phosphor and on the iron atoms in the FeP surface, which is in contrast to Ni$_2$P, where only the metal sites are moderately binding, and the phosphor atoms are not binding. The differential binding energies calculated at
Table 4.2: *The most stable surface coverages at the HER/HOR equilibrium potential, and the differential free energies of hydrogen adsorption at that coverage, for each of the transition metal phosphides that were included in the small screening study.*

<table>
<thead>
<tr>
<th>Facet</th>
<th>Coverage</th>
<th>$\Delta G_{\text{diff}}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FeP (001)</td>
<td>2/4</td>
<td>0.00</td>
</tr>
<tr>
<td>Fe$_2$P (10\bar{1}0)</td>
<td>2/6 ML</td>
<td>0.10</td>
</tr>
<tr>
<td>CoP (001)</td>
<td>2/4</td>
<td>0.13</td>
</tr>
<tr>
<td>Co$_2$P (10\bar{1}0)</td>
<td>3/6 ML</td>
<td>0.13</td>
</tr>
<tr>
<td>MnP (001)</td>
<td>4/4</td>
<td>-0.06</td>
</tr>
<tr>
<td>WP (001)</td>
<td>4/4</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 4.19: *Surface phase diagram and free energies of hydrogen adsorption for FeP (100)*

Equilibrium for a few metal-phosphides reveal that iron phosphides should evolve hydrogen with over-potentials around 200 mV, while tungsten and cobalt mono-phosphides might reduce that to 100 mV. Since the reactivity towards hydrogen on FeP (100) is favourable for HOR/HER, it was interesting to compute the barrier for the Tafel reaction. This is shown in figure 4.20. The transition state is only 0.14 eV above the 1/2 ML state, which is a rather low barrier, and it can therefore be concluded that the Tafel pathway is highly probable on this catalyst.

It is currently complicated to get accurate and reliable barriers for the Volmer-Heyrovski pathway, due to the charge transfer steps. Electrochemical charge transfer reactions were not investigated further in this study, because calculations of barriers for charge trans-
fer reactions are associated with some difficult problems. The free energy of transitions states involved in the electrode-electrolyte charge transfer reactions is dependent on the interface electric fields, interface dipole and on the water structure. Thereby, the free energy pathways of these reactions can not be obtained in with the usual methods. Many recent advances has been made towards developing methods for this goal\textsuperscript{90,120–123}, but a key element is still missing, which is more accurately characterizing the structure of the interface, particularly the electrolyte side, under operating conditions. This is the subject of chapter 5 in this thesis.

Meanwhile these computational studies were ongoing, several metal phosphides were being discovered in experimental screening, primarily by Schaak et al.\textsuperscript{124–126}. These experiments demonstrate high activity from cobalt and iron phosphides\textsuperscript{124}. More recently, a systematic study of the metal-phosphides for HER has reported that a bimetallic phosphide, FeCoP, shows the most optimal properties for hydrogen evolution\textsuperscript{127}.

So far all the non-precious catalysts, that have been discovered have been reported to be inactive for the hydrogen oxidation reaction, (HOR). The simplest explanation for the lack of HOR activity is that the surfaces become covered with oxide species are slightly
positive potentials versus RHE. Some of the computed surface phase diagrams, presented in this chapter indicate that this hypothesis is reasonable, since oxygen begins to adsorb from $+0.2\ \text{V}$ to $+0.5\ \text{V}$. Further calculations of $\text{HOO}^*$ binding to the metal phosphide surfaces will shed more light on this question.

4.5 Summary

Computational studies of the hydrogen adsorption energies on various facets on Ni$_2$P show that the (0001) facet, previously thought to be the active site, is most likely not. Several other facets of this compound have more moderate differential adsorption energies at the equilibrium coverage, particularly the $(1\overline{1}20)$, $(1\overline{1}21)$ and $(10\overline{1}0)$ facets, which are all predicted to be active through the Tafel pathway and possibly also the Heyrovski pathway. The material is rather weak binding, in that the hydrogen coverage is always low at equilibrium.

Calculations of barriers for the Tafel reaction were carried out for a few different coverages. The activation free energy increases with increasing coverage, but the increase is smaller than the increase in binding energies. The consequence of this is that applying enough reducing over-potential will increase the equilibrium coverage to a point, where the adsorbates are added practically in the transition state.

Computed hydrogen binding energies correlate well with the trends in activity for the metal phosphides, and this adds confidence to the predictive power of computational screening methods.

4.6 Outlook

The hydrogen evolution reaction is one of the simplest electrochemical reactions, that is needed for the purpose of electrochemical energy conversion. It is a reaction that demands relatively little of a catalyst material, because the material only need to bind one surface intermediate optimally for optimal catalysis. This is reflected by the many new discoveries of catalysts for the reaction, many of which are made from abundant and inexpensive materials. It is too early, however, to say that the problem of identifying hydrogen evolution catalysts is solved. The requirements for the catalyst material is also that it
has sufficient long term stability, and many of the new catalysts do not have issues with
stability. Other requirements also apply depending on the type of system, the catalyst
should be integrated in, e.g. in some cases it should be active in alkaline solution. There-
fore there are still lots of motivation for researching further into materials for this reaction.

For fuel cell applications, it would be advantageous if a non-precious hydrogen oxida-
tion catalyst could be found. The reason for the lack of HOR activity in the non-precious
HER catalysts has yet to be understood fully and further research into this problem is
warranted, including studying the adsorption properties of HO* on the metal-phosphide
surfaces.
5. Electrochemical Interface Model

5.1 Introduction

The chapters up to this point have presented models of surfaces in perspective for electro-catalysis. Although the reactivity of surfaces and the ensembles and geometries of atomic sites on surfaces may be the only important properties for some catalytic reactions, for other reactions, the electrolyte part of the interface means everything, and this part has not been considered so far. There are some analytical and computational complications in modelling the atomic scale properties the electrode/electrolyte interface, but many advances and solutions have been developed in by many different groups in the recent decades. In this chapter, a methodology presented, which we are developing with the aim of giving predictive capability for calculation of the atomic structure of the interface, as a function of the electrode potential, of solution pH and chemical potentials of counter ions in solution, using a statistical physics approach.

Many observed phenomena in electrochemistry depend explicitly on the pH and chemical potentials of various counter ions. These observed phenomena also affect rates and selectivity of some important electrochemical reactions such as hydrogen evolution and CO reduction.\textsuperscript{91,128,129} Electrochemical reactions always involve charge transfer reactions, which move charges between the electrolyte phase and the electrode. If these charge transfer reactions affect the rate, calculations of their activation barriers is a highly interesting prospect. Previous works\textsuperscript{89,90,121,130,131} on this, have revealed several complications: 1) The unit cell has a finite size and a constant amount of electronic charge, and it has been shown that varying the size and/or the amount of charge affects the energy landscape of the reactions dramatically. The first problem may be helped by extrapolation schemes with different sizes of unit cells\textsuperscript{130} or by assuming a capacitor model.\textsuperscript{132,133} More recent efforts to benchmark a simple capacitor model against the unit cell extrapolation scheme has been made.\textsuperscript{122,123} 2) The second issue is that structure of the aqueous electrolyte also affect the energy landscape of the reaction, and this structure changes the internal electric fields normal to the surface. Thus it will be necessary to be able to determine the structure of the electrolyte and how it depends on the surroundings, to calculate barriers and use transition state theory to predict reaction rates.
The above mentioned problems are fundamentally due to a gap in our understanding the link between atomic scale systems and macroscopic systems. DFT calculations routinely model atomic-scale systems in the micro canonical ensemble where the volume, the particles and the energy are fixed, referred to as the NVE ensemble. In reality, the electrochemical interface is an open system, which exchanges ions, electrons and heat with the surrounding environment. Therefore it should arguably be modelled using a grand canonical ensemble, referred to as a µVT ensemble, in which the numbers of ions and electrons must be varied to find the relevant states. The model should also include the effect of pH and electrode potential, since it is known from experiments that they are important parameters.

The many previous advances toward the grand canonical modelling of the electrochemical interface can be categorized as follows:

1 The system exchanges electrons with a well defined reservoir, but not ions.\textsuperscript{134–136} This is particularly interesting because of the ability to tune the chemical potential of electrons and thus act as a potentiostat. It is preferable if the macroscopic conditions can be an input to the calculation rather than an output, due to the efficiency problem of having to calculate different states each corresponding to one external condition. The unit cell can must be neutralized using charge densities placed various regions of the atomic scale simulation cell, e.g. as Gaussian distributions outside the double layer or as homogeneous background charges.\textsuperscript{131}
2 External electric fields are imposed in the simulation using an external field added in the Poisson equation\textsuperscript{49,52}. The external electric fields can be linked to electrode potential imposing the Fermi levels and orbital overlap of semi-infinite metal electrodes, using non-equilibrium Green’s function theory\textsuperscript{137}. It is an appealing idea, because a reference electrode is then explicitly included in the system, and this method is explored a bit further with calculations that are presented in section 5.3 and in paper VIII. The disadvantage of the current state of this method, is mainly that it is very demanding in computational resources and dynamics, force relaxation and variation of particle numbers is therefore not currently feasible.

3 Systems where both ions and electrons are exchanged\textsuperscript{63,90}. The approach is in principle similar to the first category, but now all charges are explicit in the system, i.e. they are explicit protons and electrons, but in equal numbers to keep the unit cell charge neutral. Again, care must be taken to link the chemical potential of their reference reservoirs properly with pH and/or electrode potential. The electrode potential is normally linked by using a vacuum level as reference, in line with Trasatti’s absolute electrode scale\textsuperscript{90,120,138–141}. The computational hydrogen electrode, (CHE), is also put in this category, but only the link to the $U_{RHE}$ i.e. the driving force is included in that, not a link to pH independently from electrode potential.

Another discussion of the various types of models related to this problem can also be found in a recent review included as paper VII in this thesis. A more general perspective on water interfaces can be found in paper VI.

Just prior to the beginning of this PhD work, a solution to the problem of linking pH to work function was published\textsuperscript{120}, which essentially was a generalization of the computational hydrogen electrode, and the methodology that has been used in this PhD work is based on this Generalized Computational Hydrogen Electrode, (GCHE).

The next section in this chapter reviews the GCHE and links the atomic scale to the ionic and electronic chemical potentials. Section 5.3 compares DFT calculations on extended slabs with finite bias simulations, thereby showing how the internal interface dipole must exactly fulfil the constraint to screen the external chemical potentials. Section 5.4 presents the expressions for the free energies depending on pH and work functions thereby
enabling the analysis of a \( \mu VT \) ensemble, and 5.5 shows how micro states can be sampled for the \( \mu VT \) ensemble using slab calculations with molecular dynamics. Finally, section 5.8 presents results from this methodology and compares the results with experiments.

5.2 Theory

5.2.1 Electronic and ionic chemical potentials

In section 2.6.1, it was shown that the free energy of an interface micro state can be written:

\[
\Delta G^{int} = E(n) - E(n = 0) - n(\mu_{H_2}/2 - eU_{RHE})
\]  

(5.1)

It was also mentioned, that pH effects on the stability of adsorbates or interface structures are observed because their free energy depend on the interface electric field. This can be understood when the electrode potential is written in the form of equation 5.2, which will be derived in this section.

\[
-eU_{RHE} = \phi_{SHE} + k_B T \cdot pH - \phi_e
\]  

(5.2)

Here \( \phi \) is the work function of the interface in the micro state, and \( \phi_{SHE} \) is the work function of the standard hydrogen electrode. Since the work function is a fixed property of a micro state, it is evident from this formulation, that particular atomic states only exist at particular electrode potentials and pH, and furthermore, that the free energy depends on the grand canonical variables. Deriving the method to model effects of the pH and electrode potential, essentially boils down to deriving equation 5.2 and assuming it is valid for every relevant micro state. This is done in the following.

To introduce the effect of interface dipoles on the binding energies of ions, it is instructive to reconsider the case for proton+electron insertion into the interface system. Instead of taking hydrogen gas or protons as the reference, the state of protons and electrons in vacuum at rest is now considered. The Born-Haber cycle in figure 5.2 shows the conservation of free energy, regardless of the pathway, for insertion into the interface system.

In vacuum at rest, the chemical potentials of the proton and electron are both determined by the electrostatic potential. The assumption of fast proton diffusion is applied
Figure 5.2: Born-Haber cycle for insertion of protons + electrons into the interface system.

again, just as in the computational hydrogen electrode. Thus, the protons have the same chemical potential, $\mu_{H^+}$, everywhere in the electrolyte. Now consider the free energy difference for a proton taken from the electrolyte to a point in the vacuum. This difference is referred to as a proton work function, and it can be written:

$$\phi_{H^+} = \mu^{\text{vacuum}}_{H^+} - \mu_{H^+}$$

(5.3)

The pH is defined as $-\log_{10}(a_{H^+})$, where $a_{H^+}$ is the activity of protons in solution. If $\mu^0_{H^+}$ is the proton chemical potential in a solution with pH = 0, then the following relates pH with the chemical potential, $\mu_{H^+}$, of the protons in solution:

$$\mu_{H^+} = \mu^0_{H^+} - k_B T \ln a_{H^+} = \mu^0_{H^+} - 2.303 k_B T \cdot pH$$

(5.4)

If this is inserted into equation 5.3, the relation between pH and the proton work function is evident:

$$\phi_{H^+} = \mu^{\text{vacuum}}_{H^+} - (\mu^0_{H^+} - 2.303 k_B T \cdot pH)$$

(5.5)

The vacuum level, which we use as reference can be infinitely far away in space, but in the DFT calculations it is convenient to use the vacuum level right outside the electrode as reference. To use this vacuum level as a reference for protons and electrons, it is necessary to be convinced that the vacuum levels must be equal right outside both electrodes. To check this, one can do thought experiment: A cavity is imagined immersed in an infinite electrolyte. Inside the cavity, there is only vacuum and all surfaces of the cavity are the vacuum-electrolyte surface. This is illustrated in figure 5.3.

The near field vacuum level is defined as the electrostatic potential at a point near the vacuum-electrolyte surface. A charge at rest in the near field vacuum feels a nearby
Figure 5.3: Cavity in aqueous electrolyte. The work function for the proton is the difference in free energy between the state at rest in vacuum and the state in the electrolyte in equilibrium. Near the interface, the curvature is assumed infinitely small and a proton at rest would be in the electric field of an infinite surface.

interface, extending infinitely. Equation 5.5 is now applied, where the vacuum level is the near field vacuum level. Assuming the vacuum-electrolyte interface dipole is identical everywhere along the vacuum-interface, $\phi_{H^+}$ is a constant. Since $\mu_{H^+}$ is constant everywhere in the electrolyte, $\mu_{H^+}^{\text{vacuum}}$ must also be constant anywhere along the dashed line in the cavity. The inset in the bottom right of figure 5.3 shows a metal immersed in the infinite electrolyte. Around the metal is an interface region which screens the surrounding solution from the metal. In the bulk, outside the screening region, the solution does not feel the metal at all. The electronic work function is now defined as the difference between the electron energy, $\mu_{e^-}^{\text{vacuum}}$, at rest in the near field and the Fermi in the metal, $\mu_{e^-}$:

$$\phi_{e^-} = \mu_{e^-}^{\text{vacuum}} - \mu_{e^-} \quad (5.6)$$

If this is accepted, two electrodes can now be inserted in vicinity to the cavity. A voltmeter is in place to measure the voltage between the two electrodes. If one electrode is the hydrogen reference electrode, the voltage is denoted $U_{RHE}$. This situation is shown in figure 5.4, for pH = 0.

If the electrodes are sufficiently screened by a layer of electrolyte, the vacuum levels in each side of the cavity are equal. The near field position is the same for protons and for electrons. Thereby, the work functions of the two electrodes is linked to the electrode potential by

$$eU_{SHE} = \phi - \phi_{SHE} \quad (5.7)$$
Figure 5.4: Diagram of an electrochemical cell with a cavity in the electrolyte. The vacuum levels, near the vacuum/water interface around each electrode, are equal.

In principle, it is therefore possible to relate the work function of an electrode to an absolute potential scale. This was argued by Trasatti\textsuperscript{138} already back in the 1980’s, and different variants of this idea has also been used in the past for DFT calculations with electrode/water systems\textsuperscript{90,139–141}, although not with constant $\mu$ for ions and using the link between the work function and the chemical potential for ions.

In the following section, DFT calculations are presented to show that the vacuum level is practical to use as an absolute reference. This is done by comparing simulations with semi-infinite electrodes (See Fig. 5.4) with regular slab/water calculations with a dipole correction. It turns out that the interface dipoles come out identically with the two methods.

### 5.3 DFT Calculation with Explicit Reference Electrode

This section presents a comparison between two types of calculations that link the interface dipole to electrode potential in two different ways. By doing so, it is shown that the absolute electrode scale relying on the work function and the internal dipole of the interface gives predicts the same atomic structures as the imposing the electrode potential using an explicit reference electrode and fixed external boundary conditions for the electric field. The results presented in this section are submitted for publication and included as Paper VII in this thesis.
The first method is DFT on an extended slab with water on one side. The system has periodic boundary conditions in the in-plane dimensions. In the out-of-plane direction, the system is centered with vacuum on either side and non-periodic boundary conditions are applied with a dipole correction, so the near field work function can be calculated. Various atomic structures set up various interface dipoles. The internal electric field from these structures, result in different work functions on the water side of the system. This is shown in figure 5.5.

![Graph](image1.png)

Figure 5.5: Slab/Water structures shown with the electrostatic potential energy, $E_H$, averaged in the XY plane. Due to screening in the metal, the work function on the slab/vacuum interfaces are identical, while the work function of the water interface depends on the net dipole of the interface structure.

The second method is finite bias calculations, to evaluate the electrostatic potential energy under varying applied bias against a reference electrode, included explicitly in the calculation. The half cell atomic structures are placed opposite to each other with a layer of vacuum in between (See figure 5.6). On each surface, the layer of water sets up an interface dipole like in the previous DFT calculations. The calculation is carried out using non-equilibrium Green’s function DFT (NEGF-DFT)\(^{137}\).

NEGF-DFT is widely used in the molecular electronics community and it is usually applied to calculate electronic conductivity through atomic-scale systems. NEGF-DFT calculations employ periodic boundary conditions in the plane dimensions. Normal to the plane, the boundaries are infinite continuations of the three outermost FCC(111) layers of the electrodes. Instead of the usual wave functions, the NEGF-DFT calculations use...
Green’s functions, \( f_G(E) \), which are written
\[
f_G(E) = \left( E \cdot S - H_C - \sum_L (E) - \sum_R (E) \right)^{-1}
\] (5.8)
where \( E \) is the energy, \( S \) is the overlap, \( H_C \) is the Hamiltonian and \( \sum_{L,R} \) are the self-energies of the left and right leads. The latter are obtained for the left and right leads from a calculation with periodic boundary conditions in all directions. For the central region, the electrostatic potential is obtained as usual from the Poisson equation, but now the left and right boundary conditions are set by the two leads. The Fermi levels of the leads are denoted \( \mu_L \) and \( \mu_R \), and the bias, \( U \), is controlled by setting \( \mu_R = \mu_L + U \). As in regular DFT, a self-consistency cycle, \( (f_G \rightarrow \rho(r) \rightarrow v(r) \rightarrow H_C \rightarrow f_G) \), is used to converge the electronic structure. The electronic density \( \rho(r) \) is obtained from \( f_G(r, r; E) \) by integrating the diagonal.

The two types of calculations are compared in situations where equation 5.7 is fulfilled and where it is not fulfilled. In all situations, we keep the atomic structure on the left constant, but vary the atomic structure on the right and/or the bias \( U \). In both types of DFT calculations, the electrostatic potential, \( E_H \), averaged in the plane is written:
\[
< E_H > (z) = \int_{x,y} E_H(x, y, z) dx dy
\] (5.9)

Three situations are imagined: Situation 1) The voltage between the electrodes is 0 V and the interface structures are identical, and thus the interface dipoles are also identical. That is set up by using identical atomic structures for both interfaces. Situation 2) A finite bias is applied, but the interface dipoles are identical. Situation 3) A finite bias is applied and the interface dipoles are different.

Situation 1 is shown in figure 5.6. Here, no potential gradient is present in the vacuum between the electrolyte layers, since no bias is applied and the interface dipoles are identical. The interface dipoles are identical because, both atomic structures are identical. Figure 5.6 also shows the electrostatic potential of this slab/water structure, calculated by regular DFT with the dipole correction. This is also shown separately in figure 5.5a.

Situation 2 is shown in figure 5.7. The atomic structures and interface dipoles are unchanged from situation 1, but a bias of 2.01 V is applied between the electrodes. In
Figure 5.6: Situation 1) The electrostatic potentials, $E_H$, of the full cell NEFG-DFT calculation (blue line), and the reference half cell calculations (green lines, left and right). The Fermi levels is shown for each electrode with a thick line. The two electrodes are the same atomic structure which have a work function of 4.44 eV. Electronic chemical potentials $\mu_L$, $\mu_R$, from Transiesta are plotted with reference to the deformation potential, $\delta E$, averaged in a single atomic layer in the left electrode. $\delta E = E_H - E_{NA}$, where $E_H$ is the electrostatic potential and $E_{NA}$ is the neutral atom potential from Transiesta.

In practice this is done in Transiesta\textsuperscript{137} by setting $\mu_R = \mu_L + 2$ eV. Because the interface dipoles are unchanged but the bias is changed, situation 2) does not fulfill equation 5.7. The result of this, is that an electric field is present in the cavity between the electrodes. That means the chemical potential of a proton at the near field level outside either electrode would vary depending on which side of the electrolyte it is taken from, or that the protons at either side are not in equilibrium.

In situation 3), (See Fig. 5.8) the atomic structure on the right is exchanged with the one in figure 5.5b. The voltage is kept at 2.01V. Because the difference in work functions between the two electrodes (Calculated with regular DFT) are now the same as the applied bias times the unit charge, the electric field in the vacuum is zero. In other words, because situation 3) fulfills equation 5.7, there is no field in the vacuum.

Full cell structures consistently result in an electric field in the vacuum layer, if the electrode potentials do not fulfill

$$eU = \phi - \phi_{ref}$$

(5.10)

where $\phi$ and $\phi_{ref}$ are the work functions of the atomic half cell structures. An electric field in the cavity is equivalent to a gradient in the chemical potential of protons through an electrolyte connecting the interface regions. On the other hand, atomic full cell structures
Figure 5.7: Situation 2) The same full cell atomic structure and half cell calculations as in figure 5.6. However the bias in the full cell calculation is now $U = -2.01\text{V}$. As observed on the electrostatic potential of the NEGF-DFT calculation (blue line), a non-zero electric field therefore remains between the electrodes due to the difference between $\mu_R$ and $\mu_L$ (shown as thick horizontal lines). The position of the potentials of the working electrode half cell (right) is such that the Fermi level (thick green line) is 2.01 eV higher than on the reference.

Figure 5.8: Situation 3) The planar averaged electrostatic potentials, $E_H$, of the full cell calculation (blue line), and of the separate half cell calculations (green lines, left and right). The half cell electrostatic potentials are aligned to each other at the vacuum level outside the water layer. The Fermi levels are shown with thick horizontal lines for each structure. The working electrode (left) has a work function of 2.43 eV, whereas the reference electrode (right) has a work function of 4.44 eV. When applying $U = -2.01\text{ V}$, there is practically no electric field in the vacuum in this full cell calculation.

that fulfil equation 5.10, accurately produces zero electric fields in the vacuum region.

In the situation, where fast diffusion can be assumed, and the protons are in thermodynamic equilibrium everywhere in the electrolyte, the above calculations clearly illustrate
that equation 5.10 is a constraint on the work function of the extended interface. Thus, knowing the work function from a slab/water structure, the $U$ value which fulfils the thermodynamic constraints is known. This is very encouraging, because it is therefore possible to rely on half-cell calculations for studies of the interface under various applied bias and pH. This means there is no difference to using external or internal electric field as constraints on the interface atomic structure. Now that this is confirmed, we proceed with the derivation of pH-dependent free energy, $\Delta G$, for the slab/water structures. Thereby the grand canonical ensemble can be formed and analysed to determine the structure of the interface from pH and $U_{RHE}$.

### 5.4 Generalized Computational Hydrogen Electrode

The pH of the solution governs the internal dipoles of the interface, since the work function and the $U_{RHE}$ are both linked to the pH. This was shown in the previous section for the electrode potential and equation 5.5 shows how the proton work function is related to the pH. In this section, the pH dependence on the free energy is derived and it is shown how the grand canonical ensemble for the interface exchanging protons and electrons can be calculated.

The free energy of the interface with $n$ protons + electrons inserted is generally:

$$
\Delta G^{int} = E(n) - E(n = 0) - n(\mu_{H^+} + \mu_{e^-}) - T\Delta S + \Delta ZPE
$$

From the computational hydrogen electrode, we have:

$$
\mu_{H^+} + \mu_{e^-} = \mu_{H_2} + eU_{RHE}
$$

From the previous section the constraint linking bias and work functions is imposed:

$$
eU_{RHE} = \phi_{e^-} - \phi_{e^-}^{\text{ref}}
$$

At pH = 0, we have $\phi_{e^-}^{\text{ref}} = \phi_{SHE}$ from the definition of the standard hydrogen electrode. As a function of pH, the proton work function was shown in equation 5.5 to be:

$$
\phi_{H^+}^{\text{ref}} = \phi_{H^+}^0 + 2.303k_B T \cdot pH
$$
Since the vacuum level is the same for electrons and protons we have:

\[ \phi_{e}^{ref} = \phi_{SHE} - 2.303 k_B T \cdot pH \] (5.15)

Combining the above with equation 5.13, yields:

\[ eU_{RHE} = \phi - (\phi_{SHE} - 2.303 k_B T \cdot pH) = -\mu_{H^+ e^-} \] (5.16)

Using this with equation 5.1, the relative free energy of an interface state can thereby be written

\[ \Delta G^{int} = E(n) - E(n = 0) - n\mu_{H_2}/2 - \phi_{SHE} + \phi_{e^-} + k_B T \cdot pH - T\Delta S + \Delta ZPE \] (5.17)

The two last equations provides the relative free energy of each state as function of pH and potential, and thus it is the key to modelling the electrochemical interface. So far the only ions that have been included are protons, but it is straightforward to include the ionic chemical potentials of counter ions. An example is therefore given in the following on how to account for counter ions in the free energy.

### 5.4.1 Counter ions

Calculating the free energy of adding other ions along with protons is now straightforward. Let’s use chloride as an example. Chloride ions are only added to the interface system, while electrons are removed to keep the system charge neutral. Thus, the integral free energy of states with varying numbers of chlorides and hydrogens is:

\[ G^{int} = E(n_H, n_{Cl}) - E(n_H = 0, n_{Cl} = 0) - n_H(\mu_{H^+ e^-} + \mu_{H_2}/2) - n_{Cl}(\mu_{Cl^-} - \mu_{e^-}) \] (5.18)

Chloride gas (Cl₂(g)) is a system, which can be handled easily by DFT, and therefore it can be used as reference. The equilibrium potential of the reaction:

\[ \frac{1}{2}Cl_2(g) \leftrightarrow Cl^-(aq) - e^-(m) \] (5.19)

is at 1.36 V versus SHE, when the Cl ions in solution go to a 1M solution. Thus, for an electrode at 0 V versus SHE, the chemical potentials obey the following relation:

\[ \mu_{Cl_2}/2 = \mu_{Cl^-}(1M) - (\mu_{e^-}^{SHE} - 1.36eV) \] (5.20)
\[ \mu_{Cl^-}(1M) = \mu_{Cl_2}/2 + (\mu^{SHE}_{e^-} - 1.36eV) \]  

(5.21)

Inserting this into equation 5.18 leads to:

\[
G^{int} = E(n_H, n_{Cl}) - E(n_H = 0, n_{Cl} = 0) \\
- n_H(\mu_{H^+e^-} + \mu_{H_2}/2) - n_{Cl}(\mu_{Cl_2}/2 + \mu^{SHE}_{e^-} - 1.36eV - \mu_{e^-})
\]  

(5.22)

Note that the electron reservoir is still only measured relative to the hydrogen electrode. The difference in chemical potentials of electrons at the working and the hydrogen electrode is the voltage, which is already known:

\[ \mu_{e^-} - \mu^{SHE}_{e^-} = -eU_{SHE} = \phi_{SHE} - \phi \]  

(5.23)

Inserting that leads to the useful expression for the free energy:

\[
G^{int} = E(n_H, n_{Cl}) - E(n_H = 0, n_{Cl} = 0) \\
- n_H(\mu_{H^+e^-} + \mu_{H_2}/2) - n_{Cl}(\mu_{Cl_2}/2 + \phi - \phi_{SHE} - 1.36eV)
\]  

(5.24)

Changing the chemical potential of chloride ions will enter as an additional term, so that we can define:

\[ \mu_{Cl^-e^-} = \phi - \phi_{SHE} - 1.36eV + 2.3k_B T \ln \frac{a_{Cl}}{a_{Cl}^0} \]  

(5.25)

where \( a_{Cl}^0 \) is the activity of Cl ions at 1M. An analogous expression can be made for any other counter ion, as long as the equilibrium potential versus SHE is known.

### 5.4.2 Discussion

The physical consequence of equation (5.16) and the expressions for the interface free energies, is that the \( U_{RHE} \) scales directly with the work function, given a constant pH. The other way around, given constant \( U_{RHE} \), the dipole must change when varying the pH. Since the work function is directly linked to the interface dipole, one must expect that pH effects in the atomic scale electrochemical interface come from the interface dipole.\(^{120}\)

Previously, the effect has appeared in calculations on relaxed atomic scale metal/water structures\(^ {120,142}\) and metal/oxide structures\(^ {143}\). The conclusion was that at constant electrode potentials, the most stable configurations were oriented differently depending on the
pH or ionic chemical potential. However, these studies were proofs of concept based on rather small ensembles of structures, (around 100 states). The following sections of this chapter presents calculations with the aim of sampling many more states to further understand the capabilities of this methodology. Figure 5.9 shows plots of the free energies, $G^{\text{int}}$, of ensembles generated by molecular dynamics.

Figure 5.9: Calculated $G^{\text{int}}$ versus $U_{SHE}$ and $U_{RHE}$ (bottom and top axis respectively) for all atomic structure states, sampled from a molecular dynamics of the Au(111)/Water interface. $n/N$ denotes the number of H atoms added to the neutral water system, and this value is shown for every state by color as indicated by the colorbar. The two plots show projections of $G^{\text{int}}$ onto pH = 0 and pH = 14. The sample contains a total of 72000 states.

With large ensembles of interface states, the statistical approach can be taken to calculate the quantities, that are of interest to understand the electrochemical interface. If this approach becomes feasible, it may prove to be a very powerful tool to understand atomic scale interface systems in details. Elaboration on the production of the larger ensembles of states is presented in section 5.5. Before that, a few examples are given of interesting quantities to characterize the structure of the interface.

5.4.3 Quantities Characterizing the interface

Quantities of interest could be any property of the interface at the atomic scale. Usually they are connected with an experimental observable, and thus they can be used to benchmark the simulations. In this section, just a couple of examples of observables that are used in the results section (5.8) are presented.
Excesses and surface coverage

The interface excess, usually denoted $\Gamma$, is the surface specific density of a species in one of the two phases of the interface region. $\Gamma_{H^+}$ is the proton excess, also called the proton charge. The proton excess in a given micro state can be evaluated by counting the number of hydrogen atoms from a distance above the specifically adsorbed hydrogen, (around 1.9Å from the surface atoms), and to the top of the unit cell, subtracting two times the number of oxygen atoms. The resulting number of protons is normalized to the number of surface atoms, to obtain $\Gamma$.

Surface coverage is denoted $\theta$ and it denotes chemisorbed species. This defined as the number of excess atoms between the surface atoms and a distance of around 1.9Å (in the case of hydrogen). At this distance the density is usually zero. There is no difficulty in distinguishing specifically adsorbed hydrogen atoms from protons.

Geometry distribution functions

The interfacing electrolyte phase can be characterized by the distributions of various geometries. The typical geometries for characterizing water near a surface are distances between the surface and solvent atoms, distances between pairs of oxygen atoms or the angles between groups of three oxygen atoms. All of these can be evaluated by making histograms, with some normalization.

One of the most interesting quantities for characterizing the metal-water interaction is the distribution, $G(z)$, of distances between atoms and the surface. This quantity is interesting because it can reveal whether the surface is hydrophobic or hydrophilic, and how layered the water is near the surface. It is written as:

$$G(z) = \frac{1}{N^2 \rho \cdot X \cdot Y \cdot \delta z} \sum_{i} n(z)$$

(5.26)

where $\rho$ is the average number density of the atom in water, $X$ and $Y$ are the dimensions of the unit cell, $z$ is the distance from the surface and $N$ is the number of states. The sum double counts all distances, so $N^2$ appears in the normalization.
The so-called pair-distribution function of the oxygen atoms, \( G(r) \), is normalized to the number density of water molecules. It is therefore written:

\[
G(r) = \frac{1}{N^2 \rho \delta V} \sum_i n(r) \tag{5.27}
\]

Near a surface, some of the volume around each atom is occupied by surface. In addition, the number density is really a function of the distance to the surface. This function is basically \( G(z) \), which is defined in the above. Therefore one can take two approaches to the normalization: 1) The pair distribution is simply evaluated in the plane parallel to the surface, for atoms in a narrow distance interval from the surface. This 2-dimensional distribution is:

\[
G(r) = \frac{1}{N^2 \rho \cdot 2\pi \delta r} \sum_i n_i(r) \tag{5.28}
\]

This is the simplest solution to the problem, and it is used later in this thesis. The disadvantage, is that distances are not exactly reproduced, because their out of plane component is ignored. In experiments, to which the simulations would be compared, the real distances, including the out-of-plane component, would be the observable. The out-of-plane component is small, however, if the evaluation interval normal to the surface is much smaller than the pair-distances.

Approach 2): The distribution is calculated in all three dimensions, again in an interval close to the surface. The integration volume is a the shell of sphere, which is capped at the surface and at the maximum distance from the surface. The problem with approach 2 is that it is hard to define exactly where the surface ends.

Both approaches are subject to the problem, that density is a function of the distance from the surface, and that they are only meaningful in a narrow interval. The boundaries of this interval is ambiguous. Surface sensitive experiments will most likely also have varying sensitivity at various distances from the interface. Approach 1 became preferred for it’s simplicity, and because it does not depend on the distance from the atoms to the surface plane, which is ambiguous.
5.5 Generating micro states

In order to find the most relevant water structure out of every possible configuration, given the chemical potentials, it is in principle necessary to calculate the free energy of every water structure in the configuration space. Most first principles calculations of the properties of liquid water use molecular dynamics, due to it’s advantageous efficiency in creating relevant structures.145

With a set of dynamics trajectories of equal temperature, each with a fixed number of hydrogens, the question arises: How many states should be sampled with each number of hydrogens, \( n \) to give the correct weight in the grand partition function and calculate the correct average \( \langle n \rangle \)? Other types of grand canonical ensemble simulations are sampled with Monte Carlo algorithms. Unfortunately, directly guessing new states for a Monte Carlo algorithm is difficult for water, because of difficulty in finding stable positions for insertion of particles. For this project, it was therefore decided solve the problem by implementing a Monte Carlo algorithm, which walks between the states from the dynamics simulations, thereby constructing the grand canonical ensemble. More on the grand canonical ensemble is written in section 5.8.1.

In the following, the method that was applied for sampling states with molecular dynamics is presented.

**Atomic Scale model**

In every step in a molecular dynamics simulation, a DFT calculation provides the potential energy and the work function, which is used to find the relative free energies. The atomic slab model has periodic boundary conditions in the plane and non-zero boundary conditions out of the plane, with a vacuum region to get the work function. The surface is as usual represented by a slab of a few layers of metal atoms, while the electrolyte is represented by water molecules which are free to move in the dynamics. An artificial boundary have to be made to bound the electrolyte and keep it from desorption into the vacuum. In the present simulations, this boundary is represented by one constrained layer of water. This layer is a relaxed layer with zero net dipole normal to the plane, since the bulk electrolyte does not have any net dipole moment.
5.5.1 Molecular Dynamics

A molecular dynamics algorithm solves the classical equations of motions for a set of particles, each of which have momenta and positions. If the particle index is \( i \), the positions are, \( \mathbf{x}_i \), the mass is \( m_i \) and the forces on the particle are \( \mathbf{F}_i \). The equations of classical equation of motion is a set of second order differential equations which are written

\[
m_i \mathbf{a}_i(x_i) = \mathbf{F}_i(x_i) \tag{5.29}
\]

The forces, \( \mathbf{F}_i \), may in principle be obtained from classical conservative force fields or, as in the present context, from electronic structure calculations. Solving equation 5.29 is done numerically in every time step.\(^{146}\) The dynamics algorithm of choice in the present work is based on the Verlet.

The Verlet algorithm can be obtained from a third order Taylor expansion of the positions at timestep \( t - h \) and at time step \( t + h \), where \( h \) is the size of the time step. These are written:

\[
\mathbf{x}_i(t - h) = \mathbf{x}_i(t) - h \mathbf{v}_i(t) + \frac{h^2 \mathbf{a}_i(t)}{2} - \frac{h^3 \mathbf{b}_i(t)}{6} \tag{5.30}
\]

\[
\mathbf{x}_i(t + h) = \mathbf{x}_i(t) + h \mathbf{v}_i(t) + \frac{h^2 \mathbf{a}_i(t)}{2} + \frac{h^3 \mathbf{b}_i(t)}{6} \tag{5.31}
\]

where \( \mathbf{v}_i(t) \) are the velocities, \( \mathbf{a}_i(t) \) are the accelerations and \( \mathbf{b}_i(t) \) are the third order derivatives of \( \mathbf{x}_i(t) \) with respect to time. By subtracting them from each other, the
position in the next time step is obtained in a second order form:

\[ x(t + h) = 2x(t) + hv(t) + h^2a(x(t)) \]  \hspace{1cm} (5.32)

where the velocities, \( v(t) \) are:\textsuperscript{146}

\[ v(t) = \frac{|x(t + h) - x(t - h)|}{2h} \]  \hspace{1cm} (5.33)

and the velocities in the next time step, \( v(t + h) \), can be calculated using:

\[ v(t) = \frac{h}{2}a(t) + a(t + h) \]  \hspace{1cm} (5.34)

The Velocity Verlet utilizes the following procedure:\textsuperscript{147,148}

1. Calculate \( x(t + h) \) from equation 5.32
2. Calculate \( a(t + h) \) from forces at \( (x(t + h)) \)
3. Calculate \( v(t + h) \) from equation 5.34

Forces are commonly calculated using classical force fields, due to their computational efficiency. However, the work function is needed for every state to calculate the free energy, and the details of the chemical interactions between electrode and electrolyte molecules are of interest. Therefore the forces are obtained through DFT calculations in the present work. Molecular dynamics with forces obtained from DFT calculations is commonly referred to as ab initio molecular dynamics, (AIMD).

Two general classes of AIMD exist. Born-Oppenheimer molecular dynamics (BOMD) completely decouples the motion of the atomic nuclei from that of the electrons and it uses e.g. the Velocity Verlet while calculating the forces from a DFT calculation in every time step. The second class is the Car-Parinello (CPMD), in which the nuclei are still classical, and the Kohn-Sham wave functions are not converged in every time step. Instead, the electron density is propagated in a classical manner where it has a fictitious mass and it is included in the equations of motions.\textsuperscript{149} CPMD requires very small time steps to be effective, and this may be particularly beneficial, if time-dependent quantities are of interest, since small time steps are then needed anyway. Finally, it is also possible to implement quantum nuclei, although the computational cost of this increases too much for our present goals. More on the state of the art in simulating water dynamics can be found in a review by A. Hassanali.\textsuperscript{150} The following sections presents the parameters for the
dynamics, and section 5.6 presents the parameters for the electronic structure calculations.

Only static observables are evaluated as explained in section 5.4.3, and the MD algorithm is only used as a means to generate unique micro states. Although CPMD is faster than BOMD with a plane wave basis set, it is not implemented with an LCAO basis, which also improve efficiency. For the calculations in this thesis, BOMD dynamics with the LCAO basis sets were used.

The various quantities, which are obtained from weighted averages may be well defined after averaging over smaller or larger time scales. For example, the average distance between H and O atoms in water can be obtained by averaging over a few oscillation periods and sampling longer than that will not change the average. Water translation and reorientation has longer characteristic time scales, and larger structural changes occur over even longer time scales. The dynamics algorithm will have to generate a sufficient number of states to obtain and preserve the averages of interest. In addition, the states are weighted with the probability, which is given by:

\[
p_i = \frac{1}{Z} \exp \left(-\frac{G^{\text{int}}}{k_B T} \right)
\]  

The energy distribution of the states in the ensemble is thus also important. States with much higher energies than the most stable ones will be irrelevant in the grand canonical scheme, and generation of such states is therefore essentially a waste of time. Thus, the algorithm has to generate many unique micro states, preferably with Boltzmann distributed total energies.

Obtaining a useful accuracy and speed of production is not trivial, since a long list of parameters needs to be fine tuned. One of the most essential of these is the time step, which is explained below. Other important parameters are the thermostat, (Discussed in section 5.5.2), and those of the electronic structure calculation, which are addressed in section 5.6.

**Time step**

Water is an intrinsically difficult system for molecular dynamics simulations because the relative difference in mass between the hydrogen atoms and the oxygen atoms means they move on different time scales. It is therefore a challenge to get a long enough sampling
time to translate water molecules, while describing the hydrogen stretching motion with sufficient accuracy. The consequence of not resolving the all time scales finely enough is noise in the total energy. This can be observed in figure 5.11, where the total energy of trajectories with various sizes of the time step are compared.

![Figure 5.11: The total energy plotted vs. time for various sizes of the timestep. The magenta line with the largest oscillations is with a timestep of 1 fs, the blue line with the smallest oscillation has a timestep of 0.25 fs, and the red and green lines have time steps of 0.5 fs and 0.75 fs respectively.](image)

Usually, the noise root mean square of the total energy grows linearly with the time step in a Velocity Verlet simulation\textsuperscript{146}. It can be observed, that the simulation with time steps larger than 0.5 fs have noise on the order of $k_B T$. Previous AIMD dynamics simulations of water\textsuperscript{151} with GPAW, used a constraint to fix the O-H bond lengths to eliminate the fast O-H stretching mode from the simulation, thus allowing a time step of up to 2 fs. Constraints could not be used in this project, since protons and hydroxides would have to be included in the simulations, and their interaction with the surface would be affected dramatically by constraints. However, the surface itself was kept constrained. For sampling runs for the grand canonical analysis, the most efficiency was obtained with a time step 0.5 fs.

### 5.5.2 Temperature

The total internal energy $E_{tot}$ is the sum of the kinetic and potential energies

$$E_{tot} = E_{kin} + E_{pot}$$ (5.36)
During a simulation, the total energy is constantly exchanged between kinetic $E_{\text{kin}}$ and potential energy $E_{\text{pot}}$, but the total energy stays constant, if the forces are calculated with enough accuracy. Therefore the simulation is in the micro canonical ensemble, where the number of particles, the volume and the energy is conserved, (constant $NVE$). In reality, the system of interest has a constant temperature, usually 300K.

For the micro system, temperature is given by the equipartition theorem:

$$\frac{3}{2}k_B NT = \langle E_{\text{kin}} \rangle$$

(5.37)

where $N$ is the number of particles.$^{152}$

There are several methods for setting the temperature of the simulation. One may simply use a starting configuration for the system with momenta corresponding to the desired temperature and propagate a Velocity Verlet, which conserves the total energy and thereby also the average temperature. However, when starting the simulation, an equilibration of the system always takes place. A finite amount of energy is often exchanged between kinetic and potential energy during initial equilibration and the set temperature is not exactly obtained. Since the grand canonical analysis (See section 5.4) have to include states with varying numbers of particles, the ensemble must be constructed from many trajectories. For this reason, all the trajectories should have exactly equal average temperatures. As evident from equation 5.37, an offset in average temperature of just a few K can cause one trajectory to be several $k_B T$ more stable than others. A thermostat can be introduced to obtain and keep the same set temperature in all the trajectories. Thermostats aim to employ dynamics in the canonical ensemble ($NVT$), where number of particles, volume and temperature is conserved. On average, the total energy is also conserved in the $NVT$ ensemble, if the system is in equilibrium.

### 5.5.3 Canonical ensemble dynamics

There are a wide variety of thermostats for controlling the temperature of the dynamics. Common to them all is that they exchange energy with the system through a weak coupling. The coupling strength is set through one or more tunable parameters and it generally has to be strong enough, so the average set temperature is obtained without equilibrating for too long. At the same time, it has to be weak enough that it is only a
very small perturbation to the dynamics, i.e. it has to equal the NVE dynamics, in the
weak coupling limit. Too strong thermostats often result in large fluctuations in the total
energy and the temperature.

Figure 5.12: $T$, $E_{\text{kin}}$, $E_{\text{pot}}$ and $E_{\text{total}}$ plotted vs. time for a an example dynamics trajectory. The gray line is the actual tractory and the blue line is the average over 500 time steps. Each time step is 0.5 fs and a Berendsen thermostat with a characteristic time constant of 1000 fs was applied to obtain the set temperature of 300K. A significant drift is still present in this trajectory.

The Berendsen thermostat\textsuperscript{153} controls the temperature by rescaling all particle velocities in every time step with the factor:

$$\lambda(t) = \sqrt{1 + \frac{\Delta t}{\tau_B} \left( \frac{T_{\text{set}}}{T(t)} - 1 \right)}$$  \hspace{1cm} (5.38)

where $T_{\text{set}}$ is the desired temperature, $T(t)$ is the temperature at time step $t$ and $\tau_B$ is the characteristic time constant of the thermostat. This thermostat reproduces the water structure well for water with time constants larger than 100 fs\textsuperscript{154}. However, the total energy fluctuations can easily become larger than $k_B T$, and to avoid this a $\tau_B$ of around 500 fs is needed.

Other thermostats, such as the Langevin and the Nosé-Hoover, add some terms to the forces instead of rescaling velocities. In the Langevin thermostat, the first additional
term is a friction force, which slows movement and a second term adds small fluctuations to the forces, which heat up the system. These two terms keep each other in balance at the set temperature.

The Nosé-Hoover thermostat only adds a friction force, but the friction coefficient varies from negative to positive, depending on the measured temperature, so that it speeds up particles, when the temperature is too low and it slows down particles when the temperature is too high. The friction coefficient acts as an additional degree of freedom, which exchanges energy with a heat bath. This thermostat is shown analytically to imitate the canonical distribution\cite{152}.

The Berendsen thermostat was the most used thermostat in the present work, due to its efficiency in equilibrating temperature and in dampening temperature and total energy oscillations. For the Berendsen thermostat, there is only one parameter to converge, which is the characteristic time constant, $\tau_B$. When testing $\tau_B$, it is impossible to distinguish total energy drift from energy exchanged by the thermostat. The time step and other parameters should therefore be tested first and optimized with the thermostat switched off, i.e. with the Velocity Verlet only.

5.6 Electronic Structure

A number of choices of methods and parameters are important for the electronic structure calculations. The information, which must be obtained from the electronic structure is most importantly the energy of every state and the forces to propagate the dynamics simulations. To obtain the free energy, we additionally need the work functions of every state. In the following, different choices of parameters and methods for the electronic structure calculations are discussed in perspective of obtaining this information efficiently.

5.6.1 Work function

An essential quantity for the model is the work function measured outside the electrolyte layer. After each step in the MD simulation, the work function of the state was stored along with the energy, atomic numbers and positions etc. in an ASE database file\cite{69}. The database can be searched to extract the needed data, to monitor the dynamics or to carry
out *a posteriori* analysis. An example of the work function in a dynamics trajectory is plotted in figure 5.13.

![Figure 5.13](image)

Figure 5.13: *Top panel*: work function versus time. *Bottom panel*: potential energy versus time. This trajectory is a Water/Au(111) interface at 300K. The green line is the averaging over 400 fs.

The work function is directly linked to the absolute electrode potential (equation 5.10), which means that the states that are relevant at a certain electrode potential must have the corresponding work function. Therefore it is fortunate that the work function varies rapidly enough in the dynamics to obtain states in all of the potential range. It also does not appear that there is a strong correlation between work function and potential energy.

**Convergence criteria**

The Kohn-Sham self consistency cycle, (SCF), in the electronic structure calculation stops when self-consistency is achieved. The self-consistency criterion is when the difference in electronic energy and the maximum difference electronic density is with less than some value, when comparing with the previous SCF step.

The size of the convergence criteria are essentially the size of the error in the energy and the density. For the purpose of molecular dynamics, these electronic structure errors appear random, and they add inconsistency to the forces and thereby to the dynamics.
Figure 5.14: Histogram of work functions of a Water/Au(111) interface, from the subset of structures with no chemisorbed species and no protons in the double layer.

This inconsistency can break energy conservation and cause a drift to the total energy as shown with varying convergence criteria for the energy in Figure 5.15a and for the density in Figure 5.15b.

(a) Convergence criteria for the energy marked by the labels. The density convergence criterion was $2 \cdot 10^{-5} \text{ Å}^{-3}$.

(b) Convergence criteria for the density marked by the labels. The energy convergence criterion was $10^{-6}$ eV.

Figure 5.15: The total energy plotted vs. time, for trajectories calculated with various convergence criteria. The dynamics is a Velocity Verlet with a 0.5 fs time step.

It is clear from tests of the convergence criteria, that the cost of reducing drift is quite high in terms of number of states sampled. In previous studies\textsuperscript{151} of water using the GPAW code\textsuperscript{31} the energy convergence criterion was set to $10^{-7}$ eV. In the present work, the convergence criteria of the density was used to control the drift/speed compromise, since it from Figure 5.15 appears that this more directly controls the drift. Although a thermostat was used, which compensates for any cooling or heating of the system over a
longer time scale, a lower drift may help to avoid oscillations. A value of $2 \cdot 10^{-5} \text{ Å}^{-3}$ or $1 \cdot 10^{-5} \text{ Å}^{-3}$, was assessed to be the best compromise, and those values were used for the simulations.

**k-point sampling**

Exact absolute binding energies are not a priority in the development stage of the interface model, so time can be saved by using a sparse k-point sampling. However, if too few k-points are used for the simulation, i.e. less than a Monkhorst-Pack$^{34}$ sampling of $3 \times 3$, for a $3 \times 4$ FCC(111) super cell, then the metal has a small band gap, (See figure 5.16a).

![PDOS with 2 x 2 k-points.](image1.png) ![PDOS with 3 x 3 k-points.](image2.png)

Figure 5.16: Projected Density of States (PDOS) calculated for the Au(111)/Water interface in a $3 \times 4$ FCC(111) super cell, with two different k-point samplings. The yellow line is the projection onto the atomic orbitals of gold, the red line is for oxygen and the black lines is for hydrogen.

An important feature of a model of the electrochemical interface, is that it captures charge transfer between the metal and water in a realistic way$^{155}$. This is because any charge transfer between the metal and water changes the work function of the interface structure, which should correspond to a chemical potential.

In addition, it is important that the metal slab efficiently screens the dipole moments and charges, so that the work function on the vacuum side of the metal stays constant. This is necessary, so adding or removing electrons to/from the system has the same energy with respect to the vacuum levels and so the work function scales directly with the interface dipole. As shown in figure 5.16b, $3 \times 3$ k-points is the most sparse k-point sampling in which the surface is still metallic.
Kohn Sham basis

Localized atomic orbitals (LCAO) were used as Kohn-Sham basis sets for all the dynamics simulations. Presently, the more complete basis sets, FD and plane waves are prohibitively expensive to use for generating large enough ensembles. LCAO represent a minimal basis set and are the computationally efficient choice, and they still reproduce geometries and energies to an acceptable level. The number of basis functions and the grid spacing determines the accuracy of this type of basis set. More on basis sets is written in section 2.5.

The basis set effect on geometries can be observed, in a test simulation, which was done with a rather coarse grid spacing of 0.25 Å. The distribution of ionic, \( g(z) \), distances to the surface clearly reveals the effect from the coarse grid spacing.

![Figure 5.17: Example of a distribution of ionic distances to a Pt(111) surface, calculated with a grid spacing of 0.25Å. The black line shows the hydrogen distribution and the red line shows oxygen distribution. A periodic noise in the distribution is visible, which comes from the eggbox error due to the coarse grid spacing.](image)

In figure 5.17 shows \( g(z) \) for hydrogen a periodic noise is visible, which has a period equal to the grid spacing. This is a result of eggbox error, which is variation in the energy depending on atomic positions, relative to the grid points. The larger the grid spacing, the larger the error is, and in this test it was large enough to affect the interface structure averages. Later simulations used a grid spacing of 0.2 or 0.18, which is sufficient to avoid egg-box errors (This is evident when comparing Fig. 5.19a with Fig. 5.17).

Work functions also depend on the basis set, because the distribution of electronic density at the vacuum interface is affected if the basis set is insufficient. Usually, the electron spill-out is too small if the basis set is insufficient at the surface. That affects
the vacuum interface dipole, which in the end lowers the work function. This tendency is tested by a few single point calculations of relevant water structures spanning the potential range. The calculations are repeated with finite differences (FD mode) and localized basis functions (LCAO mode)\textsuperscript{37}. The calculation is also done for the clean slab and for the template with a constrained top water layer.

![Figure 5.18: The basis set error, evaluated by calculating the difference between results with LCAO basis sets and grid (FD) basis sets.](image)

As shown in Figure 5.18, LCAO mode systematically underestimates Au(111) work functions, on the backside of the slabs, by 0.29 eV ± 0.01 eV and water/vacuum interface work functions are underestimated by 0.3 eV to 0.5 eV. The experimental value for the work function of gold is between 5.2 eV and 5.3 eV\textsuperscript{156,157} and in FD mode the result is 5.23 eV ± 0.01 eV, so for the more complete FD basis set, work function values are expected to be reasonable. Since LCAO mode is used to sample structures with MD, a correction for underestimation of the work functions may be in order. To get a better benchmark of water structures with the corresponding electrode potential, $\phi_{SHE}$ is therefore corrected, and tentatively set to 3.9 eV, instead of the experimental value of 4.44 eV. More discussion on the distribution of work functions will follow in the results in section 5.8.2.

### 5.7 Water Structure

The main purpose of the methodology is to determine the structure of the interface, as a function of pH and electrode potentials. This is obtained by calculating the grand canonical averages, (at constant $\mu VT$), as outlined in section 5.4.
The structures presented from the various individual constant \(NVT\) ensembles can naturally not be correlated with any particular pH or electrode potential. However, pinning out the structures at various individual \(NVT\) ensembles is of interest for several reasons: 1) Understanding the features in the distribution functions from the \(NVT\) ensembles are useful to identify effects of surface coverage or the presence of protons. That is necessary to separate those effects from the effects of electrode potentials and pH, (i.e. effects coming from the interface dipole). 2) It makes it possible to compare the computations with other atomic scale simulations of water on interfaces. So the results from the \(NVT\) or \(\mu VT\) ensembles contains water structures, which are expected to be relevant and comparable to other simulations.

For this purpose, a set of simulations were made, in which the sample counts around 400000 states with a timestep of 1 fs, using the Berendsen thermostat\(^{153}\) with a characteristic time constant of 500 fs. Correlation of structure averages to the initial conditions is always a concern in AIMD simulations, since the time scales that can be included are limited. Each coverage, included in this data set, was represented by 6 to 12 trajectories with different starting configurations. This arguably reduces the concern of correlation to the initial conditions, although each trajectory only contained sampling time between 4 ps and 8 ps. The starting configurations were water structures relaxed in combinations of up and down pointing layers stacked a-a or a-b, which were generated from relaxed water layers taken from previous works.\(^{120,158}\) Addition or removal of protons from these configurations were done by adding or removing hydrogen to/from the water molecules closest to the surface and running a structure optimization before starting the molecular dynamics.

Only a single k-point was used for the \(3 \times 4\) Au(111) super cell, the grid spacing was 0.2 Å and RPBE\(^{27}\) was used for the exchange-correlation contribution to the energy. The surface was represented by four constrained layers of metal atoms and the electrolyte by 24 water molecules and 8 constrained water molecules as the top layer. 24 water molecules correspond to three hexagonal layers, if the structures were relaxed to form frozen water layers. The numbers of hydrogens \(n\) included were from -4 to +4, with or without at least one proton for the \(n \geq 0\) subsets, and in some cases up to three protons were included.
Clean surface

This section evaluates the distribution functions characterizing the average water structures and how they vary at different amounts of protons and surface species. Before carrying out the grand canonical analysis of the water structure, it is useful to observe the distributions in the canonical ensemble in order to understand the features and what molecular structures they project.

Figure 5.19: Distributions of ions versus distance to the Au(111) surface layer. The red line is the average density of oxygen ions and the black line is average density of hydrogen ions. They are unweighted averages from dynamics simulations of water/Au(111) in a $3 \times 4$ super cell, with $1 \times 1$ $k$-points in the plane, and 1 fs time steps.

The first observation from the distribution of ions versus distance to the surface is that the water is layered. The confined volume between the surface and the constrained top layer cause three distinct layers of oxygen atoms. The oxygen atom density between the layers is not zero, but it is up to four times smaller than the center of the peaks. The layering of the hydrogen ions is much less distinct, with a ratio from peak to valley up to around 2. There is also a wide empty region from the surface to the water molecules, and a somewhat soft and gradual increase of atomic density from 2Å and out, showing that chemisorption does not take place.

In the first water layer, there is some density of hydrogens closer than the edge of the oxygen ion density, which is attributed to water molecules pointing one or both H-down. The distances of the first peak of hydrogens and the first peak for oxygens coincide, suggesting there is also a large number of water molecules with a hydrogen pointing parallel to the surface.
As evident from comparing figures 5.19 a) and b), introducing a proton causes a drastic change in the hydrogen features from the water nearest to the surface. The feature just outside 2Å, seem to be the most pronounced change when adding the proton. It may be explained by molecules pointing one H-down, due to attraction from the image charge on the metal from the extra proton. The first oxygen peak is around 1Å from the H-down peak, indicating that many molecules point one H-down, while hydrogen peak that was overlapping appear to be displaced slightly outward. This outward displacement is in accordance with many one H-down pointing water molecules, since the 120 degree angle will cause the other hydrogen to point up with a 30 degree angle corresponding to a position around 0.3Å outside the oxygen peak.

The clearest change in the oxygen distribution (red lines) is the new peak just below 5 Å, which should most likely be attributed either to a preferred position of the hydronium ion or to the solvation shell of the hydronium ion, if it prefers the first layer near the interface.

The effect of adding the proton also causes some more subtle changes in the oxygen pair-distribution functions, plotted in figure 5.20.

The oxygen pair distribution function for pure water near the surface, (See figure 5.20a), reveals a clear nearest neighbour peak at 2.8Å. This is in resemblance to a high density liquid phase, which have many broken hydrogen bonds, and thus is not very ordered laterally. This is in accordance with previous reports of disordered water structures on
noble metal surfaces in AIMD simulations\textsuperscript{159}.

The effect on the pair-distributions of adding a proton is rather weak. A slight sharpening of the first shell, and appearance of some soft peaks around 3.5\text{Å} and 4.2\text{Å} is visible in figure 5.20b. Previous simulations by Tuckerman et al.\textsuperscript{160} show that protons produces shorter first O-O distances in the both Zundel ($\text{H}_5\text{O}_2^+$) or Eigen ($\text{H}_9\text{O}_4^+$) groups, while the O-H bonds are longer. Both Eigen and Zundel groups produces a peak in the O-O pair distribution between 4.0\text{Å} and 4.5\text{Å}, which may suggest that the peak observed at 4.2\text{Å} in the present study comes from those structures.

**Hydrogen covered surface**

AIMD simulations of water on hydrogen covered surfaces by A. Groß et al.\textsuperscript{159,161} show that the lateral ordering of the water layer on Pt(111) can become stronger due to a mono layer of hydrogen coverage. In the present simulations on Au(111), only up to 1/3 ML was considered. Yet, a similar effect is still visible.

Observing the distribution of hydrogens from the surface, shown in figure 5.21a, the adsorbates in hollow sites, at around 0.9 \text{Å}, are distinguishable from those in bridge sites or on top sites, at around 1.5 \text{Å}, (checked manually from a few individual images). Outside the distances corresponding to chemisorption, the first water layer resembles that with no chemisorbed species, (The latter is shown in Fig. 5.19a). A density of hydrogen is present closer than the oxygen density, indicating some H-down pointing water molecules. The gap between adsorbates and closest molecules is very small, but this is most likely only because the surface coverage is far below 1 ML. Reaction events were only caught in the early non-equilibrated parts of the trajectories, in which large forces or high temperature made them probable.

The layering of both hydrogen and oxygen is quite strong on the surface with a hydrogen coverage, indicating a stronger surface/electrolyte interaction. The central layer is particularly pronounced. The confined volume of the water was not varied, as hydrogens were added or removed, and thus one possible reason for the more pronounced layering is that the added surface hydrogens effectively take some volume from the water, which gets compressed a little more.

As observed from figure 5.21, adding a proton to the water layer completely dissolves
Figure 5.21: Distributions of ions versus distance to the gold(111) surface. The red line is the average density of oxygen ions and the black line is average density of hydrogen ions.

the second layer for the oxygens, while the hydrogens order into a H-down peak and a peak close slightly outside the first layer of oxygens. As for the clean surface, the governing effect on the structure is probably the electronic counter charge to the proton, which sits on the metal surface and attracts the hydrogen ends of the water molecules.

Oxide covered surface

Introduction of oxidised species, (HO$^*$ or O$^*$) on the surface causes great changes to the interface water structure, as seen in figure 5.22. The $g(z)$ for oxygen identifies atomic oxygens adsorbed in hollow sites at a distance of around 1.4Å from the surface plane, and it identifies HO$^*$ on top sites at around 2.0Å to 2.1Å, as derived by comparing snapshots with the distributions. Water molecules were not found specifically adsorbed on the Au(111) surface.

The layering of the water outside the surface is rather weak, except from a the boundary to the constrained layer. Even at the electrode interface, a the main peak is only due to chemisorbed species. Outside this layer, a soft peak is present around 3.5Å. It is at the same distance as the peak from water outside the the clean surfaces, so it is probably present over surface atoms that are not covered with adsorbates. These water molecules may donates and/or accept hydrogen bonds with the adsorbed HO$^*$. This peak disappears completely, when the coverage is increased to $n/N = -5/12$, which may be an indication that there is no more space for any water molecules at the surface. The density
of oxygens or hydrogens does not go to zero above the HO$^*$ species at any coverage, and a continuous network of hydrogen bonds is most likely still there, even at 5/12 ML HO$^*$.

The first peak of the hydrogen density $g(z)$ is slightly outside the first oxygen peak, indicating that HO$^*$ points a bit outwards. There is a second, very soft peak, which is slightly inside the oxygen peak of the second water layer, indicating that there are more donations of hydrogen bonds from the second water layer to the first, than the other way around.

Examining pair-distribution function of the water layer outside from 3Å to 4Å, right
outside the HO* layer, shows a clearly distinguished second coordination shell, when the coverage is higher than 1/12 ML, as shown in figure 5.23. It still has a high density liquid characteristic, but the lateral ordering of the water has increased and formed more hydrogen bonds. It thus appear that an intermediate HO* coverage have an ordering effect on the water layer due to hydrogen bonds with the adsorbed HO*. At 1/12 ML HO*, the second shell is not clearly visible, and the $g(r)$ function looks much like that of the clean surface/water, and at 5/12, the layer of water has almost disappeared from the $g(z)$ function.

**Discussion**

Several of the features in the distribution functions could be explained by comparing the peak positions with distances in snapshots from the trajectories. All of the structure averages are only projections of the water structures, but no one of them give the complete picture. To improve the picture and further test the various identified structures, it would be beneficial to evaluate other geometries including the O-H pair distributions and the angles in triangles between three oxygen atoms ect. Developing tools for calculating these properties, however, are not the scope of this study, and there are various other projects on such tools, which can be taken in use at a later time.

For all plots of the distributions of ionic distances to the surface, $g(z)$, to the surface, it is observed that outermost part of the water structure remains almost invariant no matter the coverage, and presence of protons. This indicate that whatever is present at the interface, including distribution of electronic charge, is mostly screened by the two first layers of water.

Each coverage was represented by samples corresponding to at least 25 ps, by combining several trajectories. As seen in the oxygen pair distribution functions, $g(r)$ and the out-of-plane position distributions, $g(z)$, the peaks are very well defined, and the noise is low. The simulations presented in this section were run with just a single k-point, which makes the calculations a lot faster, than sampling with multiple k-points. Unfortunately, it is expected that the screening effects in the metal are affected significantly by running with less than $3 \times 3$ k-points in the plane as shown in section 5.6.1, and therefore another ensemble was generated for the following thermodynamics analysis on Au(111)/Water with a $3 \times 3$ k-point sampling.
In the following, results from the grand canonical analysis is presented to study the grand canonical thermodynamics including dependencies on pH and electrode potential.

5.8 Grand Canonical Analysis

5.8.1 Au(111)/Water

The results presented here for Au(111)/Water was calculated in with a four layer Au(111) slab in an orthogonal $3 \times 4$ super cell with 24 free water molecules and 8 molecules constrained as the top layer. Exchange-correlation contributions were approximated by the RPBE functional\textsuperscript{27}, the grid spacing was 0.18 Å and the k-point sampling was $3 \times 3 \times 1$. The dynamics had 0.5 fs time steps and the Berendsen thermostat\textsuperscript{153} had a characteristic time constant of 1000 fs. The sample trajectories were 2 to 3 ps long after 1 to 2 ps equilibration. The main results on Au(111)/Water and the methodology are prepared for publication and included as Paper VIII in this thesis.

Adsorption Free Energies

The free energies of adsorption or proton insertion can be obtained as statistical averages. There is no simple method, however, for calculating the entropy contributions to the free energies in the electrolyte layer. The configurational entropy is therefore neglected for hydrogens added to the interface for the time being. This assumption is usually applied to chemisorbed species, where the entropy is small anyway, and here it is extended to the interface in lack of a proper estimate. Eventually, a correction for entropy should be included in some way or another. The entropy term might add a significant stabilization for protons in the electrolyte layer, so one should keep in mind that the free energies reported here for proton insertion may be over-estimated.

Using equation 2.41, the interface free energies were calculated for each coverage:

$$
< G^{\text{int}}(n, \phi, pH) > = \frac{1}{N} \sum_{i}^{N} G^{\text{int}}_{i}(n, \phi, pH) \exp \left( -\frac{G^{\text{int}}_{i}(n, \phi, pH)}{k_{B}T} \right)
$$

The differential adsorption energy is obtained just like in the previous two chapters, by
differentiating the integral energy with respect to $n$:

$$< \Delta G^{diff}(\phi, pH) > = \frac{\partial < \Delta G^{int}(n, \phi, pH) >}{\partial n}$$

$$= < G^{int}(n, \phi, pH) > - < G^{int}(n - 1, \phi, pH) >$$  \hfill (5.41)

For the Au(111)/Water interface at $U_{RHE} = 0$ V, the adsorption free energies of hydrogens and HO* is shown in Figure 5.24.

- **(a)** The average free energies of hydrogen adsorption.
- **(b)** Average free energies of HO* formation by proton desorption.

Figure 5.24: Average free energy differences at 0 V vs. RHE. The top panels show the integral free energies, and the bottom panel shows differential free energies.

Each integral free energy value is essentially an averages over a subset of states which has the work function corresponding to the pH and $U_{RHE}$, from a trajectory with a certain number of hydrogens added or removed. Keeping this in mind, while regarding the adsorption energy for hydrogen versus coverage, it appear that the trajectories with 1/12 ML to 3/12 ML are higher in energy than the one at 4/12 ML. The reason for this trend may be because the repulsive interaction for adsorbed hydrogen for some reason does not increase beyond a certain coverage. It can also, however, be because of small differences in temperature in the trajectories, which are rather short. The 3 ps trajectories are barely enough to get the total energies equilibrated, and in addition, the states that are relevant at any given potential and pH is only a subset of the total ensemble. To rule out such errors, tools for estimation of the correlation in the trajectories should be implemented, so it could be quantified how much the various properties, including the free energy is correlated with the starting configuration in the sample.
Differential adsorption energy also barely changes due to pH, although the trajectories with hydrogen coverages $\theta_H = 1/12$ ML to $\theta_H 3/12$ ML show clear differences. Differences in energy at different pH come from a dependence of the average total energies on the work function.

Since the differences are taken in a work function interval, the differential energies will naturally only be accurate in potential intervals, where there are enough states sampled for both coverage $n$ and $n - 1$. To illustrate this, differential free energies of proton insertion are therefore plotted together with the histogram of number of states in each bin in figure 5.25.
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\text{pH = 0,} & \quad \text{1 H}^+ \\
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\end{align*} \]

Figure 5.25: The free energy of proton insertion plotted for pH = 0 and pH = 14. The top panel shows two histograms overlayed, both of which show the number of states at pH = 14 at the work function corresponding to the $U_{\text{RHE}}$, on the first axis. The left hand histogram in red color counts states with one proton included, and the right hand blue histogram counts states with no protons included.

The plots of free energies show some sharp steps around the boundaries of the potential interval, where the statistics are less reliable, e.g. around $U_{\text{RHE}} = 1.0$ V in figure. To see the origin of this step, we can try and take a look at the different contributions to the free energy, which include the averaged kinetic energies and the averaged potential energies. These are shown in figure 5.26, and they have been evaluated as averages, still weighted to their probabilities, which includes the free energy:

\[ < E^\text{int} (n, \phi, pH) > = \frac{1}{N} \sum_i E^\text{int}_i (n, \phi, pH) \exp (-G^\text{int}_i (n, \phi, pH)/k_BT) \quad (5.42) \]
\[ E_{\text{diff}}(n, \phi, pH) = E_{\text{int}}(n, \phi, pH) - E_{\text{int}}(n - 1, \phi, pH) \]  

(a) The potential energy of proton insertion  
(b) The total energy of proton insertion

Figure 5.26: Energies for proton insertion plotted for pH = 0 and pH = 14, as functions of \( U_{\text{RHE}} \). The top panels show histograms overlayed, which show the number of states at \( pH = 14 \), at the work function corresponding to the \( U_{\text{RHE}} \), on the first axis. The left hand histogram in red color counts states with one proton included, and the right hand blue histogram counts states with no protons included.

The potential energy averages, in figure 5.26a have quite large error bars, which come from the large exchange between kinetic and potential energy, which can be observed in figure 5.13 for one trajectory. In the total energy in Figure 5.26 the noise in the potential energy has been cancelled out, but the jump around 1 V versus SHE, has not. These steps also occur in other plots of differential adsorption energies for the proton, but they will probably move outward and disappear if the sampling is improved. The calculations presented in this chapter is, however, mainly a proof of concept, and further sampling and calculations of various other systems of interest can wait until the methodology for analysing and mining the data is more optimized.

The free energies of adsorption, and particularly of proton insertion, that are presented in this section may be difficult to compare directly with experiments, no matter how accurately they can be calculated. In addition to evaluating the free energy differences, it is therefore also interesting to evaluate numbers or coverages of the various species at different potentials as weighted averages from the grand canonical ensembles. Plotting the surface coverages versus potentials produce the Gibbs isotherms, and if they are differentiated, simulated differential capacitances is the result. They can be compared directly with experiments, and in the following it will therefore be shown how they can
be obtained.

**Grand Canonical Partition Function**

With a set of dynamics trajectories of equal temperature, each with a fixed number of hydrogens, the question arises: How many states should be sampled with each number to give the correct weight in the grand partition function and calculate the correct Gibbs isotherms? Other types of grand canonical ensembles are routinely sampled with Monte Carlo algorithms to obtain the equilibrium number of atoms. Unfortunately, directly guessing new states for a Monte Carlo algorithm is complicated for water, because of difficulty in finding stable positions for insertion of particles. For now, it was therefore decided to solve the problem by implementing a Monte Carlo algorithm, which walks between the states from the dynamics simulations, thereby constructing the grand canonical ensemble with the correct weighting to number of hydrogens.

Metropolis Monte Carlo (MC) algorithms essentially calculates the probability weight function for the states in an ensemble. The approach is to walk stepwise from micro state to micro state, adding states to the ensemble in a manner, so the occurrence of states is distributed according to the probability weight function.

Each cycle of the algorithm chooses a random trial step, $X_{t+1}$. If the trial step has lower free energy than the present step, $X_t$, the trial state is accepted. If the trial step has a higher free energy, it is accepted with the probability $p_{t \rightarrow t+1}$

$$p_{t \rightarrow t+1} = \frac{\exp (G_{t+1} - G_t)}{k_B T}$$

(5.44)

It has been proven, that the resulting set of states are distributed with the probability weight function.\(^{163}\)

To "anneal" the ensemble from the molecular dynamics trajectories, trial steps are chosen to increase or decrease the number of particles at equal attempt probabilities. The trial step can also conserve the number of particles. Thereby the equilibrium between particle count in the annealed ensemble is established\(^{164}\).

Figures 5.27 show the free energies versus electrode potentials at pH = 0 and pH = 14, in (a) and (b), respectively for states of the annealed ensembles. The "raw" ensembles before the Monte Carlo annealing are shown in figure 5.9.
Figure 5.27: Calculated $G^{\text{int}}$ versus $U_{\text{SHE}}$ and $U_{\text{RHE}}$ (bottom and top axis respectively) for all atomic structure states, sampled from molecular dynamics and annealed to 300K with a Grand Canonical Monte Carlo sampling. $n/N$ denotes the number of H atoms added to the neutral water system, and this value is shown for every state by color as indicated by the colorbar. The two plots show projections of $G^{\text{int}}$ onto pH 0 and pH 14.

Each state may appear multiple times, if it has a high probability of occurrence. Notice also the boundaries of the annealed ensemble. It is practical to cut the lower and upper boundaries for the work function in the raw ensembles and remove states outside the interval. Otherwise some numbers of hydrogens may be represented at the edges, with the most stable number being unrepresented, resulting in wrong results. This can also be observed from the histograms of work functions that reveal that the number of states in each work function bin is much smaller near the upper and lower boundaries. If the work function interval is limited by the band gap of the electrolyte, it may be possible to enlarge the gap using DFT+U, according to a study on relaxed water layers.$^{155}$

After a grand canonical ensemble with the correct probability weight has been created, calculation of an average, $<A>$, reduces to:

$$<A>(\phi,pH) = \frac{1}{N} \sum_{i}^{N} A_i(\phi,pH)$$  \hspace{1cm} (5.45)

where N is the number of micro states in each work function bin of the annealed ensemble. The following section present properties of the interface obtained by this method for Pt(111)/Water and Au(111)/Water interfaces.
Au(111)/Water

Previous computations have provided surface phase diagrams for several metals based on relaxed surface structures\textsuperscript{49}. Here, the surface coverages are calculated as averages and presented in the form of Gibbs isotherms. Inserting $\Gamma_H^+$ and $n$ into equation 5.45 and plotting the averages versus $U_{RHE}$ gives the Gibbs isotherms at each pH. These are shown in figure 5.28.

![Plot of Gibbs isotherms](image)

(a) pH = 0. The blue data is the contribution from adsorbed hydrogen and the red data is $<n/N> - <\theta_H>$, which is the contribution from solvated protons in the electrolyte layer above $<n/N> = 0$, and the contribution from oxidised species below $<n/N> = 0$.

(b) The coverage of oxidised species versus $U_{RHE}$, plotted for pH = 0 and pH = 7.

Figure 5.28: Simulated Gibbs Isotherms of hydrogen in the interface system. To separate ($\Gamma_H^+$) from ($\theta_H$), the numbers of hydrogens above and below a distance of 1.8Å from the surface were counted separately.

The plateaus for a hydrogen covered surface, a clean surface and the oxidised surface are clearly visible in the Gibbs isotherms, in figure 5.28a. The interval with a clean surface is quite wide, as was also the result when relaxed structures\textsuperscript{49}. The negative part of $<n/N>$ is due to hydrogen deficient states, which have oxidised species on the surface. A zoomed view of this part is plotted in figure 5.28b. Since the isotherms for pH = 0 and pH = 14 are on top of each other, a pH dependence is not evident despite of the small differences in the free energies at pH = 0 and pH = 14. The $-<n/N>$ curve in figure 5.28b shows some plateaus, which indicate that there are destabilizing adsorbate interactions between the oxidised species at some coverages. If the adsorbates stabilized each other at all coverages, the curve would increase suddenly from 0 to the maximum coverage.
To compare with experiments, the differential capacitances are found by differentiating the isotherms. If it is assumed that all electrons inserted into the system, including the ones screening a solvated proton contributes to the measured current, differentiating $e < n/N >$ gives the differential capacitances:

$$Q = e < n/N >$$  \hspace{1cm} (5.46)

$$C = \left| \frac{dQ}{dU} \right|$$  \hspace{1cm} (5.47)

In cyclic voltammetry experiments, the differential capacitance can be obtained from the measured current, $j$, and the scan speed, $v$:

$$C = \frac{j}{v}$$  \hspace{1cm} (5.48)

In figure 5.29, $C$ is plotted together with experimental data at the relevant conditions, from cyclic voltammetry, (forward scan).

It is clear that the experimentally measured capacitances are consistently larger than the computed capacitances, and in the region above 1.6 V versus RHE, the currents correspond to many monolayers of charges. This is because Au surfaces are known to grow many layers of surface oxides at the most oxidising potentials$^{168}$, and that is not included in the present model.

In the reducing region, hydrogen evolution begins before the surface can be covered. DFT calculations suggest that atomic hydrogen on Au(111) is unstable and will instead form H$_2$$^{80}$. The features of the computed capacitances are so far in agreement with existing literature, as shown in figure 5.29. At intermediate potentials, where nothing is adsorbed, CV experiments show a small current from free charge that is transferred due screening charges in the electrode. The contribution to this charge from screening of protons is already counted in this methodology. Counter ions have not been included in the ensembles at the present stage, but they can be added to the ensemble in the future.

Another contribution to the free charge is screening of dipole moments in the double layer. It does not seem that this free charge can be accounted for directly in the present method. However, it is possible to find a potential of minimum free charge, as discussed further in section 5.8.2.
Figure 5.29: Specific capacities from numerical differentials of the isotherms in figures 5.28. This is the differential capacity which is observable in by integrating the charge transferred as a function of potential in an electrochemical I-V curve. In both plots, the experimental current in the HER region has been taken from Wang et al.\textsuperscript{167}, (in 0.5M H\textsubscript{2}SO\textsubscript{4}, plotted versus RHE).

To take a closer look at the computed proton insertion and hydrogen adsorption regions, zoomed views of the Gibbs isotherms are shown in figure 5.30.

The expectation for the proton isotherm is a dependence on work function and thereby on pH, based on past studies on relaxed water structures\textsuperscript{90,120,141,142}. Electrochemical experiments show more and less pH-dependent behaviour of various counter ions\textsuperscript{169}, and inclusion of some of those counter ions could show more pH dependent behaviour than the protons.

When looking at figure 5.28, the pH dependence is not very large. A possible reason for this can be that the proton either does not have it’s full charge in the simulations because the electrode may not have taken the extra electron. To investigate this, it could be interesting to evaluate the average charge density profile normal to the surface. The electron density profile may also be an experimental observable that the calculations could

---

(a) Black line: Computed differential capacitances at pH = 2. Blue dashed lines: Experimental differential capacitances from CV’s in 0.01M HClO\textsubscript{4} by Hamelin et al.\textsuperscript{165} in the oxidising region.

(b) Black line: Computed differential capacitance at pH = 7. Blue dashed lines: Experimental differential capacitances from CV’s in 0.1M NaClO\textsubscript{4} by Hamelin et al.\textsuperscript{166} in the oxidising region. The high potential regions, marked by red dotted lines are very large and are therefore divided by 10 in the plot.
be benchmarking towards. Presently, the electron density profile and electrostatic potential profiles have not been saved for every state, since it will greatly affect the size of the databases. Another possibility is that the most stable states with a proton, is when it is located very close to the surface, and most of the variation in the electric field due to pH is outside of the location of the proton. To clarify this, it could be interesting to separate subsets of states with the proton located in different regions of the electrolyte or to add other ions. The latter will may require a better sampling, since it requires another subdivision of the dataset.

In the following a further discussion of the behaviour of free charge and the potentials of zero charge will be addressed for both Au(111)/water interface.

### 5.8.2 Potentials of zero charge

The potential of zero free charge and of zero total charge are both of interest for benchmarking the calculations with electrochemical experiments. The total charge $\sigma_{\text{Total}}$ is obtained from experiments through integration the current in the cyclic voltammograms, and thus it is electronic charge transferred to the electrode surface. From our first principles methodology, some contributions of the charge can also be calculated. The total charge, $\sigma_{\text{Total}}$, can be written as:

$$\sigma_{\text{Total}} = \sigma_F - F\theta_H + F\theta_{OH}$$  \hspace{1cm} (5.49)
where $F\theta$ is attributed to electrosorption of a species denoted by the subscript.\textsuperscript{171} The free charge is $\sigma_F$, which is observed in CV experiments as the capacitive current from metal electrodes in aqueous media. The surface charge, could be calculated, but not the free charge. The free charge may be divided into two contributions:

$$\sigma_F = \sigma_{dl} + \sigma_{dip}$$

(5.50)

where $\sigma_{dl}$ is attributed to screening of ions in the double layer. The electro-neutrality condition then states that:

$$\sigma_{dl} = F\Gamma_{OH^-} - F\Gamma_{H^+}$$

(5.51)

The proton charge, $\Gamma_{H^+}$, and the hydroxide ion charge $\Gamma_{OH^-}$ may also be calculated by the DFT method. The remaining contribution is $\sigma_{dip}$, which is interpreted as the charge which screens the dipoles in the double layer. It does not appear that $\sigma_{dip}$ can be accounted for directly in the current methodology, but in the following we show how the potential of zero dipole charge may be calculated.

Figure 5.31: Histogram of work functions of the subset of states with no chemisorbed species and 1 proton in the electrolyte layer. The maximum is at a work function of 3.21 eV

As shown in figure 5.31 the distribution of work function tends to fit a normal distribution. The reason for this is most likely that water molecules rotate almost freely and thus that the sum of their dipole moments in the out of plane directions follow a random walk. It is therefore hypothesized that the distribution of work functions shows the maximum entropy of the interface.

Experiments by Climent et al.\textsuperscript{172–174} use laser induced potential transients to measure potentials of maximum entropy, (PME), on gold and platinum single crystal surfaces.
Briefly explained, the experiment heats the surface up with a microsecond pulse from an infra-red laser. The heating temporarily shifts the equilibrium state of the interface to one with a higher entropy, and that causes a reorientation of the interface dipole. A potential transient is measured, in the experiment which decays within a few microseconds, as the interface re-equilibrates with the surroundings. From the electrocapillary equation the following relation can be derived for an ideal polarizable electrode\textsuperscript{175,176}:

\[ \frac{\partial U}{\partial T} \frac{1}{q} = -\frac{\partial \Delta S}{\partial q} \frac{1}{T} \]  
(5.52)

where \( q \) is charge and \( U \) is the electrode potential. Measuring \( \Delta U \), equation 5.52 is then used to identify the potential of zero potential transient with the potential of maximum entropy.

For the Au(111) surface the PME has been reported to be around 0.2 V vs SCE, measured in 0.1 M HCl + 0.1 M H\textsubscript{2}SO\textsubscript{4}. This value corresponds to 0.42V versus SHE.\textsuperscript{173}

![Graphs](image)

(a) The position of the peaks of the work function distribution, as a function of number of chemisorbed species, hydrogens, \( (n) \), or oxides species, \( (-n) \), denoted by the annotation.

(b) The calculated potentials of zero proton charge, hydrogen adsorption, and the peak of the potential of maximum entropy, plotted versus pH. The electrode potential scale is related to the work function by assuming \( \phi_{\text{SHE}} = 3.9 \) eV.

Figure 5.32: Calculated behaviour of potentials of maximum entropy

The calculated work function distributions have different positions for the maximum, depending on the numbers of hydrogens or protons, as shown in figure 5.32a. Distributions on which this figure is based can be found in appendix section 7.2.1. The 0.2 V value reported by Climent et al.\textsuperscript{173} is at a much more positive potential than the peak of the distributions indicate, although that depends on what the value of \( \phi_{\text{SHE}} \) is, since
the electrode potential is related to the work function by \( eU_{SHE} = \phi - \phi_{SHE} \).

In section 5.6.1, it was also shown that the DFT calculations with an LCAO basis set underestimated the work functions compared to a real space grid based basis set, by up to 0.5 eV. Assuming that the real \( \phi_{SHE} \) is 4.44 eV, the value for \( \phi_{SHE} \) was tentatively set to 3.9 eV due to the correction for the incomplete basis set. The correction brings the result closer to a value in agreement with the laser induced potential transient experiments, but there is still a difference of around 0.3 eV assuming \( n = 0 \).

In the following, results will be presented for the Pt(111)/Water interface using the same methodology, as presented in the previous sections of this chapter.

### 5.8.3 Pt(111)/Water

Calculations for the Pt(111)/Water interface was carried out using the BEEF-vdW functional\(^{30} \) to approximate the exchange and correlation contributions, including van der Waals contributions. This particularly improves the description of water structures\(^{151} \), but in it’s current implementation that comes at some computational cost.

The surface was represented by a four layer Pt(111) slab in an orthogonal \( 3 \times 4 \) super cell and the electrolyte was represented by 24 moving water molecules and 8 constrained water molecules as the top boundary. The grid spacing was 0.2 Å and a single k-point was used. The following analysis of the Pt(111) water interfaces uses the experimental value of 4.44 eV for \( \phi_{SHE} \).

**Oxidising conditions**

As done for the Au(111)/Water interface in section 5.8.1, Gibbs isotherms are presented below for the Pt(111)/Water interface.

Pt(111) is a more reactive surface, so the overview of the isotherms in figure 5.33a shows a narrower region, where nothing is on the surface, from around 0.2V to 0.5V versus RHE. This interval is slightly narrower than the one obtained with relaxed interface structures\(^{49} \), due to the lower potential for OH adsorption. The reason for this is most likely that there are more ways, the water network can form hydrogen bonds with
(a) $\text{pH} = 0$. The blue triangles is the contribution from adsorbed hydrogen and the red circles is $< n/N > - < \theta_H >$, which is the contribution from solvated protons in the electrolyte layer above 0, and the contribution from oxidised species below 0.

Figure 5.33: Simulated Gibbs Isotherms of hydrogen in the interface system. To separate $(\Gamma_{H^+})$ from $(\theta_H)$, the numbers of hydrogens above and below a distance of 1.8Å from the surface were counted separately.

(b) $\theta_H$ versus $U_{RHE}$, plotted for $\text{pH} = 0$ and $\text{pH} = 14$. The inset shows the chemisorbed layer in the most stable image found at 1.2 V versus RHE, at pH = 14. The green line is the isotherm deduced from CV experiments.

Note that the coverage of oxide species go almost straight to $5/12 \approx 0.4$ ML around 1.0 V versus RHE, as seen in figure 5.33b. This behaviour is in good accordance with experiments, but to our knowledge, a configuration with $5/12$ ML HO$^*$ has not previously been reported from ab initio calculations despite efforts to do so. This finding gives additional confidence, that dynamics simulations are an efficient choice for searching the structure space.

In the following, a closer look is taken at the structure averages, in order to better understand which new structures, that are responsible for the result for the Gibbs isotherm in the oxidising potential region. First, it is necessary to take a look at the distribution of atomic distances to the surface, which is plotted in figure 5.34. A sharp peak from adsorbed oxygen species is present in all the distributions of oxygen atoms. Outside that, is a peak corresponding to a layer that donates and/or accepts hydrogen bonds with the adsorbed HO$^*$, but it is only present at 0.8 V and not at 1.2 V. In light of this
may indicate that the structure 5/12 ML HO* structure forms a more complete bonding network on its own, with less interaction with the electrolyte.

Figure 5.34: Distributions of ions versus distance to the Pt(111) surface. The red line is the average density of oxygen ions and the black line is average density of hydrogen ions. The ensemble is the subset of states with work functions corresponding to 0V ±0.2 V vs. RHE at the specified pH.

To take a closer look at the chemisorbed layer, the oxygen pair distribution functions are shown in figure 5.35. The first oxygen peak for the chemisorbed layer is located around 2.1 Å from the surface, and planar oxygen pair distribution functions were therefore evaluated in a 1Å interval centered around this peak.

The oxygen pair distances have rather sharp features with zero density after the peak. The latter particularly reveals that the first layer structures are ice-like. The peak maxima are centered around 2.7Å, which is the usual distances between adsorbed OH and water, where the water molecule donates, and the OH accepts a hydrogen bond. Slightly longer distances, around 3.0 Å are characteristic of OH donating the hydrogen bond to the oxygen of an adsorbed water molecule. The peaks from the present simulations
Figure 5.35: Oxygen pair distribution functions in the plane in an interval from 1.6Å to 2.6Å from the surface atoms. The ensemble is the subset of states with work functions corresponding to the specified $U_{RHE} \pm 0.2$ V at the specified pH.

 seem broad enough to include all of these structures, but there is a clear shift in the peak maximum as the potential is increased from 0.8 V to 1.2 V versus RHE. Changes due to potential is most likely just founded in the increased OH coverage. A small shift in the peak is also present for increasing pH. A peak shift by varying pH can only be founded in the ensemble of structures with the work function corresponding to that pH and potential. Since, at constant $U_{RHE}$, it thus appears there is a pH effect on the structures, and capturing such effects is the one of the main goals of testing this methodology.

Reducing conditions

Looking closer at the hydrogen chemisorption isotherm, in figure 5.36a), the isotherms are close to the ones calculated from relaxed structures. Just as for Au(111), no pH dependence is expected, because the potential energy of hydrogen adsorption is rather independent on electric fields on the atomic scale.
Recent cyclic voltammetry experiments on polycrystalline platinum\textsuperscript{180} show pH-dependent binding energies, while past studies on single crystal surfaces have concluded that there is no pH-dependence, i.e. that the adsorption/desorption potentials are constant on the RHE scale\textsuperscript{181–183} for Pt(111). Experimental studies also show that hydrogen stability on steps depends on pH\textsuperscript{183}, which may also play a role in the results on polycrystalline platinum.

The isotherm for proton insertion into the electrolyte layer again only shows a weak pH dependence. As mentioned in section 5.8.1, the reason for this may be that the variation in the interface dipole most often takes place outside the location of the proton, or it can be because the proton does not have its full charge in the calculations. This warrants further investigation.

5.9 Discussion

The presented methodology reproduces a wide variety of outputs in terms of properties of the electrochemical interface, which have previously been reported in many individual computational studies. Those outputs are the adsorption energies, Gibbs isotherms, simulated cyclic voltammograms, distribution functions characterising the water structure, and most stable structures, all from the same database of structures, energies and work functions. The foundation for obtaining all the quantities of interest is the ensemble of states and their free energies depending on pH and electrode potential.
The input to this methodology contains fewer than usual assumptions, which are:

1. The electrolyte is in equilibrium.

2. The interface region is in equilibrium with the surroundings.

3. The system size is large enough to include all screening effects, to conserve charge neutrality and to maintain the link between work function and absolute electrode potential.

The latter assumption is the most difficult to one to corroborate, but fulfilling it is essentially nothing more than a matter of the size of the atomic model.

Other inputs to the calculation are an extended metal surface structure or facet, such as Pt(111), a system size in given by the unit cell and the amount of electrode layers and explicit electrolyte included. From there, one can in principle press play and wait for the ensemble to be formed for subsequent analysis. In practice it is obviously not that simple, however, since maintaining an efficient sampling is demanding on computational resources and optimization of parameters while monitoring the trajectories.

The methodology remains under development and the end goal of providing a fully accurate representation of the interface regions is still not realized. Initially, the goal has merely been to provide a proof of concept and then to incrementally develop the capabilities of the methodology. The foremost of these capabilities is capturing pH effects, which has been successful to a limited degree so far.

A few challenges have been identified for obtaining more accurate representations of the interface systems. They are all related to the fact that a very large number of calculations of micro states is required for gaining accurate results, since many trajectories with varying surface coverages and excesses of ions must be included in the ensemble. This is combined with the time it takes to get large well equilibrated ensembles from the molecular dynamics, which are sensitive to the size of the size of time steps, to the thermostat in the MD and to the convergence criteria in the DFT calculations. It is not that demanding on to achieve well defined water geometries as shown in section 5.7. Getting accurate energetics is usually more challenging due to a requirement of better k-point sampling and basis sets. The accuracy of work functions is also an issue that is important to consider, although an uncertainty of $\pm 0.1$ eV in the work function may
be acceptable for proof of concept purposes. The accuracy of work functions and the
distribution of charges in metal or electrolyte may both be affected by the choice of basis
sets. It should be considered whether Car-Parinello dynamics are feasible, since they may
make it feasible to use plane wave basis sets, but it will require an implementation where
the Fermi level and work function can be extracted.

Generally the challenge is to get a large enough sample, while maintaining a high
accuracy on the calculation of the electronic structure.

5.10 Summary

The methodology, which is being developed has the present disadvantage of being demanding
on time and computational resources. In order to calculate properties as averages,
a large number of states is needed - at least a few thousands in the ensemble that is of
interest. The dynamics produce states in the entire range of work functions, and if only
a narrow interval of electrode potentials is of interest, the remaining states are unused.
Essentially this is a consequence of the lack of a "potentiostat" - a means to input elec-
trode potential rather than measuring it.

Getting an efficient and proper sampling for forming the grand canonical ensemble
from Born-Oppenheimer molecular dynamics, (BOMD), requires a lot of fine tuning of
various parameters, which are discussed in section 5.5 and 5.6. The LCAO basis sets are
the minimal and efficient choice for this purpose, but they have a consequence on accu-
racy on work functions. The MD time step should be small enough so that noise in the
total energy is much smaller than \( k_B T \), but also not too large in order to equilibrate the
ensemble within the possible sampling time. For these simulations, 0.5 fs was found to
be a good compromise. The thermostat should maintain the temperature and minimize
fluctuations in the total energy. The Berendsen thermostat with a time constant of 1000
fs was found to be quite stable and well suited. The convergence criterion on the density
in the DFT should be small enough that the drift is minimized, and when a thermostat
is used it should be small enough to avoid fluctuations in temperature and total energy.
Avoiding drift completely comes at a great cost in speed, so rather large values around
10^{-5} \, \text{Å}^{-3} were used.

The main advantages of the methodology, which is being developed is that it makes
fewer assumptions on the physics of the interface. No capacitor model was invoked, only models within thermodynamics and definitions from electrochemistry. Secondly, no other method captures this many features of the electrochemical interface on the atomic scale in one combined representation, to the best of our knowledge.

So far, only quite small and subtle pH effects have been found, and only in a few cases have the cause been clear. The subtle variations in the structures of the water-oxide species on the Pt(111) surface seems to be a direct effect of pH. The potential of maximum entropy has Nernstian behaviour, i.e. it shifts on the RHE scale by $2.3k_B T$ per pH. Identifying this with the distribution of the net dipole moment resulting from the dynamics, may also prove to be an important fundamental result.
6. Conclusion and Outlook

6.1 Conclusion

This thesis consists of several projects related to electrochemistry. In chapter 3 and chapter 4, the well known methodology of DFT calculations combined with the computational hydrogen electrode was used to study the reactivity of various metal surfaces and correlate the results to the trends in activity and reactivity of electro-catalysts.

The recently discovered Pt-lanthanide catalysts form a series, in which the reactivity can be tuned using the lanthanide contraction. The Pt-lanthanides are quite stable, and it is hoped that they can be further optimized for applications in proton exchange membrane fuel cells. The platinum-skin on the surface of these catalysts is a complicated system, on which there are still many open questions. In chapter 3, correlations between experimentally observed trends with the computed trends suggested that there is a limit to how much the strain effect can be exploited to fine tune the reactivity of catalyst surfaces, and that this limit is reached around Pt$_5$Tb.

In chapter 4, several recently discovered catalysts for hydrogen evolution were studied to understand the active sites and state of the surface. It was shown, that some low index facets of molybdenum carbide and boride are very reactive, and the computations predict that they are oxidised under reaction conditions. The low index facets of Mo$_2$C were found to be unsuited for HER or HOR catalysis, which suggest that there are still undiscovered active sites, surface states or phases to be found in these materials. The (002) facet on MoB bind hydrogen moderately enough to be a good HER catalyst.

Low index facets of Ni$_2$P were also studied to elucidate the active site for HER catalysis. This study found that Ni$_2$P is slightly binds hydrogen slightly weaker than the optimum, and that a significant repulsive surface interaction exists between adsorbed hydrogen. The most optimal adsorption energies were found on the nickel bridge sites on the various facets and on the edges of the crystal structure, (See section 4.3). Calculations on a series of other phosphide catalysts revealed that they do not all work through the metal sites, but in fact the best catalysts adsorb hydrogen on both P and metal sites. Meanwhile, some of these phosphides were discovered independently, mainly by experimental
efforts. It builds confidence, that the design principles for HER on metals are also useful for the metal phosphides. It also shows that experimental screening studies to develop new catalysts are still keeping up with their computational counterparts, especially in the case where catalysts are active on many exposed facets.

Chapter 5 presents a method development project, which aims to advance the understanding of the structure of the electrochemical interface. Molecular dynamics was used to generate a database of structures for the water interface with platinum(111) and with gold(111), at various surface coverages of hydrogen and oxide species, and with or without protons in the water layer. An *a posteriori analysis* was then developed to extract various quantities of interest from the databases, in order to describe the atomic scale interface as a function of pH and electrode potential. The analysis method is a combination of the generalized computational hydrogen electrode with a Monte Carlo algorithm to calculate the proper weight functions of the grand canonical ensemble, as functions of pH and electrode potential. The methodology is powerful because it makes fewer assumptions on the fundamental physics of the interface than any other presently known method, while capturing pH effects. It’s main limitation is the same as any atomic scale simulation method, that it is limited in possible system sizes and time scales by computational costs.

### 6.2 Outlook

There are reasons to be optimistic about the prospects of doing first principles calculations on the atomic scale properties of the electrochemical interface system. Many open questions are still standing on the physics that can be captured by the presented methodology. The biggest obstacle to progress is the cost versus accuracy of the computations, but a few more years of Moore’s law may ease the burden significantly and make the presented methodology feasible for more widespread applications. The new understanding obtained from the calculations may in the future aid the electrochemists in understanding the complicated phenomena of various interfaces for fuel cells, electrolyzers, batteries, solar-electrochemical devices, etc. With some luck and effort, this methodology may also aid development of rational design principles for new catalyst/electrolyte combinations.

It is fundamentally difficult to develop highly active electro-catalysts, and even more so, when catalysis of reactions including multiple electron transfers and intermediates are desired. Thus, advances of fundamental understanding and simulation capabilities of the
electrochemical interface are in great demand in this field of research. Breakthroughs in the field of electrocatalysis will prove beneficial, for the purpose of developing energy storage and conversion technologies, that are needed for a sustainable energy infrastructure. The challenges of solving the problems in electro-catalysis are indeed great, but there are also great rewards, if the solutions can contribute to make the energy system more sustainable. Applications of electrochemical energy conversion may eventually prove vital to the continued development of modern society.
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7. Appendix

7.1 Metal Phosphides

(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Co$_2$P (1010)

Figure 7.1: Results on Co$_2$P.

(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of Fe$_2$P (1010)

Figure 7.2: Results on Fe$_2$P.
(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of CoP (100)

Figure 7.3: Results on CoP.

(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of MnP (100)

Figure 7.4: Results on MnP.
(a) Free energies of hydrogen adsorption. The upper panel shows integral free energy, while the lower panel shows differential free energy.

(b) Surface phase diagram of WP (100)

Figure 7.5: Results on WP
7.2 Water Structure

7.2.1 Au(111)/Water

Figure 7.6: Histogram of work functions from constant N, V and T subsets of the ensemble.
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that its concentration-dependent behavior and values correspond to a crystallization transition that is consistent with that found in other condensed matter systems (28). A thermal expansion of ~0.01°C⁻¹ of the lattice (fig. S8) stems from the decrease of an average NLC elastic constant K and quadrupolar elastic forces as temperature increases (K decreases by a factor of ~3 when the composite is heated from room temperature to ~34°C) (29).

Nanorods can be electrically concentrated and ordered starting from dilute initial dispersions (fig. S9), similar to the crystallization of hard sphere–like colloids when subjected to electro- phoretic or dielectrophoretic forces (29). The triclinic crystal order is facilitated by applying 300 to 900 mV to transparent electrodes on inner substrates of the cell, which is lower than the threshold voltage needed for NLC switching. In response to these dc fields, the positively charged nanorods slowly move toward a negative electrode as a result of electrophoresis and eventually form a crystal as their concentration uniformly increases (fig. S9). These low voltages also facilitate uniform alignment of crystalline nuclei and healing of defects; in addition, they induce a giant electrostriction of the triclinic lattice, with ~25% strain at fields of 0.03 V μm⁻¹ (fig. S9B). Because NLC is switched at ~1 V (9, 20), colloidal crystal lattice orientations can be reconfigured while following the rotation of the director, although these processes are slow and complex. Electric fields, confinement in thin cells (thicknesses ≤15 μm) that are incompatible with an integer number of primitive cells in the colloidal crystal, variations in nanorod concentrations that exceed the range accommodated by an equilibrium triclinic lattice, and temperature changes control the primitive cell parameters (table S1) and prompt the formation of defects ranging from edge dislocations (fig. S11) to vacancies and grain boundaries (2, 22, 30).

We have introduced a highly tunable and reconfigurable colloidal system with competing long-range elastic and electrostatic interactions that lead to triclinic pinacoidal lattices of orientationally ordered nanorods. This unexpected triclinic crystallization of semiconductor particles at packing factors <1% shows potential for the self-assembly of a wide variety of mesostructured composites on device-relevant scales, which can be tuned by weak external stimuli such as low-voltage fields and very small temperature changes. The control of particle charging allowed for tuning of the triclinic lattice periodicity between 0.5 and 1.6 μm, a range which can be extended by tuning the strength of electrostatic interactions through doping or deionizing NLCs (10–13) or through using nematicons with different properties. Considering that dipolar and other multipoles elastic colloidal interactions in NLCs can be introduced and guided by controlling the boundary conditions at particle surfaces, and given that the control of NLC elastic constants may alter the angular dependencies of these interactions (22), our study sets the stage for explorations of mesoscopic colloidal positional and orientational order that can enable the engineering of materials properties through spontaneous ordering of nanoparticles.
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ELECTROCATALYSIS
Tuning the activity of Pt alloy electrocatalysts by means of the lanthanide contraction

María Escudero-Escribano,1,2* Paolo Malacrida,1 Martin H. Hansen,1,4,5 Ulrik G. Voj-Hansen,1,2,5 Amado Velázquez-Palenzuela,1 Vladimir Triповkovic,1,5 Jakob Schiøtt,1,3 Jan Rossemeier,1,4 Ifan E. L. Stephens,1,4,6 Ib Chorkendorff1*

The high platinum loadings required to compensate for the slow kinetics of the oxygen reduction reaction (ORR) impede the widespread uptake of low-temperature fuel cells in automotive vehicles. We have studied the ORR on eight platinum (Pt)–lanthanide and Pt-alkaline earth electrodes, PtM, where M is lanthanum, cerium, samarium, gadolinium, terbium, dysprosium, thulium, or calcium. The materials are among the most active polycrystalline Pt-based catalysts reported, presenting activity enhancement by a factor of 3 to 6 over Pt. The active phase consists of a Pt overlayer formed by acid leaching. The ORR activity versus the bulk lattice parameter follows a high peaked “volcano” relation. We demonstrate how the lanthanide contraction can be used to control strain effects and tune the activity, stability, and reactivity of these materials.

To reduce the Pt loading at the cathode of polymer electrolyte membrane fuel cells (PEMFCs), researchers have intensively studied alloys of Pt with late transition metals such as Ni or Co as oxygen reduction reaction (ORR) electrocatalysts (1–6). Catalysts exhibiting even greater activity and stability could be designed through the identification of the descriptors that control the performance (7–10). One single descriptor controls ORR activity, the ΔηOH binding energy, by way of a Sabatier volcano: An ΔηOH ~0.1 eV weaker than Pt(111) yields the optimum value (7). Other indirect descriptors related to ΔηOH include the d-band center (22), the Pt-Pt...
interatomic distance (\(d\)) and the generalized coordination number \(N_\text{G}\) (6). Stability is a multiparametric challenge, hence requiring several descriptors, such as the alloying energy \(E_a\) (11, 13), and dissolution potential (14, 15).

Our earlier studies identified alloys of Pt and rare earths, in particular Pt\(_x\)Y and Pt\(_x\)Gd, as active and stable catalysts for oxygen reduction, both in the bulk polycrystalline (11, 16) and nanoparticle (NP) form (17, 18). The exceptionally negative \(E_a\) of Pt–rare earth alloys should increase their resistance to degradation (11, 13). In contrast, more commonly studied ORR alloys, such as Pt–Ni or Pt–Co, typically degrade in long-term tests via dealloying (19, 20). Nevertheless, new forms of Pt–Ni–based catalysts achieve exceptional activity and stability during short-term accelerated degradation tests (5, 21, 22). Nonetheless, engendering long-term stability in fuel cells (20) may require materials that are inherently less prone to dealloying. Because the rare earth (e.g., Y or Gd) is unstable against dissolution, a Pt overlayer is formed on the surface, as shown on Fig. I, A and B. We showed that on Pt\(_x\)Gd and Pt\(_x\)Y NPs, the bulk compressive strain correlated strongly with increased ORR activity; this result suggested that the bulk strain is imposed onto the Pt surface atoms, weakening \(\Delta E_a\) (23). These observations led us to conjecture that other Pt-lanthanide alloys, exhibiting more optimal levels of compression, would reach the peak of the Sabatier volcano. Here, we show how the decreased radius of the lanthanides with increased filling of the f-shell—i.e., the lanthanide contraction—provides us with a route to engineer such compression. We have systematically studied activity and stability trends of Pt\(_x\)La, Pt\(_x\)Ce, Pt\(_x\)Sm, Pt\(_x\)Gd, Pt\(_x\)Tb, Pt\(_x\)Dy, Pt\(_x\)TM, and Pt\(_x\)Ca using a combination of experiments and theory to explain our observations.

We evaluated the electrocatalytic properties of sputter-cleaned polycrystalline Pt\(_x\)M electrodes by rotating disk electrode (RDE) voltammetry in O\(_2\)-saturated 0.1 M HClO\(_4\). We chose a Pt:M ratio of 5:1 because we could obtain a consistent series of alloys with the same structure, allowing for a systematic investigation. Furthermore, it corresponds to the phase that is most Pt-rich and stable (20). At 0.9 V, Pt\(_x\)Tb is the most active polycrystalline Pt-based catalyst reported. All of the materials exhibited activity enhancement by a factor of 3 to 6 over pure Pt (see figs. S5 and S6 and table S1 in the supplementary materials). The overall electrocatalytic ranking of ORR activity of polycrystalline Pt alloys is shown in fig. S6: Pt\(_x\)Tb > Pt\(_x\)Gd > Pt\(_x\)Y > Pt\(_x\)La > Pt\(_x\)Sm > Pt\(_x\)Ce > Pt\(_x\)Dy > Pt\(_x\)Tm > Pt\(_x\)Co > Pt\(_x\)La > Pt (6, 16), demonstrating that these alloys accelerate the ORR more effectively than other polycrystalline Pt alloys. Pt\(_x\)Co and Pt\(_x\)Ni alloys prepared this way exhibited enhanced activity only by a factor of 2 (12, 24). Accelerated stability tests consisting of 10,000 consecutive cycles between 0.6 and 1.0 V versus a reversible hydrogen electrode (RHE) were performed after the initial ORR activity measurements. The electrochemical experiments are summarized in figs. S3 to S11. Figure 1C reports the ORR activities before and after the stability test for all the Pt alloys and pure Pt. Apart from Pt\(_x\)Ca (which has a lower \(E_a\)), all of the Pt-lanthanide alloys retained enhancement by a factor of 3 over pure Pt after the accelerated stability test. Notably, Pt\(_x\)Gd exhibited a residual activity that was 5 times as great as that of pure Pt.

We characterized the structure and chemical composition of the electrocatalysts by x-ray diffraction (XRD) and x-ray photoelectron spectroscopy (XPS) in order to explain our experimental observations. All of the alloys formed stable intermetallic compounds with a hexagonal structure (figs. S1 and S2 and table S1), in agreement with previous reports (25). The XRD data suggest that the polycrystalline alloys may show different degrees of preferential orientation in the bulk (figs. S1 and S2). However, by prepressuring the electrodes, we minimize any differences in surface orientation between the samples under investigation. Moreover, based on Watanabe and coworkers’ in situ scanning tunneling microscopy measurements on sputter-deposited Pt–Fe (26), we expect the acid-leached Pt overlayers to be dominated by (111) terraces, typically the most stable facet termination (27). Most of the elements in the bulk Pt\(_x\)M alloy form a so-called kagome layer (6, 16) (Fig. 2 and fig. S16), with a nearest-neighbor Pt–Pt distance \(d_{\text{PP}} = a/2\). The lattice parameter \(a\) and hence \(d_{\text{PP}}\) decreased from left to right in the lanthanide series (Fig. 2).

Figure 3, A and B, show the angle-resolved XPS (AR-XPS) depth profiles on sputter-cleaned Pt\(_x\)Tb before and after electrochemical measurements. For each of the alloys, the Pt to M ratio increased substantially, especially at the most surface-sensitive angles, as shown for Pt\(_x\)Tb on Fig. 3C, after initial electrochemistry measurements, confirming the formation of a Pt overlayer. The depth profile of Fig. 3B showed that, even after accelerated stability tests, this structure was maintained, demonstrating the stability of these materials upon potential cycling.

To quantitatively interpret our XPS data (for details, see section S4 of the supplementary materials and figs. S12 to S15), we evaluated the mean Pt overlayer thickness for the alloys. Figure 3D shows how it varied for both the initial ORR activity and after stability tests as a function of the bulk lattice parameter \(a\). The overlayer thickness after the initial testing varied little between the different alloys. However, after stability tests, the mean Pt overlayer generally increased from Pt\(_x\)La to Pt\(_x\)Tb (Pt\(_x\)Ca lies out of the scale); the initial Pt:M ratios for Pt\(_x\)Ca, Pt\(_x\)Sm, and Pt\(_x\)Dy were in fact higher than those expected from the nominal bulk stoichiometry (fig. S13), thus inhibiting a precise calculation of the overlayer thickness. This difference could explain the anomalous behavior of...
Fig. 2. Structure of Pt₅M.
(A and B) Schematic view of the bulk structure of a Pt₅M (illustrated for Pt₅Tb), showing Pt₅Tb terminated by (A) a Pt and Tb intermixed layer and (B) a Pt kagome layer. Purple spheres represent Tb atoms, and gray spheres represent Pt atoms. Under ORR conditions in an acidic environment, one to two layers of M will be leached out, leaving three to five layers of Pt, as shown on Fig. 1B.

(C) Relation between the lattice parameter \(a\) of Pt₅M measured by XRD (table S1) and the covalent radius of the lanthanide atoms \(r\). The dotted line shows the linear fit. The error in \(a\) corresponds to the uncertainty in the fit (table S1), whereas the error in the covalent radius corresponds to the estimated standard deviation from (31).

Fig. 3. XPS profiles before and after electrochemistry and Pt overlayer thickness as a function of the lattice parameter and activity loss.
(A and B) AR-XPS profiles of polycrystalline Pt₅Tb (A) as prepared and (B) after initial ORR activity (solid line) and after stability test (dashed line).
(C) Pt to Tb atomic ratios in Pt₅Tb from AR-XPS during sputter cleaning, after ORR initial activity, and after stability test. (D) Estimated average thicknesses of the Pt overlayer for Pt₅Tm, Pt₅Dy, Pt₅Tb, Pt₅Gd, Pt₅Ce, and Pt₅La after initial ORR activity and after stability test (taken from Fig. 1C), as a function of lattice parameter \(a\) of Pt₅Dy is shown as a hollow symbol to demarcate it as an outlier, likely because its as-prepared composition was inconsistent with that of the bulk (fig. S13). (E) Percentage of activity loss after stability test as a function of the Pt overlayer thickness. (F) Slab stability represented as dissolution potential versus the strain of the Pt overlayer on Pt₅M (from experimental lattice parameter \(a\)).

Fig. 4. Experimental volcano-type relationships between activity, H adsorption, and Pt-Pt distance. (A) Kinetic current density at 0.9 V (taken from Fig. 1C) on polycrystalline Pt₅M electrocatalysts versus the lattice parameter \(a\) of bulk Pt₅M (lower axis) and bulk \(d_{\text{P-Pt}}\) (upper axis), respectively. The figure shows the kinetic current density, \(j_o\), of the alloys after the initial ORR activity (dark gray squares) and after 10,000 cycles of the stability test (colored circles). The dotted and dashed lines represent the experimental trends resulting after initial ORR activity and after stability, respectively. The activity of Pt₅Ca after 10,000 cycles has been normalized to account for the increase of area after the stability test. (B) Relation between the potential necessary to adsorb 1/8, 1/6, 1/4, and 1/3 monolayers (ML) of H \((U_H)\) from the cyclic voltammograms (CVs) in the H adsorption region in N₂-saturated 0.1 M HClO₄ on Pt₅M (Fig. S5) and \(d_{\text{P-Pt}}\).
these alloys, relative to the overall trend. The activity loss also correlates with the thickness of the overlayer (Fig. 3E) (3). Our density functional theory (DFT) calculations on the stability of different Pt overlayers, expressed as dissolution potential, show that the stability decreases as the compressive strain increases (Fig. 3F) — i.e., strain is a stability descriptor. We attribute the apparent thickening of the Pt overlayer with cycling to surface diffusion processes (26); bulk diffusion of lanthanide atoms through the overlayer will be strongly impeded by the strength of $E_s$ (3). The strain-induced destabilization of the Pt overlayer could facilitate surface mobility (26), providing a channel for the dissociation of any residual lanthanide atoms in close vicinity to the surface. In summary, Figs. 3D to F show that the overlayer thickness, activity losses, and thermodynamic stability are all a function of the bulk lattice parameter: increased strain destabilizes the Pt overlayer and thus accelerates surface diffusion.

Figure 4A is a plot of the ORR activity as a function of the lattice parameter, $a$ and $a_{Pt-Pt}$. Notably, all nine compounds, including the Pt-lanthanides and Pt$_3$Ca, follow the same volcano-type trend, with Pt$_5$Gd and Pt$_5$Tb at the apex. Be-cause $\Delta E_{OH}$ is likely correlated with $a_{Pt-Pt}$ (3), the most trivial explanation for this trend is that the plot represents a Sabatier volcano: Alloys on the left bind OH too weakly, whereas on the right hand they bind $\Delta E_{OH}$ too strongly (as described by the DFT calculations in figs. S7 and S16). Alternatively, beyond a certain level of bulk strain, the overlayer could be unstable, causing the $a_{Pt-Pt}$ of the overlayer to relax toward a much lower level of surface strain. On single crystals, the destabilization is manifested as a positive shift in the "reversible" voltammetric peak for OH adsorption (10); however, we do not observe this shift on our polycrystalline materials, presumably because of hysteresis (electrochemical "irreversibility") or possibly coadsorption of OH and O. Conversely, the lanthanide contraction results in a clear voltammetric shift for the H adsorption peak (figs. S3 and S4), plotted on Fig. 4B, which resembles the activity volcano, with Pt$_5$Tb exhibiting the maximum destabilization of adsorbed H. Notably, we also observe a linear relation between the experimental activity and the potential shift in the H adsorption (fig. S7).

Our DFT calculations on strain-activity-reactivity relations (section S5.4) suggest that Pt$_x$Tb, which is the most active electrocatalyst, should exhibit ~5% compression, approaching the optimum OH binding energy of the Sabatier volcano (10). By comparing our activity data and the voltammetric $\Delta E_{OH}$ (Fig. 3D), one can elucidate that Pt-lanthanide alloys with a ~3% compression, approaching the optimum OH binding energy of the Sabatier volcano (10), will require scalable synthesis methods yielding high surface catalysts. Nonetheless, we have already demonstrated that Pt$_x$Gd NPs exhibited an outstanding activity of 3.6 A/mg Pt at 0.9 V RHE in liquid half cells (18, 29) (fig. S6B), only surpassed by Pt$_x$Ni nanoflakes (21) and Mo-doped Pt$_x$Ni nanoparticles (22). Careful tuning of the Ni composition — for instance, by synthesizing ternary Pt-Gd-Tb alloys, in combination with a judicious choice of annealing treatment (21, 22, 30) — could yield record-breaking catalytic activity and stability over the long term in real devices.
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Antarctic Ice Sheet variability across the Eocene-Oligocene boundary climate transition

Simone Galeotti, Robert DeConto, Timothy Naish, Paolo Stocchi, Fabio Florindo, Mark Pagani, Peter Barrett, Steven M. Bohaty, Luca Lanci, David Pollard, Sonia Sandroni, Franco M. Talarico, James C. Zachos

About 34 million years ago, Earth’s climate cooled and an ice sheet formed on Antarctica as atmospheric carbon dioxide ($CO_2$) fell below ~750 parts per million (ppm). Sedimentary cycles from a drill core in the western Ross Sea provide direct evidence of orbitally controlled glacial cycles between 34 million and 31 million years ago. Initially, under atmospheric $CO_2$ levels of ~600 ppm, a smaller Antarctic Ice Sheet (AIS), restricted to the terrestrial continent, was highly responsive to local insolation forcing. A more stable, continental-scale ice sheet calving at the coastline did not form until ~32.8 million years ago, coincident with the earliest time that atmospheric $CO_2$ levels fell below ~600 ppm. Our results provide insight into the potential of the AIS for threshold behavior and have implications for its sensitivity to atmospheric $CO_2$ concentrations above present-day levels.

T he establishment of the Antarctic Ice Sheet (AIS) is associated with an approximately ~1.5 per mill increase in deep-water marine oxygen isotopic ($delta ^{18}O$) values beginning at ~34 million years ago (Ma) and peaking at ~33.6 Ma (~3–), with two positive $delta ^{18}O$ steps separated by ~200,000 years. The first positive isotopic step primarily reflects a temperature decrease ($delta$); the second isotopic step has been interpreted as the onset of a prolonged interval of
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Abstract
Pt\textsubscript{x}Y and Pt\textsubscript{x}Gd exhibit exceptionally high activity for oxygen reduction, both in the polycrystalline form and the nanoparticulate form. In order to understand the origin of the enhanced activity of these alloys, we have investigated thin films of these alloys on bulk Pt(111) crystals, \textit{i.e.} Y/Pt(111) and Gd/Pt(111). These surfaces exhibit a 4-fold improvement over Pt(111). We observe the formation of a thick Pt overlayer after the electrochemical measurements, both on Y/Pt(111) and Gd/Pt(111). Using surface sensitive X-ray diffraction we revealed that crystalline closely packed Pt overlayers were formed. The diffraction experiments showed that the strain and crystallinity of the overlayers are strongly dependent on the electrochemical treatment, and in general show lateral compression.

\textit{Keywords:} Electrocatalysis, Pt-alloys, Pt(111), Oxygen Reduction, Diffraction
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1 Motivation

Polymer electrolyte membrane fuel cells (PEMFCs) are highly promising as a low emission source of power for portable applications, in particular automotive vehicles.[1] However, as a consequence of the slow kinetics of the oxygen reduction reaction (ORR) PEMFCs require a copious amount of Pt to catalyse the reaction. In order for PEMFCs to be scaled up beyond the niche market they occupy today, the amount of Pt needs to be decreased by up to an order of magnitude.[2-4] Arguably the most viable route to achieve this goal is to alloy Pt with other, less noble metals, thus improving the catalytic activity. Most investigations pertaining to Pt ORR alloys over the past two decades have focussed on alloying Pt with late transition metals such as Fe, Co and Ni.[5-9] These catalysts exhibit significant initial improvements in activity over pure Pt, but tend to degrade over time.[10, 11] The cause of the degradation is the leaching out of the less noble solute component into the acidic electrolyte, a process known as dealloying.[12, 13] Recent advances show that the stability of bimetallic Pt catalysts can be enhanced significantly, at least during short term tests.[7, 8, 14, 15] Nonetheless, it still remains to be seen whether these catalysts can survive long term tests in fuel cells.[16]

Earlier studies on Pt and Pt alloys suggest that the active site is located on the closely packed (111) surface.[17-20] According to a model based on density functional theory (DFT) calculations, the catalytic activity for oxygen reduction shows a *Sabatier*-volcano dependence on the binding to the key reaction intermediate, HO* (where HO* denotes a hydroxyl group adsorbend on an active site).[21] The optimal catalyst should exhibit moderate binding to HO*, neither too strong nor too weak, with a binding to HO* around ~0.1 eV weaker than Pt(111). Alloys such as Pt$_3$Ni or Pt$_3$Co exhibit improved activity because they exhibit closer to optimal binding of HO*.[22] The first surface layer of these alloys is composed of pure Pt, as the solute metal will be unstable against dissolution to the electrolyte.[6, 23] Scanning tunnelling microscopy experiments indicated that pure Pt overlayers on acid-leached Pt alloys have smooth (111)-like surfaces.[24] The overlayer exhibits weakened binding to HO* through ligand or strain effects. Ligand effects are due to the direct interaction of the Pt surface atoms with the underlying atoms of the non-noble metal in the second atomic layer.[25, 26] Similarly, a compressive lateral strain to the surface can also bring about a weakening of the binding of HO*, by raising the position of the d-band centre relative to the *Fermi level.*[27]
Alloys of Pt and late transition metal have a negligible alloy formation energy.[22] This, in turn causes low bulk diffusion barriers,[28] which could explain their apparent susceptibility to degradation by dealloying.[12, 13, 16] Given these limitations, we embarked on a series of investigations to search for active and stable Pt alloys for the ORR. A DFT-based screening study identified Pt₃Sc and Pt₃Y to be particularly promising candidates.[22] We anticipated that they would have enhanced kinetic stability against dealloying as a result of their highly negative alloying energy, i.e., a strong bond between Pt and Sc or Y.

Based on the predictions from DFT, we tested bulk sputter-cleaned polycrystalline electrodes of Pt₃Sc and Pt₃Y in rotating disk electrode (RDE) measurements in 0.1 M HClO₄. Relative to Pt, Pt₃Y exhibited > 6 times improvement in ORR activity over polycrystalline Pt, constituting the most active catalyst ever prepared in this manner[22]. We tested a number of smooth polycrystalline electrodes of Pt rare earth alloys, exhibiting equivalent values of the alloying energy to Pt₃Y, mostly of the Pt₅M composition (where M = Y, Ce, La, Gd).[29, 30] The most active amongst these was Pt₅Gd, which exhibited activity just as high as Pt₃Y.[31] Moreover, we also found that model, mass-selected nanoparticles of PtₓY and PtₓGd exhibited an exceptionally high mass activity of up to 3.6 A/mg Pt at 0.9 V with respect to a reversible hydrogen electrode (RHE).[32, 33] During the course of 10,000 cycles between 0.6 and 1.0 V the nanoparticulate catalysts lose around 30% of their activity. However, most of the activity losses occur between 0 and 1,000 cycles.[33] This suggests that during the first 1,000 cycles, the catalyst reaches a metastable, partially dealloyed state (the thermodynamically stabilised state would be a pure Pt particle with all the rare earth component dissolved into solution).

We initially predicted the high activity of Pt₃Y would be contingent on the formation of a specific structure with a single atom-thick Pt overlayer and at least 25% Y in the second atomic layer.[22] On the basis that Y is larger than Pt, we expected the overlayer would be under tensile strain. Hence, a thick pure Pt overlayer would bind reaction intermediates stronger than a pure Pt surface, putatively the opposite effect required for an enhancement in ORR activity. Thus, according to our understanding at the time, a ligand effect from subsurface Y was essential to outweigh the effect of the tensile strain imposed onto the surface Pt atoms. Consequently, it came to our surprise to find that X-ray photoelectron spectroscopy (XPS) measurements of the electrodes, performed post-ORR, suggested that
the Pt overlayer was at least 3-4 atoms thick on Pt₃Y [29] and other Pt₅M alloys. [30] We later corroborated our XPS observations with elemental analysis based on transmission electron microscopy on nanoparticulate PtₓY. [32] The key to understanding our observations came by analysing the bulk structure of the polycrystalline Pt₅M alloys, as deduced from X-ray diffraction (XRD). They form an unusual CaCu₅ structure that accommodates alloy components with different atomic radii in a way that is very different from FCC and HCP alloys, which have uniform bond lengths. [30, 34] Despite the larger size of M, relative to Pt, the closest Pt-Pt nearest neighbour distance in the core is smaller than that of pure Pt.[31] According to our DFT calculations, the 3-4 atom thick Pt overlayer concealing Pt₅M would be equivalent to a compressed closely packed pure Pt overlayer. [31] This notion is also consistent with our extended X-ray absorption fine structure (EXAFS) measurements, which showed that even after exposure to ORR conditions, the nanoparticles of PtₓY and PtₓGd remained under compressive strain. Moreover, the surface specific ORR activity showed an exponential dependence on the degree of compressive strain: [32, 33] this is exactly the trend we would expect, should we consider the strain to be imposed from the core on the catalytically active surface atoms.

Despite having established that the catalyst activity was strongly correlated to the bulk lattice strain, the structure of the overlayer remained elusive. To this end, following the precedent set by earlier combined surface science- and electrochemistry studies of Pt-based ORR catalysts, [18, 26, 35-37] we prepared single crystalline surfaces of Pt and rare earths. We were unable to source bulk single crystals of these specific alloys. Instead we formed alloy thin films by vacuum depositing ~200 Å Y or Gd on Pt(111) single crystal substrates. UHV and XRD measurements show that these structures exhibit a in-plane compression of 5% to 6%. [38, 39] The Gd/Pt(111) structures exhibit similar structural motifs to those of the CaCu₅ structure we observed in the polycrystalline alloys. [31, 38] The alloy film followed the orientation of the Pt(111) substrate half the time, otherwise it was rotated by 30°. Upon testing the Y/Pt(111) electrode for the ORR, we measured an activity of 7.9 mA cm⁻², representing a 4-fold improvement over Pt(111) at 60 °C. [39] Significant leaching resulted in the formation of a ~1 nm thick Pt overlayer, similar to what we observed on the polycrystalline and nanoparticulate samples. Thus we consider the structures formed in vacuum to be precursors to the active phase.
In this paper, we report the electrochemical activity of Gd/Pt(111) for the ORR. Moreover, we use surface X-ray diffraction[40] to elucidate the strain in the electrochemically formed Pt overlayer on both Y/Pt(111) and Gd/Pt(111). We rationalise our trends with DFT calculations. By doing so we provide a fundamental link between the previously observed bulk strain and the nanoscale surface strain that controls the catalysis of oxygen reduction.

2 Experimental setup

2.1 Sample preparation and characterisation in ultra high vacuum

We have provided a full description of the UHV preparation of Y/Pt(111) and Gd/Pt(111) elsewhere.[38, 39] In brief, the sample preparation and initial characteriation were performed in a UHV chamber with a base pressure of $10^{-10}$ Torr. The chamber is equipped with standard UHV surface science techniques such as XPS, ion scattering spectroscopy (ISS), low-energy electron diffraction (LEED), and a quadrupole mass spectrometer for temperature programed desorption (TPD). ISS is performed using He$^+$ ions accelerated over an acceleration voltage of 1.2 kV. For the XPS experiments the K$_\alpha$ radiation of a Mg anode was used (1253.4 eV).

Non-destructive depth profiles of the surface were made using Angle Resolved XPS (AR-XPS). These experiments were carried out in another UHV chamber, hence the sample was exposed to air prior to these experiments. The electron analyser of this system allows to collect separate XPS signals for different emission angles, and in particular 16 angle intervals between 20 and 80 degrees from the surface normal. After subtraction of a Shirley type background and integration of the Pt 4f and Y 3d (or Gd 4d) peak areas, the XPS signals were processed using the simulation tool, ARProcess (Thermo Avantage software), which uses a maximum entropy method combined with a genetic algorithm to define the depth profiles: Emission angles over 65° were omitted to minimise the effects of elastic scattering.

The samples were based on Pt(111) single crystals (MaTecK GmbH, Germany, 5 mm diameter and 3 mm thick). They were mounted with a hairpin shaped tungsten wire onto the feed-through on the manipulator end. The temperature was measured using a type K thermocouple. The samples could be
resistively heated and cooled using liquid nitrogen. The main chamber is equipped with four metal evaporators and a quartz crystal microbalance (QCM), which makes it possible to evaporate metals on the surface of the sample at a well-known evaporation rate. The evaporators were made by cutting flakes of a Gd (Alfa Aesar, 99.9 %, 0.127 mm thick) or Y (Goodfellow, 99.9 %, 0.15 mm thick) foil and attaching them to a coil shaped 0.25 mm 99.95 % tungsten wire. Separate crystals were used for the rotating ring disk electrode measurements and the synchotron based XRD measurements. However, they were prepared under identical conditions.

2.2 Electrochemical methods
The electrochemical rotating ring disk electrode (RRDE) measurements on Gd/Pt(111), Y/Pt(111) and Pt(111) single crystalline electrodes were performed using RRDE assemblies provided by Pine Instruments Corporation. We used a VMP2 potentiostat (Bio-Logic Instruments), controlled by a computer with EC-Lab software. A standard two-compartment glass cell was used, which was equipped with a water jacket attached to a hot water bath to control the temperature. All glassware was cleaned for 24 h in a “piranha” solution consisting of a 3:1 mixture of 96 % H₂SO₄ and 30 % H₂O₂, followed by multiple runs of heating (to 85-90 °C) and rinsing with ultrapure water (Millipore Milli-Q, 18.2 MΩ cm, TOC < 5 ppb). All electrochemical experiments were carried out in 0.1 M HClO₄. The counter electrode (CE) was a Pt wire (Chempur 99.9 %, 0.5 mm diameter) and, the reference electrode (RE), a Hg/Hg₂SO₄, K₂SO₄ (0.6 M) (Schott instruments), was separated from the working electrode (WE) compartment by a ceramic frit. All the potentials in the text are referenced to the reversible hydrogen electrode (RHE), and are corrected for Ohmic losses, measured by fitting the high frequency impedance spectra taken typically from 500 kHz to 100 Hz. 0 V vs. RHE was established by performing the hydrogen oxidation and evolution reactions (HOR and HER, respectively) on a Pt electrode by means of cyclic voltammetry (CV) in H₂-saturated 0.1 M HClO₄ at 50 mV s⁻¹ and 1600 rpm. The value for conversion to the RHE was taken as the average intersection with the potential axis of the anodic and cathodic curves. The RRDE was immersed into the electrochemical cell under potential control of ~0.1 V vs. RHE into a N₂-saturated (N5, Air Products) electrolyte. The ORR activity measurements were conducted in an electrolyte saturated with O₂ (N5, Air Products) at 1600 rpm and 50 mV s⁻¹.
Prior to the electrochemical measurements, the Pt(111) single crystal was flame-annealed according to the Clavilier’s method.[41] Pt(111) was annealed for a few minutes (2-10 min) in the flame of Liquefied Petroleum Gas (LPG) for 5 min and cooled in a reducing 1:1 H₂/Ar atmosphere until room temperature (typically 5 min). The electrode surface was then protected by a droplet of ultrapure water, mounted in RRDE assembly and transferred to the electrochemical cell.

2.3 Synchrotron X-ray diffraction

X-ray diffraction measurements were performed on Gd/Pt(111) and Y/Pt(111) both in the as-prepared state, and after electrochemical conditioning. The X-ray diffraction experiments on the Y/Pt(111) and Gd/Pt(111) single crystalline alloys were carried out at the Stanford Synchrotron Radiation Lightsource (SSRL) at beam lines 1-5 and 7-2. The Y/Pt(111) crystal was measured at BL1-5, which is equipped with a Huber Kappa goniometer (ϕ-axis perpendicular to θ-axis) and a Rayonix MAR345 image plate detector. The Gd/Pt(111) crystal was brought to BL7-2, which has a Huber six-circle (4+2) diffractometer and a Dectris Pilatus 300K pixel detector. Both diffractometer stages were equipped with goniometer heads that allowed the crystal surface normal to be aligned to the ϕ-rotation axis using a laser. All the data were acquired at a fixed incidence angle of 0.2° to maximise surface sensitivity, and the photon energy was set to 11 keV to avoid fluorescence background from Pt. A sketch of the geometry of the scattering experiment is shown in Figure 1. The acquired diffraction data was combined to form a 3 dimensional image of parts of the $Q$-space, and the intensity was corrected for the Lorentz factor, polarisation, and geometrical effects using our own MatLab scripts.
Figure 1: A sketch of the experimental setup used to acquire the X-ray diffraction data using an area detector. During all the experiments the incidence angle was kept at $\Omega = 0.2^\circ$ to maximise surface sensitivity. The sample was rotated in steps of 0.2$^\circ$ around the surface normal, and at each step an image was acquired. All the images were combined to form a 3-dimensional representation of the $Q$-space.

The electrochemical conditioning of the Gd/Pt(111) and the Y/Pt(111) samples was conducted at SSRL. For Gd/Pt(111), we performed 1461 cycles from -0.1 V to 0.8 V and 125 cycles from 0.0 V to 1.00 V, followed by 106 cycles from 0.0 V to 1.1 V and 98 cycles from 0.0 V to 1.20 V vs. RHE. The Y/Pt(111) was measured as-prepared, and after 175 cycles from -0.1 V to 0.8 V and 189 cycles from 0.05 V to 1.05 V, followed by 261 cycles from 0.05 to 1.20 V and 202 cycles from 0.05 V to 1.30 V vs. RHE. All the diffraction data was acquired ex-situ. The electrochemical potential cycling at the synchrotron facility was performed using a standard 3-electrode setup with a Ag/AgCl reference electrode (Innovative Instruments, Inc. LF-1.6, 3.4 M AgCl) and a glassy carbon counter electrode. The two samples were measured at different beam times; two different reference electrodes were used. Due to safety reasons it was not possible to calibrate the RHE scale at the beamtime, as we were unable to saturate our electrolytes with H$_2$. Following the beamtime, during our analysis of the data, we used the onset of hydrogen evolution to estimate the RHE scale. We came to realise that there was a ~0.05 V offset between the onset of hydrogen evolution between the two reference electrodes. Consequently, the potential window for the Y/Pt(111) measurements is offset positively by 0.05 V, relative to Gd/Pt(111)
measurements. The cell is a hanging meniscus type, also described elsewhere.[42] The electrolyte was 
N₂ saturated 0.1M HClO₄ surrounded by a humidified N₂ atmosphere.

3 Results
3.1 Electrochemical experiments and X-ray photoelectron spectroscopy characterisation

The Gd/Pt(111) and Y/Pt(111) samples were transferred directly from the UHV setup to the 
electrochemical cell. The samples were exposed to the laboratory air for up to 45 min, whilst it was 
unmounted from the UHV chamber. The RRDE was immersed into the electrochemical cell under 
potential control of 0.1 V vs. RHE into N₂-saturated 0.1 M HClO₄. CVs between 0.05 and 1.00 V vs. 
RHE at 50 mV s⁻¹ were recorded in N₂-saturated electrolyte. The cycling removes adventitious 
contamination accumulated on the surface during the transfer from the UHV chamber to the 
electrochemical cell. Figure 2 shows a negative potential shift for both Gd/Pt(111) and Y/Pt(111) in the 
H adsorption region (between 0.45 and 0.05 V vs. RHE), as well as a positive shift in the OH adsorption 
region (between 0.55 V and 0.85 V vs. RHE), relative to Pt(111). The potential shifts (in absolute values) 
for both the OH and H adsorption regions, |ΔU_{HO\text{M/Pt}} - U_{HO\text{Pt}}| and |ΔU_{H\text{M/Pt}} - U_{H\text{Pt}}|, where M is Gd or Y, are shown in Table 1. These values indicate the shift in 
the potential required to adsorb 1/8, 1/6, 1/4 and 1/3 monolayers (MLs) of OH (HO⁻) and H (H⁺), that is 
30, 40, 60 and 80 μC cm⁻²[43]. These shifts are in agreement with a Pt overlayer under compressive 
strain.[44]
**Figure 2:** Stable (R)RDE based cyclic voltammograms in N₂-saturated 0.1 M HClO₄ at 50 mV s⁻¹ and 23 °C of Gd/Pt(111), Y/Pt(111) and Pt(111) electrodes. The sharpness of the butterfly peak at ~0.8 V in comparison to the literature [45] indicates that the crystal is highly ordered,[46] validating our preparation procedure.

**Table 1:** Potential shifts (in absolute values) required to adsorb the charge $Q$, corresponding to coverages of OH and H adsorption of 1/8, 1/6, 1/4 and 1/3 ML. They have been obtained from the CVs in Figure 2 and shown for Gd/Pt(111) and Y/Pt(111) relative to Pt(111).

<table>
<thead>
<tr>
<th>$Q$ / $\mu$C cm⁻²</th>
<th>$\Delta U_{H^+ \text{Gd/Pt(111)}}$ / V</th>
<th>$\Delta U_{H^+ \text{Y/Pt(111)}}$ / V</th>
<th>$\Delta U_{HO^+ \text{Gd/Pt(111)}}$ / V</th>
<th>$\Delta U_{HO^+ \text{Y/Pt(111)}}$ / V</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.107</td>
<td>0.074</td>
<td>0.099</td>
<td>0.054</td>
</tr>
<tr>
<td>40</td>
<td>0.104</td>
<td>0.075</td>
<td>0.099</td>
<td>0.057</td>
</tr>
<tr>
<td>60</td>
<td>0.110</td>
<td>0.073</td>
<td>0.095</td>
<td>0.050</td>
</tr>
<tr>
<td>80</td>
<td>0.136</td>
<td>0.062</td>
<td>0.107</td>
<td>0.036</td>
</tr>
</tbody>
</table>
Figure 3: (A) Rotating ring disk electrode polarisation curves for the ORR on Gd/Pt(111), Y/Pt(111) and Pt(111). (B) Tafel plots showing the kinetic current density of Gd/Pt(111), Y/Pt(111) and Pt(111) as a function of the potential. The measurements were performed in O$_2$-saturated 0.1 M HClO$_4$ at 50 mV s$^{-1}$, 1600 rpm and 23 °C.
The oxygen reduction reaction activity of Gd/Pt(111), Y/Pt(111) and Pt(111) electrodes was measured in O₂-saturated 0.1 M HClO₄ once stable CVs in N₂-saturated electrolyte were obtained (see Supplementary Material (S.M.) Figures 1 and 2 for initial and stable CVs). The oxygen reduction values for Pt(111) are marginally higher than other data elsewhere in the literature;[18, 45] we can account for this marginal difference on the basis that we correct our data for Ohmic losses. The kinetic current density, \( j_k \), i.e. the current density in the absence of any mass-transfer effects, was calculated by the Koutecky-Levich equation, \( j_k = (j_1 j)/(j_1 - j) \), where \( j_1 \) is the diffusion limited current density and \( j \) the measured current density. The Tafel plots (\( j_k \) as a function of the potential, \( U \)) are shown in Figure 3 for both electrodes. The kinetic current density of Gd/Pt(111) at 0.9 V vs. RHE is \( j_{k,Gd/Pt(111)} = 7.3 \pm 1.4 \) mA cm\(^{-2}\), exhibiting a 4-fold ORR activity enhancement over Pt(111) \( (j_{k,Pt(111)} = 1.73 \pm 0.07 \) mA cm\(^{-2}\) at 23 °C). This enhancement is similar to that measured on Y/Pt(111)[39] \( (j_{k,Y/Pt(111)} = 7.9 \) mA cm\(^{-2}\) at 60 °C), presenting a near 4-fold improvement over Pt(111) as \( j_{k,Pt(111)} = 1.93 \) mA cm\(^{-2}\) at 60 °C. Moreover, it approaches the improvement of polycrystalline Pt₅Gd and Pt₃Y over polycrystalline Pt.[22, 31]

We performed AR-XPS, before and after the electrochemical testing; from these measurements we produced the depth profiles shown in Figure 4. Consistent with the other alloys tested at our laboratory, including polycrystalline Pt₅Gd,[31] Pt₃Y nanoparticles[32] and Y/Pt(111),[39] the thickness of the Pt overlayer has increased significantly to \( \sim 10 \) Å after the electrochemical treatment, suggesting that the Gd has leached out from the surface layer. See S.M. Figure 4 for a depth profile on the Y/Pt(111) crystal after XRD measurements.
Figure 4: AR-XPS depth profiles of the Gd/Pt(111) sample before (solid lines) and after (dashed lines) the electrochemical treatment. These measurements have been performed in another UHV setup, and hence during the transfer the sample has been exposed to atmospheric air prior to these measurements. O and C signals were seen as a result from exposure to air, but have been omitted here for clarity. The depth profile including the surface contamination of O and C may be seen in S.M. Figure 3.

3.2 X-ray diffraction experiments
Figure 5 shows the X-ray diffraction pattern for the Pt₃M alloy phase, as prepared, i.e. before electrochemical conditioning. The structure shows an in-plane compression compared to Pt(111), and it has a complicated stacking sequence. One of the most important structural features is the formation of so-called kagomé layers, in which a pure Pt layer is compressed, and forms a (2x2) network of vacancies in order to accommodate a larger Gd atom in the layer above or below. Figure 6 shows a schematic of such a kagomé layer in the CaCu₅ structure; we consider this kagomé layer to be essential for the compression of the Pt-Pt distance relative to Pt(111).[38] We deduced that the red circled spot corresponds to the Pt(111) substrate. For a more convenient description in the context of the Pt(111) surface, the FCC structure of bulk Pt can be represented with a hexagonal unit cell with the unit cell vectors of the lengths $a=b=2.775$ Å parallel to the surface and $c=6.797$ Å for the unit cell vector along
the surface normal, \( \alpha = \beta = 90^\circ \), and \( \gamma = 120^\circ \). Using this unit cell, the measured range of \( Q \)-space shows diffraction peaks from the Pt(111) substrate with a 3-fold in-plane symmetry at \((h,k,l)\) positions \((1,0,1)\), \((1,0,4)\), and \((0,1,2)\) and 120° rotations thereof; the \((0,1,2)\) reflection appears in Figures 5c, 7c, and 8c. All other peaks originate from the alloy.
**Figure 5:** Diffraction images of Gd/Pt(111) and Y/Pt(111) taken before electrochemical potential cycling. (a) Gd/Pt(111), $\varphi=28^\circ$-32$^\circ$, (b)-(d) Y/Pt(111), (b) $\varphi=28^\circ$-32$^\circ$, (c) $\varphi=-2^\circ$-2$^\circ$, (d) $\varphi=3^\circ$-7$^\circ$. Locations for the overlayer diffraction spots in Figure 7 from the overlayers on the Gd/Pt(111) and Y/Pt(111) before electrochemical potential cycling are indicated by the dashed ellipses (spots not seen here since the thick overlayer has not been formed yet). With the exception of the (0,1,2) peak from the Pt substrate (red circle in (c)), all of the diffraction peaks are from the Pt$_5$M alloy phase, columns of Bragg peaks indicated by the arrows.

**Figure 6:** Schematic of the CaCu$_5$ structure, with Gd atoms shown in red and Pt atoms in grey. (a) shows the bulk structure terminated with the hexagonal layer with a Pt$_2$Gd stoichiometry, and (b) shows the bulk structure terminated with the pure Pt kagomé layer. The Pt-Pt distances in the kagomé layer is shorter than in bulk Pt, opening up room to accommodate the larger Gd atoms in the layers above and below.
Figure 7: Diffraction measurements of Gd/Pt(111) and Y/Pt(111) after cycling between 0.05 and 1.0 V. The same regions in reciprocal space are shown as in Figure 5. Three weak diffraction spots at $Q_{xy} \approx 2.64$ Å$^{-1}$ and $Q_z \approx [0.9; 1.8; 3.6]$ Å$^{-1}$ originate from the overlayer, as indicated by the dashed ellipses. The peak indicated by the red circle is from the Pt(111) substrate. All other peaks are from the Pt$_5$M bulk alloy.

Figure 7 shows the typical diffraction peaks that form on Y/Pt(111) and Gd/Pt(111) post-electrochemical potential cycling. All the features demarcated by the white dashed ellipsoids only appear after electrochemical measurements, suggesting that they are associated with the Pt overlayer; these features resemble those of the host Pt(111) substrate, although they are rotated by 30°; this rotation is identical to the orientation of the close-packed rows of Pt atoms within the kagomé layers of the Pt$_5$M alloy, as observed with LEED.[38, 39] For each in-plane vector of the overlayer, diffraction spots are
seen at L=1, L=2, and L=4, where the absence of the L=3 peaks indicate FCC structure like the Pt(111) substrate, but with two types of domains in the overlayer that are rotated 60° from each other. The image shows the intensity as a function of the in-plane ($Q_{xy}$) and out-of-plane ($Q_z$) components of scattering vector $Q$ for the Gd/Pt(111) crystal after initial electrochemical potential cycling. In the figure the overlayer peaks at $Q_{xy} \approx 2.64$ Å$^{-1}$ and $Q_z \approx [0.9; 1.8; 3.6]$ Å$^{-1}$ are weak and quite broad, especially in the z-direction, indicating that the overlayer is very thin.\[47\] The other diffraction peaks in the image originate from the Pt$_5$Gd alloy phase (see Figure 5). Figures 7b and c show the overlayer peaks from the Y/Pt(111) crystal; there are two different sets of overlayer peaks, one set that is rotated 30° from the Pt(111) substrate, and one set that is unrotated from the substrate.

In the second set of electrochemical experiments we cycled Gd/Pt(111) up to 1.20 V vs. RHE and Y/Pt(111) up to 1.30 V vs. RHE, following which we repeated the diffraction experiments. As shown in Figure 8a, for the Gd/Pt(111) crystal there were no significant changes as only one overlayer was still observed at 30° rotation. In case of the Y/Pt(111) crystal, the overlayer rotated 30° disappeared completely, see Figure 8b, but the unrotated overlayer was still visible, as seen in Figure 8c. Furthermore, a new overlayer seems to appear at ±5° rotation from the Pt(111), although very weak; this overlayer feature is shown in Figure 8d. This slightly rotated layer was not visible after the first electrochemical cycling between 0.05 V and 1.0 V, as seen in Figure 7d.
Figure 8: Diffraction measurements of Gd/Pt(111) and Y/Pt(111) after the second electrochemical potential cycling between 0.05 V and 1.2 V. The same regions in reciprocal space are shown as in Figures 5 and 7. The 3 weak spots seen at $Q_{xy} \approx 2.64 \text{ Å}^{-1}$ and $Q_z \approx [0.9; 1.8; 3.6] \text{ Å}^{-1}$ are from the overlayer, marked by the dashed ellipses. The remaining peaks are from the Pt$_5$Gd alloy phase, columns of Bragg peaks indicated by the arrows, except one Pt(111) substrate peak on unrotated overlayer from the Y/Pt(111) crystal, shown by the red circle.

The diffraction pattern of the overlayer suggests that the Pt overlayer has an FCC structure, similar to bulk Pt, albeit with different lattice parameters. By comparing the positions of the overlayer peaks and the Pt(111) substrate peaks, we can determine the strain in both the in-plane and out-of-plane directions. Furthermore, we can estimate the thickness and lateral domain size using Scherrer’s formula with a shape factor of 0.886.[48] The positions and widths of the overlayer diffraction peaks were determined...
by fitting a sum of a 2D Gaussian and Lorentzian, and the resulting structural parameters are shown in Figure 9 and in Table 2. Only the 30° rotated and unrotated layers on the two crystals were fitted. The ±5° rotated overlayer was too weak in its diffracted intensity to fit; moreover, upon visual inspection of the diffraction image its structure also appears to be different from the FCC structure that we found on the other overlayers.

To further investigate the structure of the overlayer, we made a number of simulations of the overlayer peaks, considering an FCC and an HCP structure, which differ from each other only in terms of layer stacking. The simulation results in S.M. Figures 5 and 6 show the diffraction patterns from a varying number of atomic layers from 1 to 9. A visual comparison to Figure 7 suggests that the overlayer on Gd/Pt(111) crystal has about 5 atomic layers and the overlayer on the Y/Pt(111) crystal only has 3 layers. This is consistent with the thickness inferred from the peak widths, as well as the AR-XPS results on the polycrystalline samples of same composition. We can also conclude that the structure of the overlayer does not have HCP stacking.

**Figure 9:** Schematic illustration of a pure Pt overlayers on Pt₅X alloy substrates. (a) A 30° rotated Pt overlayer on Gd/Pt(111). (b) A 30° rotated Pt overlayer on Y/Pt(111). Fitting results for the strain and domain sizes along in-plane (red) and out-of-plane directions (blue) are indicated for the two samples.
Table 2: Fitting results showing the strain and domain sizes of the overlayers on the Gd/Pt(111) and Y/Pt(111) crystal after two different electrochemical treatments.

<table>
<thead>
<tr>
<th></th>
<th>$U_{\text{max}} = 1.00 \text{ V vs. RHE}$</th>
<th>$U_{\text{max}} = 1.20 \text{ V vs. RHE}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Gd/Pt(111) 30°</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strain $xy$ (%)</td>
<td>-0.31±0.05</td>
<td>-0.07±0.07</td>
</tr>
<tr>
<td>Strain $z$ (%)</td>
<td>0.2±0.4</td>
<td>1.1±0.7</td>
</tr>
<tr>
<td>$d_{xy}$ (Å)</td>
<td>96±5</td>
<td>105±3</td>
</tr>
<tr>
<td>$d_{z}$ (Å)</td>
<td>10.9±0.3</td>
<td>10.8±0.3</td>
</tr>
<tr>
<td><strong>Y/Pt(111) 30°</strong></td>
<td>$U_{\text{max}} = 1.05 \text{ V vs. RHE}$</td>
<td>$U_{\text{max}} = 1.30 \text{ V vs. RHE}$</td>
</tr>
<tr>
<td>Strain $xy$ (%)</td>
<td>-1.4±0.2</td>
<td>-</td>
</tr>
<tr>
<td>Strain $z$ (%)</td>
<td>-2.3±0.9</td>
<td>-</td>
</tr>
<tr>
<td>$d_{xy}$ (Å)</td>
<td>42±3</td>
<td>-</td>
</tr>
<tr>
<td>$d_{z}$ (Å)</td>
<td>5.1±0.1</td>
<td>-</td>
</tr>
<tr>
<td><strong>Y/Pt(111) 0°</strong></td>
<td>$U_{\text{max}} = 1.05 \text{ V vs. RHE}$</td>
<td>$U_{\text{max}} = 1.30 \text{ V vs. RHE}$</td>
</tr>
<tr>
<td>Strain $xy$ (%)</td>
<td>-0.5±0.2</td>
<td>0.2±0.5</td>
</tr>
<tr>
<td>Strain $z$ (%)</td>
<td>-3±4</td>
<td>-1.4±2.6</td>
</tr>
<tr>
<td>$d_{xy}$ (Å)</td>
<td>61±1</td>
<td>75±5</td>
</tr>
<tr>
<td>$d_{z}$ (Å)</td>
<td>9.7±0.1</td>
<td>16±0.6</td>
</tr>
</tbody>
</table>

By estimating the domain size using the Scherrer equation, we implicitly neglect any peak broadening due to microstrain, i.e. inhomogeneous interatomic Pt-Pt distance in the overlayer. However, we do anticipate that the localised strain might vary significantly, which could also lead to peak broadening. Even so, we cannot distinguish the two possibilities on the basis of the XRD. Nonetheless, we can calculate a minimum and maximum value of strain. For the Gd/Pt(111) crystal the in-plane strain ranges from -1.39 % to +0.79 % after the first electrochemical cycling between 0.05 V and 1.05 V and -1.06 % to +0.94 % after the second electrochemical cycling between 0.05 V and 1.30 V. For the 30° rotated overlayer on the Y/Pt(111) crystal the in-plane strain ranges from -3.78 % to +1.02 % after the first electrochemical cycling between 0.05 V and 1.05 V; the in-plane strain in the unrotated layer ranges from -2.17 % to +1.20 % after the same treatment. After the second electrochemical cycling between
0.05 V and 1.30 V it ranges from -1.19 % to +1.61 %. These values of strain have been calculated by adding or subtracting half of the peak width at half height (HWHM) to the peak center position.

4. Theoretical Calculations

On a completely homogeneous surface, the difference in OH binding energies on Pt(111) and Gd/Pt(111) can be obtained from the electrochemical experiments, according to equation (1) [26]

$$ \Delta E_{Gd/Pt(111)*OH} - \Delta E_{Pt*OH} = e(\Delta U_{*OH}) $$

(1)

where $e$ is the elemental charge, $\Delta E_{Gd/Pt(111)*OH}$ and $\Delta E_{Pt*OH}$ are the OH binding energies on Gd/Pt(111) and Pt(111), respectively. $\Delta U_{*OH}$ is the difference in potential of Gd/Pt(111) relative to Pt(111) for adsorbing a fixed amount of charge corresponding to a given coverage of OH. By integrating charge in the cyclic voltammogram shown in Figure 2, we estimate a shift of around 0.1 V in $U_{*OH}$ for Gd/Pt(111), relative to Pt(111) (see Table 1). We can also estimate the change in binding energy for H using a similar relationship

$$ \Delta E_{H*Gd/Pt(111)} - \Delta E_{H*Pt} = -e(\Delta U_{*H}) $$

(2)

where $\Delta E_{H*Gd/Pt(111)}$ and $\Delta E_{H*Pt}$ are the binding energies of H on Gd/Pt(111) and Pt(111), respectively, and $\Delta U_{*H}$ is the shift in potential at a given coverage of H. The potential shift for hydrogen adsorption is around 0.07 V at 1/4 ML. Based on earlier DFT calculations,[49] the shift in OH binding would correspond to a strain of -3.5 %, whereas the shift in H binding would correspond to a strain of -3.0 %. Both values are significantly greater than the strain we measured in the overlayer. See S.M. Section 4 for more details regarding these calculations.
Figure 10: Oxygen reduction volcano as a function of lateral strain (lower x-axis) and OH binding energy (upper x-axis), relative to Pt(111). The relation between the strain and shift in OH binding energy is based on DFT calculations. The blue dashed line is the thermodynamic Sabatier analysis, representing the upper limit to activity, neglecting additional kinetic barriers. The activity of Y/Pt(111) and Gd/Pt(111) are plotted versus their measured strain on the bottom axis (down-triangles with black edge), and versus the voltametric shift on the top axis (up-triangles with blue edge). The error bar in the strain corresponds to the microstrain. For comparison, the blue circles represent the activity of the Cu/Pt(111) near surface alloys and the square vacuum annealed Pt$_3$Ni(111), both plotted as a function of voltammetric shift for OH adsorption, which we assume to be equal to the shift in OH binding. The Gd/Pt(111) activity enhancement is based on several activity measurements of both Gd/Pt(111) and Pt(111) at 23 °C, whereas the Y/Pt(111) activity enhancement is based on a single measurement of Y/Pt(111) and Pt(111) at 60 °C.
5 Discussion

Evidently, for Gd/Pt(111) and Y/Pt(111) a vacuum annealed Pt overlayer structure is not stable when exposed to the electrolyte. This clearly contrasts with the smooth, monolayer-thick annealed Pt overlayers formed on Pt₃Ni(111)[18] and Cu/Pt(111) near-surface alloys,[26] which were stable under ORR conditions. This could partially be due to the increased interactions between adsorbed HO⁻ and O²⁻, and the solute metal in the second surface layer on the rare earth alloys, Y and Gd. Moreover, the greater degree of compressive strain in the bulk of Pt₃Gd and Pt₃Y, relative to those other alloys, could facilitate leaching from the subsurface layer.[39]

Our observation that the Pt overlayer on the dealloyed single crystal surfaces is under compressive strain is consistent with our EXAFS experiments on Pt₃Gd and Pt₃Y nanoparticles, post-electrochemistry. [32, 33] The mean value of the strain on the overlayer of Gd/Pt(111), at -0.31 %, is very low in comparison to the compression of the nearest-neighbour distance in the bulk of the alloy layer, and at 2.665 Å this is equivalent to 3.9 % compression. Likewise, on the overlayer of the unrotated Y/Pt(111), it is -0.5 %. Based on Table 2, it also seems that the strain is correlated with the thickness of the overlayer. Thus, we can conjecture that the strain relaxes further as the thickness increases. This interpretation is consistent with observations on single crystals based on Cu and Pt.[37, 51] On the other hand, on the Y/Pt(111) overlayer rotated by 30°, the compression is -1.4 %. As we suggested in Section 4, above, the measured strain is lower than we would expect if we were to assume that the shift in the voltammogram is purely due to compressive strain.

Figure 10 shows a volcano plot, where the oxygen reduction activity, relative to Pt(111) is plotted as function of both OH binding energy (upper x-axis), and lateral strain (lower x-axis), by virtue of the linear relationship between OH binding and strain.[49] The open circles represent the activity of the Cu/Pt(111) near-surface alloy[26] and the open square represents that of Pt₃Ni(111).[18] both plotted as a function of the voltammetric shift in OH peak as an estimate of the OH binding energy, equation (1). We have also plotted the thermodynamic Sabatier-volcano[50] (note that the lower magnitude of the experimental enhancement over Pt(111), relative to that predicted by the theoretical thermodynamic Sabatier-volcano, is likely due to kinetic effects[50, 52]). We have located the position of the Gd/Pt(111) points and Y/Pt(111) data points on the x-axis according to (a) the voltammetric shift in OH adsorption,
\( \Delta U_{\text{OH}}, \) shown as up-triangles with a blue outline, and (b) the measured strain, shown as down-triangles with a black outline. On the basis of the voltammetric shift, and comparing our data to the earlier experimental data on other alloys, the activity of Y/Pt(111) and Gd/Pt(111) is lower than we would expect. [18, 26] On the other hand, comparing the activity with the measured strain in the overlayer, it is evident that the activity of Y/Pt(111) and Gd/Pt(111) is higher than we would expect.

We can account for this offset between our expectations and the actual enhancement on several accounts. The relationship between OH binding energy and voltammetric shift from equation (1) only holds for homogenous surfaces, such as Cu/Pt(111) near-surface alloys[26] and Pt\textsubscript{3}Ni(111),[18] as shown on the plot. Although the acid-leached overlayers are crystalline, they are likely to be somewhat heterogeneous. Such heterogeneity is consistent with the large microstrain we estimate in the overlayer on Y/Pt(111) and Gd/Pt(111), represented as error bar in the x-axis on Figure 10. We note that the oxygen reduction activity will be dominated by the sites with the closest to optimum OH binding, whereas the voltammetric shift and the strain in the overlayer are more representative of the entire surface. We also acknowledge that in terms of catalysis, it is the actual surface layer which controls the activity, whereas we are probing the overall strain in the overlayer. Ideally, we would probe the surface layer, post-electrochemistry using UHV based techniques such as LEED[38, 39] or scaning tunnelling microscopy,[53-55] However, our current setup precludes this possibility: the transfer from the electrochemical cell to the UHV chamber through the laboratory air builds up a layer of adventitious contamination. To this end, we are currently in the process of building an electrochemical cell which is directly attached to an UHV chamber. It would be of particular interest to probe whether the oxygen reduction activity might be related to defects such as surface steps[56-58] or surface cavities,[59] in addition to compressive strain.

Finally, it is worth perusing upon the complete relaxation of the strain and loss of order in the overlayer exposed to more positive potentials. This observation explains our data on polycrystalline Pt\textsubscript{5}Gd, where upon cycling to 1.2 V, the catalytic activity degraded rapidly.[31] Presumably the cause of this is due to subsurface oxide formation and its subsequent reduction.[60, 61]
6 Conclusion
In summary, we have fabricated Y/Pt(111) and Gd/Pt(111) by vacuum deposition. Subsequent ORR activity measurements show an enhancement over Pt(111) by a factor of 4. The single crystals show overlayers of 3-5 atomic layers upon exposure to electrolyte. We confirm that the overlayers are compressed. Upon electrochemical potential cycling between 0.1 V vs. RHE and >1.2 V vs. RHE, the strain in the overlayer is strongly reduced, which should result in a significant decrease in ORR activity. Peak broadening suggests that some of the domains may have a distribution of strain; we expect that the most strained regions will dominate the oxygen reduction activity. Future studies in this direction will aim to elucidate the actual structure of the first surface layer.
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1 Introduction

Bimetallic alloys based on platinum and lanthanides have attracted much attention due to their magnetic and catalytic properties. For example these alloys have interesting properties within electrocatalysis, where they can be used as new electrode materials which can reduce the platinum loading needed in polymer membrane fuel cells (PEM fuel cells)\(^1\)\(^-\)\(^4\). Especially Pt\(_x\)Gd exhibit an exceptionally high activity for oxygen reduction, both as single crystals, in the polycrystalline form, and the nanoparticulate form\(^5\)\(^,\)\(^6\). Due to their large, negative heat of formation, these alloys will not be prone to electrochemical dealloying\(^3\)\(^,\)\(^7\). The crystal structure of Gd modified Pt(111) single crystals have been investigated to understand the origin of this enhanced activity\(^8\)\(^,\)\(^9\). We deposited 100 Å Gd to mimic the behavior of a bulk single crystal. These experiments revealed that these samples were terminated by a compressed platinum layer. To our knowledge, this is the first time bulk like alloy of platinum and a lanthanide has been investigated.

One of the central issues in heterogeneous catalysis is to obtain an understanding of the interactions between adsorbates and catalytic surfaces on an atomic level\(^10\). For this purpose, CO molecules are often used as a test molecule because of its relevanse in many chemical reactions such as CO oxidation and Fischer-Trops. In this article we focus on how the compressive strain on platinum surface effects the reactivity of the surface and describe how adsorbed molecules can interact. Temperature programmed desorption (TPD) has been used to study the reactivity of platinum surface during the last decades\(^11\)\(^-\)\(^16\). In this paper we present a detailed study of the behaviour of CO molecules on a Gd/Pt(111) surface. The study is carried out using temperature programmed desorption, (TPD), low energy electron diffraction, (LEED), and density functional theory, (DFT), calculations are used to make an atomic scale model for the observed trends. Strain effects for CO-Pt(111) systems have previously been studied by DFT by several groups\(^17\)\(^,\)\(^18\). In the present study, the strain is varied from 0% to -6% in steps of 1%, and at several coverages. Simulated TPD spectra are presented on the basis of adsorption energies from the DFT calculations, which show effects from subtle surface reconstructions due to strain, in addition to the well known strain effects of strain predicted by the d-band model\(^19\)\(^,\)\(^20\).

**Gd modified Pt(111) single crystals have been prepared in ultra high vacuum. By vacuum deposition of \(\approx 100 \text{ Å Gd on a sample heated to } 800 \text{ °C, a Pt}\(_x\)Gd alloy terminated by a single atomic layer of Pt was formed. Subsequently the surfaces were characterized using low energy electron diffraction (LEED), showing that a highly ordered crystal structure had appeared. To study the molecular dynamics on this surface a detailed study of the CO adsorption on the surface were made using temperature programmed desorption (TPD) of CO. The TPD spectra show a desorption peak shifted down in temperature. The shape of the desorption peak and the desorption temperature were strongly dependent on the CO coverage of the surface. A systematic investigation of CO desorption temperature as a function of coverage was performed. A simple simulation of the TPD spectra was carried out, based on adsorption energies from density functional theory (DFT). This simulation reproduces the shift and the narrowing of the desorption spectrum from the experiments and the DFT calculations suggest that the sharp shape is from cooperative adsorbate interactions, caused by subtle reconstructions occurring at coverages above 1/3 ML CO, whereas the temperature shift comes from weaker CO binding due to contraction of the Gd/Pt(111) surface.**

---

\(^†\) Electronic Supplementary Information (ESI) available: Simulated TPD spectra and adsorption free energies are included for various strains. XPS and ISS data are included. See DOI: 10.1039/b000000x/
2 Experimental setup

The experiments were performed in a vacuum chamber with a base pressure of $1.0 \times 10^{-10}$ Torr. The chamber is equipped with standard UHV surface science techniques; X-ray photoelectron spectroscopy (XPS), ion scattering spectroscopy (ISS), low energy electron diffraction, and a quadrupole mass spectrometer for temperature programmed desorption (TPD). ISS is performed using He$^+$ ions accelerated over an acceleration voltage of 1.25 kV. The XPS experiments were performed using $K_\alpha$ radiation from a Mg anode (1253.4 eV).

The sample, a Pt(111) single crystal, 5 mm in diameter and 3 mm thick, was supplied by MatecK, GmbH, Germany. The sample was mounted in a hairpin shaped tungsten wire which is then mounted onto the feed-through on the manipulator end. The temperature is measured using a type K thermocouple. The sample can be resistively heated using a PID controller, and cooled to $T = -190 \degree C$ using liquid nitrogen. The main chamber is equipped with a water cooled metal Gd evaporator and a Quartz Crystal Microbalance (QCM), which makes it possible to evaprate Gd on the surface of the sample at a well known evaporation rate. The evaporator was made by cutting flakes of a Gd foil and attaching them to a coil shaped 0.25 mm 99.95 % tungsten wire. The Gd flakes were cut from a 0.127 mm 99.9 % Gd foil supplied by Alfa Aesar.

2.1 Sample preparation

The sample was prepared by vacuum deposition of Gd on a sputtercleaned, annealed Pt(111) sample. Prior to the Gd deposition, the Pt(111) sample was characterized with ISS and XPS to verify the cleanliness of the sample, and with CO TPD and LEED to verify that the crystal is single crystalline. A thick layer of (20 ± 5) nm Gd was deposited on a Pt(111) sample, heated to 800 \degree C. Earlier experiments have shown that Gd migrates to the subsurface region and that Pt form an overlayer when the sample is heated to temperatures above 500 \degree C. By doing the evaporation on a sample heated to a temperature well above the mobility temperature, we anticipate that a Pt overlayer will be formed instantaneously. This Pt overlayer can protect the Gd from oxidation. After the Gd deposition, ISS was performed to measure the composition of the surface layer, and XPS was used to evaluate the atomic composition, see supplementary information B.1 and C.1. These experiments showed that a Pt$_2$Gd alloy terminated with a Pt overlayer had been formed. The thickness of this prepared alloy corresponds to roughly 100 nm, and we anticipate that this sample will mimic the behavior of a bulk single crystal. A detailed description of the sample preparation can be found elsewhere.

3 Experimental results

We evaluated the crystal structure of the prepared surface using LEED, see Figure 1. The diffraction pattern of the prepared alloy is represented together with the diffraction pattern of the clean, Pt(111) surface. The position of the diffraction spots could be determined within an uncertainty of 2 \%. It could be seen from the LEED pattern that a (1.90×1.90) structure was formed, corresponding to a (2×2) structure with 5.2 % compressive strain. Gd/Pt(111) samples have been prepared using this procedure several times, and a 30° rotation with respect to the Pt substrate was observed approximately 50 % of the time. This indicates that these two configuration are equivalent or really close in energy.

![LEED](image)

Fig. 1 LEED before and after Gd deposition. The black dots represent the position of the diffraction spots from the Pt(111) sample before the Gd deposition. The arrows represent the reciprocal lattice vectors of the structure.

To evaluate the reactivity of the prepared Gd/Pt(111) sample, CO TPD measurements were performed on the prepared Gd/Pt(111) surface. The sample was heated to $T = 1000 \degree C$ and annealed for 60 s to ensure that it was completely clean and that no contamination was adsorbed on the surface. 2.0×10$^{-7}$ Torr CO was dosed for 35 min while the sample was cooled from $T = 1000 \degree C$ to $T = -190 \degree C$. This corresponds to a dosage of 420 L and we assume that the surface is saturated after this exposure. The sample was heated at a constant heating rate of 2 \degree C/s during the TPD experiments. The CO TPD can be seen in Figure 2 where it is compared with a CO TPD made on a clean, annealed Pt(111) sample. The CO TPD experiment was repeated several times, showing a high degree of reproducibility. The high temperature limit for the desorption peak of Pt(111) will be used in the comparison, since it corresponds to the desorption temperature from a sample with a low coverage (Find ref.). From the CO TPDs it can be seen that the Gd/Pt(111) surface binds CO significantly weaker than on Pt(111) with a change in desorption temperature of $\Delta T = 200 \degree C$. The CO binding energy can be evaluated from the desorption temperature using the Redhead method \cite{21, 22}, see Table 1.

The CO desorption peak located at $T = -10 \degree C$ is extremely sharp, indicating strong attractive interactions between the CO molecules adsorbed on the surface. However, since CO molecules...
Table 1 The CO desorption temperature and the corresponding desorption energy from Gd/Pt(111) and Pt(111).

<table>
<thead>
<tr>
<th></th>
<th>T&lt;sub&gt;max&lt;/sub&gt; (°C)</th>
<th>E&lt;sub&gt;des,CO&lt;/sub&gt; (eV)</th>
<th>∆E&lt;sub&gt;des&lt;/sub&gt; (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gd/Pt(111)</td>
<td>-10</td>
<td>0.71</td>
<td>0.56</td>
</tr>
<tr>
<td>Pt(111)</td>
<td>190</td>
<td>1.27</td>
<td>0.00</td>
</tr>
</tbody>
</table>

behave like dipoles, we expect to observe repulsive dipole-dipole interactions, and hence this result is quite contra intuitive.

To investigate the origin of this further, CO TPDs at different levels of CO coverage were performed on the Gd/Pt(111) sample. In Figure 3, TPDs made with low CO doses of 0.01 L, 0.05 L, 0.10 L, 0.25 L, and 0.50 L are shown together with a CO TPD of a saturated surface. Before the CO was dosed, the sample was heated to T = 1000 °C and then cooled rapidly using liquid nitrogen. CO was dosed when the sample had reached a temperature of T = -190 °C. For the low dosages the surface is far from being covered with CO, and hence the interaction between the adsorbed CO molecules is weak. It can be seen, that as the exposure increases, the position of the maximum of the desorption peaks shift to a lower temperature, indicating a weakening of the CO binding energy. This is expected since the repulsive dipole-dipole interactions between CO molecules will lower the effective binding energy.

In Figure 4 slightly higher doses of CO have been used; 0.75 L, 1.0 L, and 1.5 L. In this coverage regime the shape of the desorption peak starts to change, indicating the presence of interactions between the CO molecules on the surface. It should be noted that the desorption temperature increases with the degree of coverage, in contrast to in the low coverage regime where the desorption temperature decreases with the degree of coverage. This indicates that CO molecules are bound stronger as the surface is getting covered with CO.

We evaluated the coverage of the sample after the dosing of CO from the integrated area of the desorption peaks, and comparing it with the desorption peak from the CO saturated Pt(111) surface where the saturation coverage has been measured and determined to be θ = 0.6, where θ = n/N, is the coverage, where n is the number of CO molecules, and N is the number of surface atoms. The coverage as a function of the dose can be seen in Figure 5. We could observe that the sample became saturated with CO after an exposure of 1.5 L. The relative uncertainty on the small doses is high because of the CO background pressure in the UHV chamber.

The temperature where maximum of the desorption peak appears can be seen as a function of CO coverage in Figure 6. It can be seen that the desorption temperature is lowest for a coverage of 0.28 ML CO, indicating that the weakest binding occur when the coverage is close to θ = 1/4 ML. The trend exhibit higher and near constant desorption temperatures at higher doses corresponding to θ > 1/3 ML. A high dose of CO may drive occupation of neighbouring sites which may yield a more
stable surface configuration than at lower coverages. Thus a cooperative adsorbate interaction exist for CO on the Gd/Pt(111) at higher coverages.

The adsorption/desorption energies of CO was calculated using plane-waves with an energy cut-off of at least 500 eV, (800 eV for all super cells smaller than $3 \times 3$), and a k-point sampling of $8 \times 8$, $6 \times 6$, or $6 \times 8$ depending on the super cell size. Exchange and correlation contributions were approximated with the RPBE functional. All structures were relaxed until the maximum forces were below 0.05 eV/Å. In all cases, the CO was placed initially on top sites and not constrained. Although DFT is known to over-estimate the stability of CO in the hollow sites relative to the top sites, the top site is a local minimum, and in most cases the molecules stayed there, with the exception of the 4/9 ML, 3/6 ML and 5/9 ML configurations, where one CO molecule moved to a bridge or hollow site. See supplementary information for views of the $\theta = 0.5$ ML structures at various strains.

The calculated $E_{\text{diff}}(\theta)$, and the integral adsorption energy, $E_{\text{int}}(\theta)$, are defined by

$$E_{\text{diff}}(\theta) = \frac{\partial}{\partial \theta} E_{\text{int}}(\theta)$$

$$E_{\text{int}}(\theta) = \left[ E(n, N) - E(\theta = 0) \right]$$

$E$, are the potential energies at 0K calculated using DFT and $\theta = n/N$ is the coverage, where n is the number of CO molecules and N is the number of surface atoms. The difference in zero-point energy, $\Delta ZPE$, was 0.06 eV using the harmonic approximation with a vibration frequency from Feibelman et al. for CO on top sites and a CO molecule in vacuum. Surface configurations with integral free energy $E_{\text{int}}(\theta)$ above a line between the energy of any two other configurations, will be replaced by domains of those two surface configurations. The relevant integral adsorption energies are therefore found using the convex hull of the calculated integral adsorption energies. The calculated $E_{\text{diff}}(\theta)$ from DFT (See equation 2) are shown in Figure 7 together with an interpolation of the convex hull of $E_{\text{int}}(\theta)$.

In order to simulate the TPD spectra, the desorption energy was calculated as minus the differential adsorption energy, i.e $E_{\text{des}}(\theta) = -E_{\text{diff}}(\theta)$. The desorption energy (See Figure 7, lower panel) was calculated by differentiating the interpolated convex hull of $E_{\text{int}}(\theta)$.

Simulated TPD spectra are shown in Figure 8 for the unstrained and the most strained configurations in this study.
In this article we have investigated behavior of CO molecules on Gd/Pt(111) under UHV conditions. Earlier experiments have shown that this surface is terminated by a single layer of Pt with a compressive strain of 5 % \(^8\). By studying this surface, we can investigate how compressive strain effects change the behaviour of CO molecules adsorbed to strained Pt surfaces. Our experimental work has been supported by DFT calculations.

First, the results from DFT calculations on relaxed Pt(111) are discussed: The experimental TPD spectrum shows a broad feature peaking around 80 °C and ending around 190 °C. The simulated TPD spectrum, based on the DFT calculations, is split into two main features. The low temperature peak is at 53 °C and correspond to coverages higher than 1/3 ML, where occupied neighbouring top sites are present. This peak most likely corresponds to the one at 80 °C in the experiment and thus the simulation predicts slightly too unstable adsorption energies. It is possible, that the adsorbate interactions are overestimated, or that a more stable configurations exist, which are not included in the calculations. The high temperature feature ends around 250 °C, corresponding to desorption of CO from the low coverage configuration. Thus, the absolute value for the desorption temperature is 60 °C too high, corresponding to a binding energy in the simulations which is slightly too stable compared to experiments. The error may be attributed to the entropy of the desorbed state, which is unknown in the experiment and neglected in the calculations. Thus, the simulated spectrum for relaxed Pt(111) shows a broader spectrum with more separate narrow peaks than the experimental observations. In the following, the results of the Gd/Pt(111) alloy is discussed as\(^{31}\):

\[
\theta_i = \exp[F(T)] \tag{4}
\]

\[
F(T) = \frac{1}{\beta} \int_0^T \exp[-E_{\text{des}}/kT]dT \tag{5}
\]

The presented simulations of TPD spectra are based on the simplest first order desorption model based on adsorption energies from DFT. The energies, from which the TPD spectra are simulated do not contain contributions from configurational entropy. Most simulations of CO-TPD use lattice Monte Carlo simulations\(^{32-34}\) to include the effects of configurational entropy. The main effect from entropy is a broadening of each of the desorption peaks, after which the simulated spectra resemble experiments. However, lattice Monte Carlo simulations rely on constant adsorption energies with added pair potentials for neighbouring adsorbates. It is not trivial to include the reconstruction effect consistently in such pair-potentials. In the present study it proved to be possible to capture the overall trends from experiments without using a lattice Monte Carlo model and without configurational entropy. In the following section the results of the TPD simulations are discussed in relation to the experimental TPD spectra.

5 Discussions and conclusions

5 Discussions and conclusions
in relation to the DFT calculated strain effects.

By comparing the CO TPD made on saturated surfaces we notice two significant differences between the Pt(111) and the Gd/Pt(111) surfaces; the desorption temperature has shifted with approximately 200 °C and the shape of the desorption peak has become much more well defined. Similar results have been observed prior on other alloys of platinum and lanthanides; sharp desorption features have been observed earlier by Vermang et al. who have been studying Ce/Pt(111) surfaces 35, by Ramstad et al. who have been studying La/Pt(111) 36, and by Kildemo et al. who have studied Sm/Pt(111) 37. Common for these samples is that they were all prepared by depositing monolayers of the lanthanide metal on a sputter cleaned Pt(111) surface. On these alloys is apparent that they have several desorption peaks, in contrast to Gd/Pt(111) where we only observed one peak. This difference can be a consequence of the different preparation procedures; if only a thin layer of the lanthanide metal is deposited, there might not be enough to produce a homogeneous layer of Pt₃Ln, which is the most platinum rich of the alloys.

The compressive strain imposed on the Gd/Pt(111) surface, as indicated by the LEED experiments, makes the surface less reactive in accordance with the d-band model 19,20. The temperature shift of 200 °C compared to regular Pt(111), that was observed in the TPD experiments is equivalent to a destabilization of the adsorbates by around 0.56 eV compared to regular Pt(111). This was evaluated assuming the desorption process was first order 21. The present DFT calculation show a shift in binding energy of just 0.32 eV at the lowest coverages at −6% strain, compared to the surface with a relaxed lattice constant. It could be possible that DFT underestimates the effect of strain on surface reactivity. In contrast to that, previous reports show a smaller strain effect in experiments than in calculations, where the experimental system was contracted Pt monolayers on Ru(0001) 18. It is more likely that the ligand effects from Gd cause a shift, which is not accounted for in the present study, since only strain effects were addressed in the calculations.

Now the change in shape of the TPD spectra is discussed in relation to the DFT calculations. As the contraction increases from 0% towards 5%, the desorption peaks at high temperature move down and merge with the desorption peak at lower temperature as seen in 8 for −0% and −4.5% strain (Simulated spectra for the intermediate strain values are available in the supplementary information). The trend of narrowing is explained by the integral energy, which develop a minimum around 0.5 ML. The surfaces with a contracted lattice push out Pt atoms, as seen in the insets in Figure 8. These reconstructions are especially stabilized in the θ = 0.5 configuration, where CO can adsorb in lines on top of rows of pushed-out atoms, but also at coverages including 4/9 and up. This is a cooperative effect between adsorbates, that develops more as surfaces are become more contracted, because contraction makes it favourable to draw out Pt-atoms from the surface plane, but mostly if one or two Pt-neighbours are also drawn out. At strains, where a high coverage configuration is more stable than configurations with lower coverages, domains or connected rows form. This results in identical desorption energies for a larger coverage range and for a larger portion of the adsorbates. In the case of connected rows, addition of CO molecules essentially costs the adsorption energy of the middle atoms and not the ends of the rows. The consequence of domain or row formation is identical adsorption energies for a larger fraction of the adsorbates, which result desorption in a narrower temperature range that are observed as sharper peaks in the TPD spectra. This is in good agreement with the general trend from the TPD experiments. In addition, the simulated TPD spectra at −4.5% strain and −5% strain show very sharp features due to the 0.5 ML state in agreement with experimental TPD from Y/Pt(111) 38 and Gd/Pt(111). These peaks also have small trailing satellites due to the lowest coverage configurations in the simulated spectra, which indicate that isolated adsorbates are still more stable than adsorbates in the bulk of the domains or rows.

In summary, the TPD simulations based on DFT calculations produces a narrowing of the TPD spectra and also a downward temperature shift from more contracted Pt surfaces, and thus reproduces the main trends from the experiments. The calculated temperature shift is due to the weaker binding of the contracted Pt(111) surface compared to the unstrained Pt(111) surface, while the narrowing of the simulated spectrum is due to the relative stabilisation of the high coverage configurations, compared to lower coverages. This relative stabilisation is due to a subtle restructuring of the Pt(111) facet where Pt-atoms are drawn out of the plane by CO adsorbates, which is a cooperative adsorbate effect.
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1. Introduction

Water splitting by electrolysis or photocatalysis is attracting attention as a prospective sustainable source of hydrogen for energy storage applications.1–3 The hydrogen evolution reaction (HER) is the cathode half reaction:

\[ H^+(aq) + 1/2H_2(g) \]

The most active and stable catalysts in acid environments for HER are currently based on precious metals.4 At low over-potentials, HER from Pt(111) is dominated by the Volmer–Tafel mechanism5–7 which can be written as:

1. \[ H^+(aq) \rightarrow H^* \] (1)
2. \[ 2H^* \rightarrow H_2(g) \] (2)

This requires two H atoms to be adsorbed in proximity for fast diffusion and recombination. Alternatively the reaction may take place via a Volmer step (1), followed by the Heyrovski step:

\[ H^+(aq) + H^* + c^- \rightarrow H_2(g) \] (3)

Reaction (3) is considered to be relevant at high over-potentials only.7

In the last decade, several classes of non-precious materials have been found to be active catalysts for the HER. MoS$_2$ was proven as a promising non-precious HER catalyst material, which is stable in a wide pH range. However MoS$_2$ catalysts are not as active as platinum and they are only active at under-coordinated edge sites.8–11 Hydrodesulfurization (HDS) catalysts such as Mo$_2$C and MoB have recently attracted attention as hydrogen evolution catalysts with good stability in both acid and alkaline solutions.12,13 Ni$_2$P has also previously been subjected to experimental and theoretical studies for the catalysis of hydrosulphurisation\(^1\)–\(^4\), water-gas-shift\(^5\) and more recently for hydrogen evolution in acid.\(^6\)–\(^9\) The active sites and the details of the mechanism remain unknown for several of the newly discovered HER catalysts including Ni$_2$P. The observed Tafel slopes of the Ni$_2$P catalysts are similar to what is observed for Mo$_x$S$_y$ edges, and the specific activity is one of the highest of the non-precious catalysts. Further experimental and theoretical studies can yield new insights for further design of electro-catalysts, which is the motivation of this study. In this paper, density functional theory (DFT) calculations are combined with experiments on high aspect ratio crystalline Ni$_2$P nanowires to understand the mechanism of HER from Ni$_2$P.

The trends in hydrogen evolution activity over various transition metals,\(^11\)\(^12\) and various metal- and non-metal combinations have been investigated using DFT. The free energy of hydrogen evolution involves the adsorption energy of hydrogen on the surface, and the over-potential seen is determined by the free energy of adsorption.\(^7\) In general, the metal surface stability (ionic radius, charge, co-adsorbate effects) together with the electronic structure (orbital energies, local density of states) determine the reaction barrier and the reaction rate. For Mo$_2$S$_3$, the Tafel slope was determined to be 30 mV per decade, which is close to a previous experiment by Dohnal et al.\(^1\) and is larger than the Tafel slope of Pt(111) for the HER. For Pt(111), the Tafel slope is 120 mV per decade, which is close to the traditional Tafel slope of 100 mV per decade.\(^7\) Ni$_2$P nanowires (NWs) have been investigated using DFT. The free energy of hydrogen evolution on Ni$_2$P nanowires growing along the (0001) direction, which are shown as efficient hydrogen evolution catalysts. The experimental results add these nanowires to a variety of different morphologies of Ni$_2$P, which are all active for HER.
adsorption, \( \Delta G_{\text{H}} \), has been established as a descriptor for predicting the exchange current density,\(^{21-24} \) of transition metal catalysts. The best catalysts have free binding energies close to 0.0 eV, which is explained by the Sabatier principle;\(^{25} \) stronger binding results in hydrogen poisoning, leaving no free sites for adsorption. Weaker binding results in a high overpotential needed to adsorb protons. Transition metal catalysts have binding energies that are slightly coverage dependent. On P(111) the binding energy calculated with DFT varies from \(-0.12 \) eV at low coverage to 0.04 eV at one monolayer coverage.\(^{21} \) In addition, it has been shown by DFT calculations that platinum has no significant diffusion barrier between the adsorbing hollow sites on the (111) facet.\(^{26} \)

Liu and Rodriguez have published several studies on DFT calculations of hydrogen binding energies on the Ni\(_2\)P(0001) surface. In 2005, they predicted the hydrogen evolution activity of Ni\(_2\)P to be comparable to that of hydrogenase based on trends in adsorption energies. The ensemble of phosphorus atoms available as proton acceptors next to moderately binding metal hollow sites and a weak binding Ni–P bridge is proposed to facilitate HER catalysis.\(^{27} \) The binding energies can be compared with the trends in HER exchange current density calculated by Nørskov et al.\(^{21} \) In these studies, the binding free energies are presented, which means that the calculated potential energy is corrected by +0.24 eV accounting for entropy and differences in zero point energy. When comparing the binding energies at the relevant coverage,\(^{27,28} \) one observes that the metal hollow sites on Ni\(_2\)P will be fully occupied and that the Ni–P sites will need an overpotential of at least 0.31 V. This does not agree with the very high activity observed in new studies of hollow and multifaceted Ni\(_2\)P nanoparticle catalysts.\(^{19,20,28,29} \) Another active site may therefore exist, and we investigate this using more detailed DFT calculations. In addition we report experiments showing that nano wires grow along the (0001) direction are highly active for HER, supporting the results of the present DFT calculations.

**Calculation methods**

Calculations were carried out using the GPAW code with projector augmented wave functions on a real space grid and ultra soft pseudopotentials.\(^{30} \) The RPBE\(^{31} \) functional was used for the exchange-correlation contribution. The Ni\(_2\)P crystal structure\(^{32} \) was copied from The Materials Project,\(^{33} \) and imported to The Atomic Simulation Environment (ASE).\(^{34} \) Bulk lattice constants were converged to \( a = 5.151 \) Å and \( c = 3.408 \) Å using a third order polynomial fit to the energy versus the lattice constant.\(^{35} \)

A 1 \times 1 supercell was used for the (0001) and (1121) surfaces, a 3 \times 1 supercell was used for the (1010) surface and a 1 \times 2 supercell was used for the \( \pm (1120) \) surfaces. The (0001) surface had five atomic layers, the (1121) and (1010) slabs had four atomic layers, and the \( \pm (1120) \) surfaces had three atomic layers. The dipoles across the unit cells were all less than 0.10 V. A Monkhorst-Pack\(^{36} \) sampling of 2 \times 2 \times 1 \( k \)-points was used for the large (1121) surfaces, 2 \times 3 \times 1 \( k \)-points were used for the \( \pm (1120) \) surfaces, 3 \times 2 \times 1 \( k \)-points for the (1010) slabs and for the (0001) surface a 3 \times 3 \times 1 \( k \)-point sampling was used. The grid spacing was 0.18 Å in all calculations.

The slabs were relaxed using the Broyden–Fletcher–Goldfarb–Shanno LineSearch algorithm within ASE until the forces were below 0.01 eV Å\(^{-1} \). A recalculation was later carried out with double the \( k \)-point sampling and a grid spacing of 0.12 Å for the most interesting slabs and adsorbate configurations. The resulting differences in adsorption energies did not exceed 0.02 eV, which is below the accuracy usually attributed to DFT.

The choice of facets and surface termination were based on calculations of the minimum energy configuration of all different ways to cut the crystal into the lowest index planes. Several STM and LEED studies\(^{37-40} \) show that the Ni\(_3\)P surfaces can have a stable phosphor termination, but under the hydro-thermal treatment before testing, it is expected that they lose the phosphor layer and expose active metal sites, as on the structures investigated in our calculations. The chosen structures are (1010), (1120), (1121) and the Ni\(_2\)P terminated (0001), as shown in Fig. 1 along with their \( (hklj) \) indices from a top view.

The free adsorption energies are found from calculated potential energies by correcting for the gas phase entropy \( \Delta S = -S(H_2) \) and the difference in zero point energy \( \Delta ZPE \) using the equation

\[
\Delta G = \Delta E - T \Delta S + \Delta ZPE
\]

where \( E \) denotes the ground state energy at 0 K obtained from DFT. The correction for ZPE and entropy makes an addition of 0.24 eV to the adsorption energy of a hydrogen atom.\(^{21,41} \)

The calculation of adsorption free energies and adsorbate coverages was carried out using the self consistent scheme as in the work reported by Skulason et al.\(^{7} \) The integral adsorption energy \( G_{\text{int}}(n) \) is

\[
G_{\text{int}} = G(N,n) - G(N,0) - n \mu_H, \text{ where } \mu_H = 1/2G_{\text{H}_2} - eU
\]

where \( G(N,n) \) is the free energy of a surface which includes \( N \) nickel atoms in the top layer and \( n \) adsorbed hydrogen atoms. Thus we use a definition of the coverage \( \theta = n/N \), where \( n \) is the number of hydrogen adsorbates and \( N \) is the number of Ni.
atoms on the surface. The configuration which is relevant at a given chemical potential of protons and electrons is the one with the minimum integral adsorption energy \( G_{\text{int}}(n) \). Using the computational hydrogen electrode approach\(^4\) with self-consistent coverage and adsorption free energies, the adsorption phase diagram was calculated for every facet. The required over-potential to favor an intermediate step is given through the differential binding energy, which is given by:

\[
\Delta G_{\text{int}}(n) = (G_{\text{int}}(n) - G_{\text{int}}(n - 1))
\]

We apply \( \eta = \Delta G_{\text{int}}(n)/e \) to find the minimum required over-potential to adsorb the intermediate,\(^4\) which enables a surface recombination reaction (the Tafel step). The barriers were calculated using the nudged elastic band (NEB) method with a climbing image.\(^4\)

2. Experimental methods

Materials

The commercially available materials were used as received: nickel acetylacetonate \((\text{Ni(acac)}_2\) for synthesis, WVR), oleic acid (suitable for cell culture, BioReagent, Aldrich), oleylamine (OA approximate C18-content 80–90%, Acros), trietylphosphine (TOP 90%, technical grade, AcroSeal\(^6\), Acros), ethanol (absolute alcohol without additive ≥ 99.8%, Aldrich), n-hexane (HiPerSolv CHROMANORM\(^8\) for HPLC 97%, WVR), sulfuric acid (\(\text{H}_2\text{SO}_4\) volumetric 1 M, Aldrich), and Nafion\(^5\) (117 solution, Aldrich). Water was first purified using a Millipore Milli-Q Integral water purification system (18.2 MΩ cm resistivity). All syntheses were performed under strict air-free conditions using glove-box and Schlenk line techniques unless stated otherwise.

Synthesis of nickel phosphide nanowires

The synthesis was performed following a previous report.\(^4\) A stock solution containing 0.75 mmol of \(\text{Ni(acac)}_2\), 1.8 mmol of oleic acid and 10 mL of OA was heated at 120 °C. Then the stock solution was very slowly injected (0.05 mL min\(^{-1}\)) using a syringe pump into a stirred mixture containing 5 mL of OA and 2.4 mmol of TOP heated at 320 °C under reflux. The reaction mixture was kept at 320 °C under reflux until the stock solution was used up. Over the course of the reaction, the mixture color changes from transparent to dark yellow, orange and finally black. After cooling to room temperature, the products were washed using a mixture of hexane and ethanol, and separated by centrifugation. The supernatant was discarded and the washing step was repeated two more times. After the supernatant was discarded the nanowires were collected on a watch glass and dried in an oven at 50 °C overnight.

Physical characterization

X-ray diffraction (XRD) was carried out on a X’Pert Philips diffractometer in Bragg-Brentano geometry with Cu K\(\alpha\) radiation \((\lambda = 0.1540 \text{ nm})\) and a fast Si-PIN multi-strip detector. The tube source was operated at 45 kV and 40 mA. The Scherrer equation was used to calculate the average crystallite size of the powder. The diffraction pattern was analyzed and compared with references in the international center of diffraction data (ICDD).

Transmission electron microscope (TEM) images were taken on a Philips (FEI) CM12 with a LaB\(_6\) source operated at 120 kV accelerating voltage. Specimens were prepared by ultrasonic dispersion of the samples in ethanol. The suspension was mixed with a micropipette by several suction–release cycles to ensure a representative and reproducible TEM sample is obtained. A few drops of the mixed suspension were deposited onto the carbon-coated grid.

Electrochemical measurements

Electrochemical measurements were recorded using a Gamry Instruments Reference 3000\(^9\) potentiostat. A traditional three-electrode configuration was used. For polarization and electrolysis measurements, a platinum wire was used as the auxiliary electrode and a double-junction Ag/AgCl (KCl saturated) electrode was used as the reference electrode. Both counter and reference electrodes were rinsed with distilled water and dried with compressed air prior to measurements. Potentials were referenced to a reversible hydrogen electrode (RHE) by adding a value of \((0.2 + 0.059 \times \text{pH})\) V. The current was normalised over the geometric surface area of the electrode. Ohmic drop was corrected using the current interrupt method. A total electrolyte volume of ~50 mL was used to fill the glass cell. All potentials were converted and referred to the RHE unless stated otherwise. The electrolyte used throughout all electrochemical experiments was a 1 M \(\text{H}_2\text{SO}_4\) solution. During electrochemical experiments, the electrolyte was agitated using a magnetic stirrer rotating at 300 rpm. For all electrochemical experiments a glassy carbon electrode (~0.071 cm\(^2\)) was used as the working electrode. The cyclic voltammetry (CV) experiments were conducted in 1 M \(\text{H}_2\text{SO}_4\) at 25 °C using a scan-rate of 5 mV s\(^{-1}\) across a potential window of –0.3 to +0.1 V vs. RHE.

Pretreatment of the working electrode

Prior to loading of the catalyst, the working electrode was pretreated to achieve a better performance.\(^4\) First, the electrode was manually polished using alpha alumina powder (CH Instruments, Inc.) with decreasing grain sizes (typically 0.3 and 0.05 μm) on a 73 mm diameter nylon polishing pad (MasterTex, Buehler). Between each polishing step the electrode was rinsed with deionized water and ultrasonicated in distilled water for 10 seconds. Then the electrode was dried using compressed air. This ultrasonication and drying cycle was repeated two more times: once in absolute ethanol and a second time with distilled water. This polishing process resulted in a shiny mirror finish. The bare working electrode was subjected to a constant potential of 2 V vs. RHE in 1 M \(\text{H}_2\text{SO}_4\) under vigorous stirring at 25 °C over 1 hour. Then, the pretreated electrode was rinsed with absolute ethanol and dried with compressed air prior to catalyst deposition.

Electrode preparation

Before being deposited on the working electrode, the nanowires were annealed at 450 °C for 4 hours under 5% \(\text{H}_2/\text{N}_2\) gas in order to remove any surfactant present on the nanowire surface.\(^19\)
The catalyst was loaded on a pretreated working electrode via drop-casting of 10 μL of the catalyst ink, equivalent to a loading of 1.42 mg cm⁻². The catalyst suspension was a 500 μL solution consisting of 5 mg of the catalyst, 400 μL of distilled water, and 100 μL of absolute ethanol. The slurry was ultrasonicated for 5 hours and mixed with a micropipette by several suction-release cycles prior to deposition to ensure that a representative and reproducible catalyst sample is obtained. The temperature of the ultrasonic bath was kept below 45 °C at all times to avoid any undesired heating effect. The nanowires are ultrasonicated for 5 h to minimize aggregation. Once the catalyst was deposited, the electrode was dried in an oven at 50 °C for 10 minutes. 5 μL of 0.2% Nafion solution in absolute ethanol was then drop-casted on the glassy carbon surface and the electrode was dried in air for 5 minutes prior to electrochemical measurements.

3. Results and discussion

XRD measurements were conducted on the annealed Ni₂P nanowires (Fig. 2). According to Scherrer’s equation, the average crystallite size of the nanowires is 11 nm. Ni₂P is the predominant species in the sample, while small amounts of Ni₁₂P₅ and NiO are also present. Recently, Zhang et al. reported that pure Ni₁₂P₅ has a similar activity to that of Ni₂P for HER in acid.²⁵ We showed earlier that NiO is less active than Ni₂P; furthermore, NiO tends to dissolve at a reductive potential in acid. Thus, the HER activity of the nanowires (see below) can be mostly attributed to Ni₂P.

The transmission electron microscope (TEM) image and selected area electron diffraction (SAED) patterns of the nanowires are shown in Fig. 2a–d. The nanowires are rather uniform and the width of the nanowires observed by TEM is in agreement with the crystallite size calculated from the XRD pattern.

The focused SAED pattern (Fig. 2b) was indexed using the JEMS software program (P. Stadelmann, JEMS, EPFL). The line linking the (000n) spots is the (0001) direction. The nanowire can be observed on the SAED pattern when the focus is reduced (Fig. 2c and d). Comparison between the indexed (Fig. 2b) and unfocused SAED patterns (Fig. 2c and d) allows the determination of the growth direction. The results indicate that the nanowires grow along the c-axis, i.e., the (0001) direction.

Thus, the nanowires do not expose many (0001) facets, since the (000n) planes exist only in their cross section (see Fig. 3). The low index facets ±(1120) and (1010) are assumed to be widely available on the samples. These morphologies would be expected to exhibit a less than optimal performance if the ensemble on the Ni₂P terminated (0001) facet was the only active site.

Fig. 4 shows the HER activity of the Ni₂P nanowires in 1 M H₂SO₄. The nanowires are excellent HER catalysts. This result combined with the calculations (see below) does not indicate that the (0001) ensemble is the only active site of HER from Ni₂P, although it is not possible to separate contributions from the various facets and sites in the experiments. The overpotential to drive a current density of 10 mA cm⁻² is 133 mV (Fig. 4a). Two Tafel slopes are observed. At η < 125 mV, the Tafel slope is about 60 mV dec⁻¹, while at η ≈ 125–275 mV, the Tafel slope is 126 mV dec⁻¹ (Fig. 4b). Despite the difference in sample preparation and morphology, the catalytic activity of the Ni₂P nanowires is very similar to the activity of hollow and multifaceted Ni₂P nanoparticles reported by Schaak et al.,¹⁹ that of polydispersed Ni₂P nanoparticles reported by our group,²⁰ and that of high surface area Ni₂P nanoflakes reported by Han et al.²⁹ This suggests that widely available facets or sites of Ni₂P are active. This is contrary to MoS₂, where only specific morphologies are efficient because the edge sites need to be exposed.⁸ The facets with (ab − (a + b) 0) indices are propagating along the growth direction of the nanowires (see Fig. 3), and are thus expected to be abundant in the sample.

The DFT calculations show that the most strongly binding sites tend to be nickel bridge sites or nickel 3-fold hollow sites. The nickel bridge sites are found in continuous rows on the (1010) and (1120) facets and adjacent to nickel hollow sites on the (1121) facet. (see ESI† for geometries and adsorption
energies.) Adsorption on Ni–P sites and on top P atoms was generally 0.2 eV to 0.4 eV less stable than the metal sites. Thus, adsorption on Ni–P sites and on top P atoms would require a higher over-potential.

It takes a high over-potential to favor a high coverage of atomic hydrogen on all the facets. Thus, Ni₁₂P is on the weak binding side of the Sabatier volcano. Adsorbates on Ni₁₂P interact strongly leading to a steeper increase in binding energy with increasing coverage (see ESI† for the surface phase diagrams), compared to most transition metals including platinum. The (0001) facet has the hollow site occupied at equilibrium, but as shown in Fig. 6, it requires a large over-potential of 0.41 V to stabilize the initial Ni–P bridge state for the Tafel step. It is also improbable that adsorbates from separate hollow sites on (0001) can combine since they are not neighbouring. This was confirmed by calculating the diffusion barriers on the (0001) and the (1010) facets (see ESI†). The (1010), (1120) and (1121) facets only require an over-potential of 0.0 V, 0.06 V and 0.19 V, respectively, to stabilize neighbouring H⁺ or H*, which are mobile in the row of nickel atoms. These results suggest that H⁺ in Ni hollow sites on the (0001) facet do not contribute to the HER rate at low over-potentials. To investigate further, the barriers for the Tafel step were calculated as described in the following.

Previous calculations on Pt(111) suggest that the Tafel pathway is faster than the Heyrovski pathway at low over-potentials. If proton transfer is faster to H⁺(Ni₁₂P) than to H⁺(Pt(111)), it is possible that isolated metal hollow sites on the (0001) facet play a role. In the following, it is assumed that the surface coverage is in equilibrium with protons in solution, which means that the Tafel step is rate limiting. Calculation of the barrier for proton transfer [Volmer or Heyrovski step] is out of the scope of this paper, since it requires very precise information on the interfacial structure.⁴⁶

As shown in Fig. 5, the rate limiting HER barrier is GTS, where GTS is the energy of the transition state relative to the 2(H⁺ + e⁻)/C₀ state. The initial states were the most stable configurations at the lowest possible over-potential according to the surface phase diagrams. As shown from calculations presented in Fig. 5, GTS can be lowered by further increasing the over-potential until the free energy of protons in solution are at the Tafel transition state level. This agrees well with the exchange current density being a good indication for the activity at higher over-potentials.

The results for a Tafel pathway are summarized in Fig. 6, with comparison between the studied facets. The adsorption energies, which are easy to calculate, are usually a good descriptor, since they are expected to scale with the transition state energies. In the case of a Tafel pathway, it is more accurate to use calculated GTS to compare the activity from the different facets, since it is the highest barrier in the reaction pathway, which limits the rate.

Observing the calculated GTS in Fig. 6 for the Tafel steps, it is clear that the (1120) facet and the (1121) facet should have the highest exchange current density and thus be the most active facets. The reason why these sites have the lowest combination barrier may be found in the geometry of the Ni atom binding

![Fig. 4](image_url) (a) Polarization curve of Ni₁₂P nanowires in 1 M H₂SO₄ at 25 °C at a scan rate of 5 mV s⁻¹. (b) Tafel analysis of the polarization curve.

![Fig. 5](image_url) Free energy pathway of the Volmer–Tafel reaction on the (1010) facet. The configuration of every point is shown by the insets, where Ni is shown in green, P in yellow and H in white. The energy of the transition states is shown by the peak of the splines. These were calculated using the nudged elastic band method with a climbing image.⁴¹ This shows how GTS is reduced by applying a higher over-potential.
the transition state. The transition states for (1120) and (1121)
are presented in the insets in Fig. 6. The atomic hydrogen
moves from stable bridge sites on top of the nickel atom, which
on these two facets is coordinated to six nickel atoms and two
or three phosphor atoms. It is possible to imagine that a few
defect sites, not investigated here, could be participating in the
catalysis. However, the most active sites investigated in this
study have binding energies very close to the optimal value and
they are calculated to be very active. Other sites such as corners
or kinks would only be relevant if they have a much higher
activity than the low index facets. Furthermore, we expect that
sites with lower coordination will bind too strongly, thus being
less active according to the Sabatier principle.

4. Conclusion
In summary, the DFT calculations have shown that phosphor
stabilized Ni-bridge sites found on several available facets of Ni2P
nanowires provide moderate binding to hydrogen atoms. The sites
with highest exchange current density estimated from the Tafel
transition state energy appear to be the Nickel bridge sites on either
the (1120) facet or the (1121) facet. The high activity measured from
nanowires grown along the (0001) direction suggests that the active
site of Ni2P is unlikely the (0001) facet as previously speculated. Thus
the experiments support the calculations, although contributions
from various sites or facets cannot be completely isolated in the
electrochemical measurements.

This work shows that Ni2P has many very active sites for
HER, which explains the good performance. An interesting
outlook is the calculation of other metal phosphor compounds,
to look for sites with slightly stronger hydrogen binding energies
or less adsorbate repulsion, which could be promising candidates for new catalyst materials.
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3. BULK WATER/METAL INTERFACES

After the discussion of low coverage and monolayer (ML) water adsorption at low temperatures and under ultra high vacuum conditions we now turn our attention to bulk aqueous solution/metal interfaces, which are of paramount importance to a broad range of scientific and technological areas, including electrochemistry, heterogeneous catalysis and energy storage.\textsuperscript{53,54,55,56,57,58} Consequently these interfaces have been investigated for more than 100 years using both experimental and theoretical approaches. While a thorough discussion of the current literature about all water/metal interfaces is outside the scope of this review, Refs. 9, 59, 60, 61, and 62 offer relevant recent reviews.

At ambient conditions, when metal interfaces are in contact with liquid water, the molecular structure of the interface is no longer directly accessible like it is at monolayer coverages and ultrahigh vacuum conditions. Thus, indirect measurements and theory are needed. A number of recent experimental methods have recently provided important insight into water-metal interfaces. For instance, with the help of temperature programmed desorption of ice-metal interfaces a weakly interacting first monolayer of water suggestive of a mostly in-plane hydrogen bonding geometry was uncovered.\textsuperscript{45} Similar weak interactions have been inferred from altered wetting behavior either with un-dissociated water molecules\textsuperscript{31} or in mixed water-hydroxyl overlayers.\textsuperscript{9} The importance of surface hydroxyl groups for the wettability has been demonstrated for a metal under ambient conditions of relative humidity and temperature: While Cu(110) is covered by a mixed hydroxyl/water layer at a RH of 5%, Cu(111) does not show the presence of molecular water at the same RH, due to the higher dissociation barrier of water on the less reactive (111) surface.\textsuperscript{62,63} Electrochemical kinetic measurements with simple kinetic modeling have unveiled that relaxation times in some cases can be unexpectedly long,\textsuperscript{64} which is also consistent with recent probes of electronic relaxation.\textsuperscript{65} Recently, X-ray absorption experiments were performed at water-gold interfaces under bias, and have unveiled an altered interfacial water structure.\textsuperscript{66} Together with first principles modeling, it was determined that applied voltage can shift the number of molecules that are bound to the interface, losing hydrogen bonds to the liquid.
Absent more direct experimental probes, our understanding of liquid water-metal interfaces comes from theory and molecular simulation. Modeling extended water-metal interfaces at a molecular level is difficult for a number of reasons that make modeling water a challenging task in general, such as accurate description of the potential energy surface, as well as many specific problems arising from the structure and dynamics of water at the interface as a result of the subtle balance of water-water and water-substrate interactions. This balance is manifested already at monolayer coverages on simple planar metal surfaces, where STM experiments have exposed a rich variety of two-dimensional hydrogen bonding structures, as discussed in the previous section. Even at ambient temperature, where entropic effects mix many of these nearly degenerate configurations, this balance is also evident and can result in a wide range of wetting behaviors from hydrophobic to hydrophilic. While the intermolecular interactions between water molecules are notoriously difficult to capture, a coherent picture of the forces acting on a single molecule on a closed-packed planar surface has emerged over the last 10 years, but the influence of step edges (e.g., on higher indexed surfaces) and other defects are largely unknown and unexplored.

Apart from the specifics of the intermolecular interactions, the statistical nature of the liquid state in contact with the metal necessitates an adequate treatment of thermal fluctuations in order to accurately compute thermodynamic expectation values. This means that the phase space must be appropriately sampled, requiring a way of generating many independent configurations that populate an appropriate Boltzmann distribution. Independent configurations are typically generated using molecular dynamics simulations, which can be hampered by long correlation times common for liquids in heterogeneous environments. For most systems of interest the appropriate ensemble fixes the temperature, volume, particle number, and importantly, the applied electric potential within the metal. In practice, molecular dynamics simulations of water near metal interfaces have come in two varieties, either ab initio from electronic structure theory or with empirical force fields. In the former, forces are computed “on the fly”, typically with DFT. While this approach affords minimal assumptions as to the form of interactions among water molecules, and between water, the metal surface and solutes, the relatively high computational expense limits the system size, although calculations involving thousands of molecules are
possible for short times.\textsuperscript{75} These two types of simulations are illustrated in Figure 5, shown to scale in the characteristic sizes feasible with current computational and algorithmic resources. The figure highlights the benefits of DFT based simulations in describing bond breaking and bond making as in the transfer of a proton between hydrogen bonded water molecules, while sacrificing the large lengths scales and long time scales approachable by force field based methods.

The aim of \textit{ab initio} calculations has, however, primarily been to model chemical bonds and reactions rather than dynamic properties of interfacial water. \textit{Ab initio} models have previously suffered difficulties in the numerical description of water due to the strong non-bonding interactions. The numerical description of the interaction of water molecules on a metal surface has traditionally met more success.\textsuperscript{74,76} Differences in adsorption energies on metal surfaces appear to be generally well described by

\textbf{Figure 5}. Characteristic snapshots taken from molecular dynamics simulations of the water-platinum interface. These two molecular renderings illustrate roughly the current state of the art with regard to simulation sizes approachable with empirical molecular mechanics (MM) and \textit{ab initio} forces (QM). Empirical models are capable of simulating $10^4$-$10^5$ molecules over hundreds of ns, while \textit{ab initio} models are capable of following $10^2$-$10^3$ molecules over 10-100 ps. However, only the latter is able to capture chemical bonding rearrangements necessary for a complete description of electrochemically relevant phenomena. The figure is only schematic and does not represent the actual embedding of QM regions into MM environments.
DFT with standard GGA functionals such as PBE and RPBE, which are computationally relatively inexpensive compared to hybrid functionals or wave function methods. For example, ground state structures predicted at this level of theory for monolayer and sub-monolayer coverages are typically in good agreement with those observed in low-temperature STM experiments as described in Section 2. However, various functionals which account for van der Waals dispersion forces have recently been developed and applied to water/solid interfaces. These functionals are expected to provide a more balanced description of water-water versus water-surface interactions and have been shown to improve the wetting properties of water monolayers on metals. Most importantly, ab initio calculations of water/metal interfaces are able to describe instances of dissociative adsorption and mixed water-hydroxide or water-hydride interfaces. Many recent studies have exploited that benefit as well as exploring the structure and dynamics of aqueous water-/metal interfaces, although relatively small system sizes and/or short dynamical trajectories are possible with current computational resources.

The modeling of electrochemical reactions for small systems containing a metal-water interface requires the exchange of species like protons or counter ions, which is not straightforward in molecular dynamics simulations. In addition, the modeling of electrochemical interfaces poses additional challenges related to the applied potential and the electrochemical environment. In recent years, several advances have been made towards ab initio models that include these features. Grand canonical ensembles with continuously varying numbers of electrons have been consistently formulated within a DFT framework, however, these methods have not yet garnered widespread use, largely due to difficulties in the implementation and because they do not account for the chemical potentials of ions. Other more practical methods have been developed specifically aimed at static electrochemistry. These methods use an a posteriori mapping from fixed charged calculations to a Grand Canonical ensemble. They use the electron work function as an absolute electrode potential scale.

These systems are still not in equilibrium with the ionic chemical potentials, since the number of ions is kept constant. Nevertheless, it is possible to measure pH and potentials in a simulation using the work function as potential scale and a variable number of protons in the simulation cell. By doing so it has been
observed that changing the pH at a fixed driving force can cause water to reorient at the interface. Electrochemical reactions including charge transfer across the water-metal interface and its dependence on the interfacial water structure can now be calculated with \textit{ab initio} models. Such studies have started to appear within the last decade. It still largely remains to be shown how well these methods reproduce experimental results. Another chapter in DFT calculations of metal water interfaces is combining surface models with continuum dielectric theory, in the form of Poisson-Boltzmann theory. Using such an approach, Jinnouchi and Anderson were able to accurately compute the potential of zero charge of the water-platinum electrode. Combination with dielectric continuum models promises some remedy to the problem of limited system sizes in DFT.

While most \textit{ab initio} calculations of liquid water near extended metal interfaces are fairly recent, there is a long history of studies using classical molecular dynamics simulations based on empirical force fields. These studies typically use static electronic structure calculations to parameterize intermolecular potentials and are able to handle systems of \(10^4\) to \(10^5\) molecules and trajectories of 10-100 ns. While many intermolecular potentials for water exist, only a few different potentials for the water-metal interface are routinely used. These potentials usually recover the single molecule binding energies and diffusion barriers with good accuracy. However, they are mostly unable to reproduce the complex ground state structures of single monolayers, unlike \textit{ab initio} models which accurately describe both water-water and water-metal interactions. Moreover, most classical models are also not flexible enough to easily incorporate bond breaking and charge transfer, though there has been success in adapting Empirical Valence Bond models to describe the dynamics of excess protons near the water-metal interface through multi-state approaches. The utility of a force-field based approach is that collective effects from the correlated dynamics of many molecules can be sampled and subsequently thermodynamic properties can be computed with reasonable assurance as to their statistical convergence. This has enabled studies of water orientational dynamics, ionic adsorption and solvation within and near the interface. These studies have been largely limited to defect-free low
index fcc surfaces due to the complexity of the interactions at defect sites. Further, they have also been largely constrained to instances where dissociative adsorption does not occur.

The relevance of these studies for a better understanding of electrochemical reactions has been increased by methods that sample a constant electric potential ensemble and combine that with rare event methods.\textsuperscript{119} One of the most versatile methods for sampling a classical constant potential ensemble was developed by Seipmann and Sprik\textsuperscript{105} for studying interactions between water adlayers with an STM tip and was adapted to electrochemical cell calculations by Madden and coworkers.\textsuperscript{120} In this treatment the charge distribution on each electrode changes dynamically, subject to a constraint of a fixed electrostatic potential. Using the Johnson-Nyquist equation that relates charge fluctuations on an electrode to its electrochemical response allows for the facile calculation of the capacitance of the cell\textsuperscript{121,122}. These calculations are capable of recovering known capacitances and potential drops across the interface and have also provided a useful means for testing fundamental assumptions about the mechanisms, driving forces and timescales of electron transfer and liquid reorganization.\textsuperscript{123,124} Specifically, by computing vertical energy gaps for standard redox couples at various distances from the electrode, Willard \textit{et al.} have shown that energy gaps are Gaussian as expected from Marcus theory, and that the reorganization energy includes terms from the solvent dielectric as well as unscreened image charges on the electrode.\textsuperscript{125} Limmer \textit{et al.} have found that constraints on strongly adsorbed interfacial water can result in a hierarchy of timescales of solvent motion, ranging from the ps relaxation times of bulk density fluctuations to 10-100 ns for dipolar fluctuations of water within the adlayer.\textsuperscript{67} These fluctuations are important to the chemistry at metal/solution interfaces, as slow polarization fluctuations within the solvent couple to charge reorganization; simulation approaches that are not able to reach these relaxation times lead to results that are difficult to interpret.

There are a number of efforts to combine the accuracy provided by \textit{ab initio} methods in describing water-metal interfaces, including bond formation and breaking as well as charge transfer, with the computational tractability afforded by classical molecular dynamics, in particular their ability to describe long range correlations and slow dynamical processes. Recently Golze \textit{et al.} have implemented a method
for hybrid quantum mechanics/molecular mechanics simulations of adsorbate-metal systems. This method provides a density functional theory treatment of liquid water, combined with an empirical force model for the water-platinum interaction that includes polarization fluctuations on the metal with the correct constant potential ensemble. This method mitigates the complexity associated with the electronic structure of the metal, while allowing for bond-breaking within the liquid, though still faces the same difficulty in describing water-metal interactions appropriately as other empirical models. Voth and co-workers have employed force matching to parameterize reactive models of water that include excess protons and hydroxide, which could be used together with generalized water-metal potentials to study dissociative adsorption. An attractive avenue for further pursuit is to generate potentials using neural networks or other machine learning approaches or many-body expansions which offer a higher degree of flexibility over standard force field approaches and could be used to parameterize molecular forces fields for a description of water-metal interactions with higher level electronic structure theory than used previously. These mixed quantum classical calculations may offer the potential to advance the modeling of water-metal interfaces in the short term, while full \textit{ab initio} descriptions for now are confined to limited system size.
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A B S T R A C T
We present a mini-perspective on the development of first principles modeling of electrochemical interfaces. We show that none of the existing methods deal with all the thermodynamic constraints that the electrochemical environment imposes on the structure of the interface. We present two directions forward to make the description more realistic and correct.
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1. Introduction

Electrocatalysis has many potential applications that can revolutionize energy conversion and storage. However, the best catalysts are made from rare and expensive metals of which only a few tons are mined and produced per year [1]. The global power consumption is measured in TW and this combined with a very small annual production of, e.g., Pt, Ru and Ir represents the largest challenge for electrocatalysis. The activity of each metal atom has to be increased with at least an order of magnitude compared to today’s technologies. This calls for atomic scale insight into the processes and reactions taking place at the electrocatalyst surface and within the electrochemical interface. To put it differently, for electrocatalysis to play a role on the global scale, atomic scale insight is needed.

Electrochemical measurements on electrocatalysts are normally done at a macroscopic level, measuring, e.g., current versus voltage, and offer no direct information about the atomic-scale properties of the interface. Measurements revealing the atomic structure, such as STM, cannot easily be performed in aqueous electrolytes, and even if performed will not reveal the water structure.

First principles simulations seem well suited to provide the required fundamental understanding of the structure of the electrochemical interface. However, as the title of this paper—taken from an ACS symposium in New Orleans in 2013 where three back-to-back talks had similar titles [2]—indicates, first principles modeling of the electrochemical interface is far from trivial. Actually, we will argue that the electrochemical solid–liquid interface represents one of the frontiers in first principles modeling.

So far, simulated interfaces have differed significantly from real catalysts, and it is of great importance to bridge the gap between the model systems used in computer simulations and true catalysts, exposed to realistic operating conditions. Resolving this issue is not just a matter of adding more atoms to the simulations in order to make the molecular model more realistic; it is actually a fundamental challenge.

Normally, calculations are carried out with a fixed charge and number of atoms, while experiments are performed at constant electrochemical potential. This may seem as a small problem—it is still possible to set up an atomic structure and minimize the energy or perform dynamics. Simulations of this type may provide some insight related to, e.g., water on metal surfaces, but they do not necessarily describe the electrochemical interface [3].

The real electrochemical interface and reactions taking place across it are very complicated and hence challenging to model. There is a potential difference between the two electrodes, a chemical potential of protons (or other charge carriers) and counter-ions in solution, and, importantly, the electrochemical reactions occur at fixed electrochemical potentials. This means that the electrochemical system is an open system with a source of electrons, at a constant potential, for cathode reactions and a sink of electrons, at a constant potential, for anode reactions. It is therefore crucial to include the potential in the simulations.

It must be clear from the above discussion that the energy directly obtained from a first principles calculation is not representative of the system at constant chemical potential, and this is the biggest challenge when trying to bridge between simulations and experiments. For example, consider a proton that is transferred across an electrochemical interface. The reaction energy will be proportional to the difference in potential between the electrolyte and the electrode surface. In the real system, this potential difference will be proportional to the potential difference between the working electrode and a reference electrode. In atomic scale simulations, where the potential relative to a reference electrode is not controlled, the reaction energy is proportional to the dipole of the interface. This difference is dependent on, among other things, the electrode material as the work function differs between different materials. In the real system, on the other hand, the work function will be determined by the potential relative to the reference.
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electrode and is thus material independent. This means that simulations of reactions involving charged ions are qualitatively wrong if the electrochemical potential is not controlled.

Furthermore, the forces that are used to move the atoms in simulations will not keep the chemical potential constant. By applying the energy and forces from constant charge simulations, generally the chemical potentials are changed during an atomic step. This means that the effective electrode potential and pH may change during a simulation.

In principle, what is needed is a method that feeds the operating conditions—such as pH and potential—into a model simulation and then extracts from the simulation the relevant structure of the atoms at the interface, the charge on the slab and the number of, e.g., protons. This would allow theoretical investigations to answer questions about the interface that are very hard to answer by experimental methods, such as is the water on the electrode surface ice-like or fluid-like? How is this structure affected by potential, pH, ions and material? However, no such computational method exists today.

In this paper, we give a perspective on first principles modeling of electrochemical interfaces; we discuss the state of the art and propose directions towards more realistic first principles modeling. In Section 2, we start out by introducing two fundamentally different strategies for dealing with pH and electrode potential. This includes a brief discussion of some recent and past works in the field. Section 3 goes into further detail on how to model the interface at a given potential and how to extract potential dependent information. In Section 4, we then analyze recent attempts to include the effect of pH. Finally, in Section 5, we discuss a desired future path and developments needed to improve the methodology in this field.

2. Strategies

As we see it, there are two possible strategies for obtaining the structure of the interface at constant chemical potentials. Strategy I is the dream scenario, a method that keeps the chemical potentials constant during structural optimization or during dynamic simulations. Strategy II is to first perform normal constant-charge simulations and then afterwards “measure” potential and pH of the obtained interface structure. The two strategies are illustrated in Fig. 1, where the upper arrow represents the measuring approach (strategy II) and the lower arrow is the dream method (strategy I), which is still to be developed.

2.1. Strategy I

Let us start out by considering the type of calculations represented by the lower arrow. Here the big challenge is to find a correct and still practical way of performing grand canonical modeling of the electrochemical interface. Density functional theory (DFT) has proven a useful and efficient research tool in many areas of materials science, e.g., for heterogeneous catalysis, but has mostly been carried out for a constant number of particles, i.e., microcanonically. N. David Mermin formulated grand canonical DFT already back in 1964 [4], but difficulties in the implementation prevented widespread use of the theory for a long time. During the last decades, considerable progress has, however, been made and the grand canonical strategy has been applied to a number of systems, albeit none of the current methods is fully compatible with the constraints of electrochemical interfaces.

One of the first successful attempts to implement grand canonical DFT for electrodes was proposed by Lozovoi et al. [5]. What was proposed was a way to treat the electrons grand canonically, thus keeping the chemical potential of the electrons fixed. They introduced a slab and then controlled the chemical potential of the electrons by charging the slab and adding a counter-charge of some shape. This helps keep the cell charge neutral, a requirement in periodic DFT simulations. More recently, a scheme for conducting first principles molecular dynamics simulations at constant electrode potential has been developed [6]. A fictitious force drives the system towards a preset electronic chemical potential by allowing exchange of charge between the system and an external potential. In the above methods, electrons are dealt with grand canonically, but real electrochemical systems are open also with respect to protons, something they do not account for.

In addition, it is possible to introduce a constant bias in a simulation via non-equilibrium Greens functions [7]. Accordingly, two different leads can have different Fermi-levels. This is important for calculating electronic conductivity through single-molecule contacts [7]. However, this approach is also difficult to extend to a thermodynamically correct treatment of protons.

2.2. Strategy II

In contrast to Strategy I, a significant amount of work has been done along the lines of Strategy II, starting from a given atomic structure and then calculating (measuring) the electrode potential and other macroscopic variables. As a measure of the absolute electrode potential, one normally uses the work function of the electrons [8]. The main idea in most of these works is to vary the dipole of the interface and measure the corresponding change in the electron work function, where a change in work function corresponds to a change in electrode potential. In contrast to Strategy I, this approach is directly targeted towards electrochemical interfaces; it will probably not be useful as a general scheme for grand canonical simulations.

In Section 3, we will first see how calculate-and-measure (Strategy II) methods can be used to extract information about the interface and reactions taking place across it, at a given electrode potential. In Section 4, we will then see how these methods can be extended to account for pH effects.

3. Extrapolation to constant potential

Once the interface energy has been calculated, it can be plotted against the work function. Having investigated multiple interface structures, spanning a range of potentials, one can thus construct a phase diagram by identifying the structure with the lowest energy at a given potential (see Fig. 2). Since the interface dipole changes locally during a charge transfer reaction, reaction energies for, for instance, a proton transfer process cannot be evaluated from a single barrier calculation, at least not if the simulation cell is small. However, as suggested by Fig. 2, given a set of structures with varying interface dipole, it is possible to estimate the reaction energy and reaction barrier at constant work function, and thereby constant electrode potential, by first constructing separate energy vs. work function curves for initial, transition and final states [9,10].

An alternative, but similar, approach to barrier calculations is to employ increasingly larger simulation cells and then extrapolate the result to the limit of infinite area. If the interface is assumed to behave as a
perfect capacitor, a very limited number of calculations are needed \[11\]. This is a very promising way of dealing with the finite size problem. An appealing feature related to this approach is that the interface as a whole is charge neutral and that the counter-ions naturally are protons. Imagine that a proton is moved from the water layer to the electrode surface where it recombines with an electron. This reaction will obviously change the dipole of the interface and hence the absolute electrode potential. The bigger the area of the supercell, the smaller the change in dipole along the reaction path and in the limit of a simulation cell with infinite area the problem with varying dipole approaches zero. In fact, the varying dipole along charge transfer reaction path is a consequence of the simulations being performed at constant charge; however, it is not itself the entire problem. The whole structure and the driving force for the reaction are also determined by pH and potential.

In terms of how the interface dipole is varied, the above methods fall into three main categories, differing primarily in the description of the counter-charge compensating electrons added to the slab. The first type uses a homogenous background charge \[12,13\], the second introduces explicit protons in the electrolyte \[14,15\] and the third uses a compensating plane of charge \[16\]. In addition, there are a few examples of more elaborate descriptions of the distribution of the counter-charge and of the electrolyte in general \[17–19\]. In the following, we are going to expand a bit on the first two categories.

In an article by Filhol et al. \[12\], the authors use a method very similar to the method of Lozovoi et al. to predict the structure of water, OH\(^-\) and H\(_2\)O\(^-\) on a metal surface. Their method relies on charging the surface of a slab and adding counter-charge homogeneously distributed across the system, to control the chemical potential of the electrons. The surface charge and counter-charge set up a field, and the water in the calculation reacts to this field and can change position and direction.

Another way of dealing with the counter-charge is to introduce protons in the electrolyte, e.g., in the water layer just outside the slab. One application of this approach is found in Ref. \[11\] where the authors calculate activation barriers for formation of hydrogen on a metal surface. It is of course impossible to add partial protons to the system and that creates problems when finite cell sizes are used in the calculation. In Ref. \[11\] the finite size problem is overcome by using cells of different size and extrapolating to the limit of infinite surface area as mentioned previously.

Strategy II approaches discussed so far all assume a one-to-one mapping between energy and electron work function, which is not generally true. If the water arrangement is changed this could affect the dipole of the interface, but not necessarily the energy of the system. This means that for the one-to-one mapping to hold, the above simulations have to be performed with a more or less constant water structure. Otherwise, one cannot expect the interface to behave as a capacitor or the interface energy to be a simple function of the work function. It also means that one is given a freedom in the choice of water structure when doing the simulations. In reality, the structure of the interface has to be completely determined by the electrochemical conditions so this freedom is artificial.

The artificial degree of freedom turns out to be related to the pH. The approaches described above assure constant chemical potential for electrons, but not necessarily constant pH. Hence, one cannot easily compare the structures even if they correspond to the same chemical potential of the electrons. Accounting for the effect of pH constitutes next level of sophistication in the calculate-and-measure type methods. In next section, we will discuss some recent attempts to include pH in electrochemical interface models.

4. Extrapolation to constant pH

4.1. Capacitor model

We first look at an extension of the third method—where the counter-charge is collected in a plane and placed some distance from the surface, essentially setting up a capacitor—to account for pH. An example of this method is presented in an article by Bonnet et al. \[20\]. In this article, the whole water layer is modeled by a continuous capacitor model, which means there are no explicit water molecules in the calculation. The capacitor model allows for including part of the effect of pH. A change in pH will also change the field across the double layer. The field will interact with surface species that have a dipole perpendicular to the surface, and therefore the adsorption energies become dependent on pH. A wide range of reaction intermediates do not have a significant dipole so for these the effect of pH is small. To align potential and field, the potential of zero field or zero charge is needed. This is experimental input, as are the capacitance and the work function of the standard hydrogen electrode. This scheme thus takes into account the interaction energy between the surface and the field, but not the energy related to the change in electrolyte structure needed to setup the field.

The Bonnet approach is related to a method from 2004 \[21\], where only the electrochemical potential of protons plus electrons was considered. The effect of the field was also estimated, but without having the
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**Fig. 2.** Schematic plots showing the main idea behind strategy II. (A) Free energies obtained from constant charge calculations (the charge is indicated with numbers) for different states of the interface, plotted against the measured work function. The colors in the figure can either indicate different structures, coverages or transitions states. The relative energy between different states can be directly seen. (B) The same as panel A, but with a constant curvature removed from the free energy vs. potential functions.
correct reference for the potential of zero field [22]. However, the 2004 method only considers the surface and not the interface as such, so even if it was very useful and computationally cheap it is out of the scope of this paper.

4.2. Thermodynamic approach

If we are to fully understand the effect of pH on the systems, we need to go beyond the method introduced in 2004 [21] and separate the chemical potentials of electrons and protons. To understand why, it is instructive to review the Born–Haber cycle for hydrogen oxidation. Fig. 3A shows a schematic figure of this cycle and Fig. 3B gives a physical interpretation of the various components.

The main point is that the change in energy for going from $\frac{1}{2} \text{H}_2(\text{g})$ to $\text{H}^+(\text{solution}) + e^-$ (electrode) is independent of whether we choose a clockwise or anticlockwise route through the Born–Haber cycle. Clockwise, the hydrogen is dissociated and ionized in vacuum, and the resulting proton is moved from rest in vacuum, through a water surface, to the bulk of the solution. The energy change associated with the last step is equivalent to the negative of a proton work function, $-\phi_{\text{H}^+}$. The same is done for the electron; it is moved through the electrochemical interface to the Fermi level of the electrode. The energy of this step is the negative of the work function of the electron, $-\phi_e$, and proportional to the absolute potential of the electrode. The chemical potential for protons and electrons combined is $\mu(\text{H}^++e^-)$, which is the potential vs. the reversible hydrogen electrode, RHE ($U_{\text{RHE}} = 0$ when $\text{H}^++e^-\leftrightarrow\frac{1}{2} \text{H}_2$ is in equilibrium at room temperature and $p_{\text{H}_2} = 1$ bar), and the free energy compared to hydrogen in the gas phase (see Fig. 3B).

Since the dissociation energy, $\Delta G$, and the ionization energy, $\Delta G_H$, are constant no matter the electrochemical environment, there are three interdependent variables—$\mu(\text{H}^++e^-)$, $\phi_{\text{H}^+}$, and $\phi_e$—however, as $\mu(\text{H}^++e^-)$ has to be the same no matter the route there are only two independent variables. Thus, if two of the three variables are controlled, the last variable is also defined.

In most experiments, the pH is constant and the potential is varied. In this mode, $\mu(\text{H}^++e^-)$ and $\phi_e$ are the same, just shifted by a constant. This constant is given by $\Delta G_C, \Delta G_H$ and $\phi_{\text{H}^+}$, where only $\phi_{\text{H}^+}$ is related to the electrochemical environment. The constant is difficult to calculate, but it has been determined experimentally. At room temperature, $p_{\text{H}_2} = 1$ bar and $\mu(\text{H}^++e^-) = 0$ eV, it has been measured to be $-4.44$ eV [8]. This is the work function for the standard hydrogen electrode, $\phi_e^{\text{RHE}}$, and it is the constant that connects $\mu(\text{H}^++e^-)$ and $\phi_e$—given that $\phi_{\text{H}^+}$ is measured at $pH = 0$. If pH is finite, the constant is changed by $\phi_e^{\text{RHE}} + 0.059$ eV/pH. The work function of the proton gets larger as pH is increased because the protons are more stable at high pH due to higher configurational entropy.

It is important to note that, thus far, nothing has been assumed. All relations are direct consequences of the Born–Haber cycle, and they can be used as a starting point for simulations of the electrochemical interface, thus putting the modeling on a firm foundation. Let us first ignore all ions in the electrolyte except for the protons. We assume that the protons at the interface have the same chemical potential as protons in the bulk electrolyte, which means that the work function for a proton moved from rest in vacuum to the interface should be the same as $\phi_{\text{H}^+}$ for a proton in the solution.

As noted above, Fig. 3 reveals that the chemical potential (work function) of the electrons is only one of three variables. When only considering this single variable, there is no way of controlling the other two, namely, the work function of protons in the electrolyte and the combined electrochemical potential of protons and electrons. Consequently, in most methods (those that only control the electron work function), $\mu(\text{H}^++e^-)$ and $\phi_{\text{H}^+}$ could in principle change during a simulation. This is clearly far from an ideal situation as the experiments we try to compare with are typically done at constant pH, i.e., constant $\phi_e$. Nevertheless, some of these studies may still be physically relevant since $\phi_{\text{H}^+}$ might be fortuitously kept almost constant as a result of the water structure being kept almost fixed. However, if we manage to control both $\mu(\text{H}^++e^-)$ and $\phi_e$ at the same time, the chemical potential of the protons, which in turn gives us the pH, will also be controlled.

The ideal solution would obviously be to impose constant pH and potential on the simulations, i.e., to go from right to left in Fig. 1. Currently, there is no method for doing this. It is possible to do it for electrons (potential) only since it is easy to introduce fractions of a charge in a simulation so that the charge can be varied continuously, but it is not possible to do it in the same direct manner for protons. However, the number of protons per electrode surface area can be varied more or less continuously by performing simulations on supercells of different sizes describing the same situation. If the water is periodically well structured, this could be an interesting way to pursue.

On the other hand, a method for mapping from left to right in Fig. 1, measuring both pH and potential of a given interface structure, has recently been developed [23]. The idea is to calculate the relative energy of a given structure as a function of the number of hydrogen atoms, $\phi_e$ and $\mu(\text{H}^++e^-)$. $\phi_e$ can be calculated directly with the DFT code, and the relative energy of two structures, A and B, with the same number of atoms and electrons and with the same work function is calculated according to the following equation: $\Delta G / N = (G(A) - G(B)) / N$. We divide by the number of surface atoms, N, to get the relative energy normalized to electrode area. The challenge is to compare structures that do not have the same charge or number of atoms. In this case, the simulations are carried out on different structures with different number of hydrogen atoms added/removed to/from the water. Addition will result in hydrogen adsorbed on surface or in $\text{H}^+(\text{water}) + e^-$ (electrode), and removal will result in HO, O adsorbed on the electrode surface or in HO$(\text{water})^-e^-$ (electrode). If $\phi_e$ and the number of hydrogen atoms are the same in two simulations, then, as before, the energies are

---

**Fig. 3.** (A) The Born–Haber cycle for hydrogen insertion into an electrochemical interface. (B) Schematic figure of an electrochemical cell, showing the different energy variables. The left-hand side electrode is a reference electrode, and the right-hand side is the working electrode.
directly comparable. The energy of the interface will depend on what chemical potential the hydrogen added to the interface comes from. For a single structure, this energy is given by

\[
G_{\text{int}} = \frac{(G(n,N) - G(0,N))}{N} - n\mu(H^+ + e^-)/N
\]  

(1)

For any simulation, \(G_{\text{int}}\) can be calculated and plotted vs. \(\phi_e\). As seen in Eq. (1), \(G_{\text{int}}\) is also a linear function of \(\mu(H^+ + e^-)\) and the slope is \(n/N\), which is the coverage of hydrogen atoms that have been added to the interface relative to the reference structure \(G(0,N)\). This means that when simulations have been performed on a set of systems, \(G_{\text{int}}\) can be presented as a function of \(\mu(H^+ + e^-)\) and \(\phi_e\) (see Fig. 4A). In order to establish the pH-potential phase-diagram (Pourbaix diagram), one has to first map \(G_{\text{int}}\) on constant-pH planes for a range of pHs. pH is constant as long \(\Delta\phi_e = \Delta\mu(H^+ + e^-)\), so vertical planes (gray plane in Fig. 4A) that fulfill this represents constant pH. Generating the Pourbaix diagram then becomes a matter of picking out the lowest-energy intercepts of \(G_{\text{int}}\) with the various constant pH planes (Fig. 4B).

5. Future developments

5.1. Structural optimization at constant work function

What is described above provides a method for analyzing data, but not a scheme to systematically search for relevant structures. In first principles calculations, the lowest energy structure is normally found by moving the atoms according to the Hellman–Feynman forces. However, in general, the ionic minimization will change \(\phi_e\), which in our case means that the system’s (\(G_{\text{int}}\)’s) position along the \(\phi_e\) axis will change. Furthermore, the number of hydrogen atoms will be constant. Thus, one has to search for structures that minimize \(G_{\text{int}}\) with respect to the ionic structure without changing \(\phi_e\).

So far, the best of the interface methods assume some structure or attribute of the water layer and then calculates the corresponding operating conditions (going from left to right in Fig. 1). While this is fine for benchmarking and comparing to experiment, the information obtained by being able to go the other way (right to left) would be much more valuable. In that case, it would be possible to choose the operating conditions of an experiment and on the basis of calculations directly predict the atomic structure, potentially radically expanding our understanding of the electrochemical interface. This type of search would require methods of grand canonical DFT, which means keeping fixed electrochemical potential and pH during a calculation and is a challenge yet to overcome.

Somewhat the structures should be relaxed under the constraint that the electron work function stays constant, while controlling \(\mu(H^+ + e^-)\). This is different from the approach by Lozovoi et al. [5] where the chemical potential of electrons is constant; however, \(\mu(H^+ + e^-)\) is not controlled. The chemical potential is held constant by adding electrons to the calculation, which complicates controlling \(\mu(H^+ + e^-)\). If protons and electrons are not added to the simulations together, it is difficult to control \(\mu(H^+ + e^-)\). We suggest developing a method to relax structures with constant electron work function and charge, where only the ionic and electronic structures are allowed to relax.

One could think of different ways of accomplishing this. However, the most straightforward solution would probably be to measure the electron work function after each ionic relaxation step and add a penalty in terms of a field acting back on the structure for deviations from the preset (target) work function, similar to the approach in [6]. This will require a second self-consistency loop, where the work function is calculated and compared with the preset value, the corresponding field is

![Fig. 4](image-url) Plot of the interface free energy for three different structures of water with varying amount of hydrogen: (A) in 3D, (B) projected onto the pH = 0 plane, (C) projected onto the \(\phi_e = 4\) eV plane and (D) projected onto the \(\mu(H^+ + e^-) = 0\) eV plane.
calculated and added to the Hellman–Feynman forces, and the atoms are moved according to the new forces, see Fig. 5. The water has a very high number of local minima structures and if supercell is large the lowest energy structure for most work functions is such a minimum. In that case (most cases), the field will not be present when the desired (target) work function is reached and hence not interfere in an artificial manner with the end result.

In order to avoid unwanted metal–field interactions where we end up charging the surface of the metal, the application of the penalty field could be limited to only the electrolyte part of the structure.

The main challenge is that the water structures will have a zoo of local minima structures, and relaxation with the above scheme will just bring the structure to the closest minimum. Therefore, the scheme has to be combined with a method for searching the different structures. This could be an algorithm for perturbing the interface structure and accepting the change if it brings the work function closer to the target value. The scheme could then minimize the energy and/or be combined with a genetic algorithm where the dipole orientation of the water is a fitness criterion.

5.2. Including ions

So far, all ions except protons (or OH\(^{-}\)) have been ignored. We have thus implicitly assumed that those ions do not interact with the interface. This is generally not the case in a liquid electrolyte. In principle, the ions should therefore be included in the same manner as hydrogen atoms. This amounts to calculating \( G_{\text{int}} \) (Gibbs adsorption isotherm) for different amounts of neutral molecules of the ion in the simulations (e.g. Cl if the anion is Cl\(^{-}\)); according to the following equation:

\[
G_{\text{int}} = \left( G(n,x,N) - G(0,N) \right)/N - n\mu(\text{H}^+ + e^-)/N - n\mu(\text{Cl}^- - e^-)/N, \tag{2}
\]

where \( x \) is the number of Cl atoms added to the interface. In experiments, the anions do not represent another degree of freedom. Given a specific acid of a specific concentration, the activities of the anions and the protons are both defined and mutually dependent. In the simulations, however, the anions introduce yet another parameter that has to be varied. In this case, Fig. 4A becomes a four dimensional figure with \( \mu(\text{Cl}^- - e^-) \) being the fourth axis.

For a solid–solid interface, the analysis is a bit easier as the counterions are immobile, which means that one to a good approximation can use the bulk concentration of counter-ions in the interface region as well (micro canonical). In the liquid electrolyte where the system is open for exchanging counter-ions with the bulk the chemical potential of these ions should match the pH.

6. Conclusions

The fact that electrochemical systems are open systems, where the reaction free energy for any reaction is determined by chemical potentials, implies that thermodynamic driving forces obtained directly (without correction) from normal first principles simulations, with fixed number of electrons, can be qualitatively wrong. Different approaches to tackle this issue have started to appear, but none of them include all the thermodynamic constraints imposed on the interface structure by the electrochemical environment. In this mini-perspective, the thermodynamics has been analyzed, and we have suggested a methodology for simulating the electrochemical interface including potential, pH and counter-ions. Furthermore, we have outlined a scheme for optimizing interface structures at constant work function without varying the charge. In the future, such a methodology would enable us to study the atomic-scale nature of electrochemical interfaces.
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ABSTRACT: The structure of an electrochemical interface is not determined by any external electrostatic field, but rather by external chemical potentials. This paper demonstrates that the electric double layer should be understood fundamentally as an internal electric field set up by the atomic structure to satisfy the thermodynamic constraints imposed by the environment. This is captured by the generalized computational hydrogen electrode model, which enables us to make efficient first principles calculations of atomic scale properties of the electrochemical interface.
Introduction

Electrochemical energy storage and consumption in both the power sector and in transportation is gaining increased interest.\textsuperscript{1-4} Batteries and fuel cells are being developed, demonstrated and applied on a growing scale\textsuperscript{5}. Many important chemical reactions in electrochemical devices occur at the interface between electrode and electrolyte.\textsuperscript{6,7} Understanding mechanisms for degradation and enhancement of stability is often the key to a successful electrochemical device, and so is efficient catalysis of the desired reactions. Simulating the interfaces between electrodes and electrolytes on the atomic scale has so far brought further understanding of catalytic surfaces and it is hoped that the same can be achieved for the interface between electrode and electrolyte. The possibility of doing rational design\textsuperscript{8,9} of the electrolyte-electrode combination is of high interest and creates a demand for atomic scale modeling of the interface.

Numerous approaches\textsuperscript{10-17} based on density functional theory (DFT) have been proposed to solve parts of the problem of calculating the atomic scale properties of the electrode/electrolyte interface. Accuracy limitations in the electronic structure calculations may be solved by a growth in available computational resources and algorithms. However, most models lack important thermodynamic constraints\textsuperscript{18} from the electrochemical environment. These thermodynamic constraints include the pH-dependence of the work function. This is a consequence of the thermodynamic analysis\textsuperscript{19} to solve this problem, which is revisited in the present paper. Finite bias transport calculations with non-equilibrium Greens functions\textsuperscript{20} are then done, to include an explicit reference electrode. This is done to demonstrate that the electric double layer of the electrodes set up internal electric fields to satisfy the thermodynamic constraints from the environment. The internal dipole has previously been measured in slab calculations\textsuperscript{13} for the same purpose. The finite bias calculations and the insight that the electric field in the double
layer is an internal field demonstrate that it is accurate to use the vacuum level as the reference in a slab calculation for modeling the electrochemical interface. The simple thermodynamic analysis in the generalized computational hydrogen electrode\textsuperscript{19}, combined with slab calculations, thus provide an efficient way to solve the problem with DFT.

**Theory**

To model the electrochemical interface as a microscopic system given a constant electrode potential and pH, the system should be considered in equilibrium with a reservoir of electrons and a reservoir of protons. The volume, temperature and chemical potentials are fixed, which prompts us to apply the grand canonical ensemble\textsuperscript{21} as sketched in figure 1.

![Diagram](image)

Figure 1: The electrochemical interface micro system in the grand canonical ensemble. The micro system has a fixed volume and it is in equilibrium with a reservoir at a constant chemical potential and temperature. The micro system is open to ions and electrons and the numbers of these inside the microsystem may fluctuate.

Any observable quantity, $A$, of the micro system can be obtained as an average over that property in all the micro states, weighted with respect to their probabilities.
\[ \langle A \rangle = \frac{1}{Z} \sum_i A_i \exp(-\Delta G_i / kT) \]

where \( Z = \sum_i \exp(-\Delta G_i / kT) \) is the grand partition function, the index, \( i \), denote a state, and \( \Delta G_i \) is the free energy of the state \( i \) relative to a reference state, e.g. \( \Delta G_i = G_i - G_{\text{ref}} \). Every state is characterized by a set of atomic positions and it has some number of protons and electrons.

To determine \( \langle A \rangle \) at a given pH and electrode potential, the key is to know \( \Delta G_i \) of every state as a function of pH and electrode potential. In the following it is shown how \( \Delta G_i \) is calculated.

The micro system, (sketched in figure 1), is open to protons and electrons and every micro state could have any number of those particles. However the electrode and the electrolyte both conduct electrons and ions, respectively. The interface must therefore be charge neutral on the macroscopic scale. The micro system is modeled with periodic boundary conditions and must also be charge neutral. It is therefore a practical issue, when modeling, that the micro system is large enough, that total charge fluctuations can be neglected. In the present model, the system only exchanges protons and electrons in equal numbers.

\[ n_{i,H^+} = n_{i,e^-} = n_i \]

where \( n_{i,H^+} \) is the number of protons, is the \( n_{i,e^-} \) number of electrons and \( n_i \) is the number of hydrogen atoms in state \( i \). In the grand canonical ensemble, the relative free energy of the \( i \)th state is

\[ \Delta G_i = \Delta E_i + \Delta ZPE_i - T\Delta S_i - n_i(\mu_{H^+} + \mu_{e^-}) \]  \hspace{1cm} (1)

where \( \Delta E_i \) is the difference in internal energy of state \( i \) relative to the reference state, e.g. \( \Delta E_i = E_i - E_{\text{ref}} \), and \( n_{\text{ref}} = 0 \). \( \Delta ZPE_i \), is the difference in zero-point energy, \( T\Delta S_i \) is the difference in entropy and \( \mu_{H^+} \) and \( \mu_{e^-} \) are the chemical potentials of the proton and electron reservoirs, respectively. It does not matter to the last term in equation (1), where in the micro system, the proton and the electron are located – the references are the same reservoirs. The difference in
energy between protons and adsorbed hydrogen only enters in the first three terms of equation (1). To relate the energy of the reservoir of electrons and protons to something observable, a reference electrode is introduced. The reversible hydrogen electrode (RHE) is defined by the equilibrium \( \frac{1}{2} \text{H}_2 (g) \leftrightarrow \text{H}^+ (aq) + e^- (s) \), where the electrons are at the Fermi level of the reference electrode, \( \mu_{\text{e}}^{\text{ref}} \), and protons are present in the electrolyte and \( \text{H}_2 \) is present at 1 atm\(^2\).

This means\(^{21}\)

\[
\mu_{\text{H}^+}^{\text{ref}} + \mu_{\text{e}}^{\text{ref}} = \mu_{\text{H}_2(g)} / 2 \tag{2}
\]

\( \mu_{\text{H}^+} \) is assumed to be the same for the working and reference electrodes, since the both electrodes are in contact with the proton reservoir through the electrolyte, which is in equilibrium, so \( \mu_{\text{H}^+}^{\text{ref}} = \mu_{\text{H}^+} \). The position of \( \mu_{\text{e}} \) relative to \( \mu_{\text{e}}^{\text{ref}} \) can be measured, since \( -eU_{\text{RHE}} = \mu_{\text{e}} - \mu_{\text{e}}^{\text{ref}} \), where \( U_{\text{RHE}} \) is the voltage between the electrodes. Inserting this into equation (2) leads to

\[
\mu_{\text{H}^+} + \mu_{\text{e}} = \mu_{\text{H}_2(g)} / 2 - eU_{\text{RHE}}
\]

The chemical potential, \( \mu_{\text{H}_2(g)} \), of \( \text{H}_2 \) in the gas phase can be obtained from standard thermodynamic tables. This is inserted into (1) to get \( \Delta G_i \) as a function of \( U_{\text{RHE}} \):

\[
\Delta G_i = E_i(n) - E_{\text{ref}}(n=0) + \Delta ZPE_i - T\Delta S_i - n(\mu_{\text{H}_2(g)} / 2 - eU_{\text{RHE}})
\]

where \( E_i(n) \) is the internal energy of state \( i \), and \( E_{i=0}(n=0) \) is the internal energy of a reference state of the interface. This is the Computational Hydrogen Electrode\(^{23,24}\) (CHE) scheme, where \(-eU_{\text{RHE}}\) is usually written as a chemical potential relative to \( \text{H}_2 \) at standard conditions, i.e.

\[
\mu_{\text{H}^+} + e^- = -eU_{\text{RHE}}.
\]

\( U_{\text{RHE}} \) is defined at arbitrary pH, so the effect of pH cannot be separated from the effect of electrode potential in the framework of the CHE.
To understand the effect of pH on the micro system, it is therefore necessary to generalize the CHE to unfold the effects of the pH and $U_{\text{RHE}}$, on the ensemble of states and the free energies $\Delta G_i$. This was done previously,$^{19}$ in line with Trasatti’s$^{25}$ absolute hydrogen electrode, and it is reviewed in the following.

To understand the relation between pH and $\mu_{H^+ + e^-}$, it is helpful to consider the Born-Haber cycle in figure 2 for insertion of $H^+ + e^-$ into the micro system.

$$
\mu_{H^+ + e^-} = \Delta_d G + \Delta_i G - \varphi_{e^-} - \varphi_{H^+}
$$

(3)
For convenience, the vacuum level in figure 2 is chosen to be the near field vacuum level, where a charged particle is in vicinity of the infinite extended surface. This is convenient, because $\phi_e$ is then the near field work function of the working electrode, which can be obtained from a DFT calculation. The thermodynamic analysis would give the same result, if the vacuum level was the one infinitely far away in space.

The chemical potential of protons is constant throughout the equilibrated electrolyte. In a conductive medium, any electric fields are screened out at the interfaces, in water within a distance of up to around 1µm. That means there can be no difference in the near field vacuum level for protons (and thereby also electrons) outside the two electrodes, as shown in figure 3.

If pH = 0 and $U_{RHE} = 0$, then

$$0 = \Delta_dG + \Delta_iG - \phi_{SHE} - \phi^0_{H^+}$$

(4)
where $\phi_0^+$ is the work function for the proton at pH = 0, and $\phi_{SHE}$ is the work function of the standard hydrogen electrode, which is between 4.44 eV and 4.85 eV according to experiments\textsuperscript{25}.

The free energy of the proton in aqueous solution is stabilized by 2.3 k T per pH unit, thus

$$\phi_H^+ - \phi_0^+ = 2.3 \text{ k T pH} \quad (5)$$

Adding $\phi_H^+$ to equation (4) gives:

$$\phi_H^+ = \Delta_d G + \Delta_i G - \phi_{SHE} - \phi_0^+ + \phi_H^+$$

Inserting equation (5):

$$\phi_H^+ = \Delta_d G + \Delta_i G - \phi_{SHE} + 2.3 \text{ k T pH}$$

And inserting that into equation (3) gives the final result at all pH and $U_{RHE}$:

$$\mu_{H^+ + e^-} = \phi_{SHE} - \phi_{e^-} - 2.3 \text{ k T pH} \quad (8)$$

In the case of pH = 0, we have $\mu_{H^+ + e^-} = -eU_{RHE} = -eU_{SHE}$ and:

$$eU_{SHE} = \phi_{e^-} - \phi_{SHE}$$

If one specifies a constant pH and $U_{RHE}$, it is clear from equation (8) and figure 2, that a constraint is imposed on the work function of the interface. The physical consequence of this is that a variation in pH, while at a constant $U_{RHE}$ changes $\phi_{e^-}$ and thus changes the dipole of the water in the interface layer\textsuperscript{19}. Variation in pH manifests itself in the double layers as a variation in dipole and thereby atomic structure. The uncertainty to $\phi_{SHE}$ does not cancel out, when relating individual atomic structures to electrode potential and pH, but if trends depend only on differences in work function, then the error cancels out. One may now write up a partition function, $Z(pH, \phi_{e^-})$, for a given pH and $\phi_{e^-}$ and the free energy of a state can be written $\Delta G_i = \Delta G^\text{int}(pH, \phi_{e^-})$, following the notation from previous papers\textsuperscript{26}. In the following, density functional theory (DFT) calculations are presented to understand the consequence which this thermodynamic analysis has on the behavior of the interface.
$\Delta G_{\text{int}}(\text{pH}, \phi_{\text{e}^-})$ may be obtained from DFT calculations for any given micro state as a function of pH and electrode potential. Any microscopic property, $<A>$, of the electrochemical interface, may then be calculated if all relevant states are considered. The near field work function of the electrode, $\phi_{\text{e}^-}$, is $\phi$ in the vacuum beyond the water layer minus the Fermi level, which is shown in green. The inset shows the atomic-scale Au(111) | water interface. Au atoms are golden colored, O atoms are red and H atoms are white.

$\Delta G_{\text{int}}^\text{eff}(\text{pH}, \phi_{\text{e}^-})$ may be obtained from DFT calculations for any given micro state as a function of pH and electrode potential. Any microscopic property, $<A>$, of the electrochemical interface, may then be calculated if all relevant states are considered. The near field work function $\phi_{\text{e}^-}$ can be obtained for a given micro state using a DFT calculation by taking the difference between the near field vacuum level and the Fermi level in a half cell configuration as shown in figure 4. This calculation has periodic boundary conditions in the plane. Non-periodic boundary conditions were used in the out-of-plane direction with a dipole correction.

Figure 4: The electrostatic potential energy, $E_{\text{H}}$, of a metal water interface structure averaged in the XY dimension and plotted versus the position out-of plane to the surface (Z). The near field work function of the electrode, $\phi_{\text{e}^-}$, is $\phi$ in the vacuum beyond the water layer minus the Fermi level, which is shown in green. The inset shows the atomic-scale Au(111) | water interface. Au atoms are golden colored, O atoms are red and H atoms are white.
The relative free energies, $\Delta G_i$, of an interface structure at a known pH and $U_{RHE}$ can then be calculated from DFT using $^{26}$

$$
\Delta G^{\text{int}}(\text{pH}, \varphi_{e^-}) = (E(n, \varphi_{e^-}) - E(n=0)) + \Delta ZPE_i - T\Delta S_i - nG^0_{H2}/2 - n\mu_{H^+} + e
$$

The first five terms, $(E(n, \varphi_{e^-}) - E(n=0, \varphi_{e^-})) + \Delta ZPE_i - T\Delta S_i - nG^0_{H2}/2$, are the relative free energies of each state at standard conditions and 0 V vs RHE.

In the following, it is shown how the net dipole of the interface is constrained by the chemical potentials of the environment.

**Results & Discussion**

The electrostatic potential for a full electrochemical cell under finite bias is calculated for three situations, which are explained in this section. 1) Both electrodes are at the equilibrium potential of the standard hydrogen electrode, 2) a bias is applied without changing the atomic structure of the interface, and 3) the same bias is applied while the atomic structure has been changed to satisfy the constraints imposed by the external chemical potentials.

The finite bias calculation is carried out using non-equilibrium Green’s functions and DFT (NEGF+DFT), implemented in the Transiesta $^{20,28,29}$ code. This type of calculations is frequently applied for nano-electronics. In NEGF-DFT calculations, the electrodes are semi-infinite, meaning the boundary conditions of the left and right side of the full cell structure are calculated from a NEGF-DFT calculation of the infinite continuation of the outermost three atomic layers, (in this case Au(111)). The bias is defined as $U = (\mu_L - \mu_R)/e$ where $\mu_{L/R}$ denotes the electronic chemical potential of the left/right electrode. These electronic chemical potentials set the boundary conditions for the electrostatic potential. Thus $U = U_{RHE}$. In the central region (the full cell structure), NEFG-DFT calculations uses Green’s functions instead of wave functions. The Green’s functions, $f_G(E)$, for the central region can be written
\[ f_G(E) = [E S - H_C - \Sigma_L(E) - \Sigma_R(E)]^{-1} \]

Where \( E \) is the energy, \( S \) is the overlap and \( H_C \) is the Hamiltonian of the central region and \( \Sigma_{L/R} \) are the sums of the lead self-energies. The Greens’s function are converged equivalently to the usual self-consistency cycle: \( f_G \rightarrow n(r) \rightarrow v(r) \rightarrow H_C \rightarrow f_G \). A set of slab/water structures were initially calculated with standard DFT, as shown in figure 4, with varying water orientations and varying net dipoles. The parameters and details for the DFT calculations can be found in the supplementary material. For each slab calculation, a full cell system was set up with the slab/water system as the working electrode on the right, while the left electrode was kept constant as a half cell structure with a work function of \( \varphi_{\text{SHE}} = 4.44 \) eV, representing the reference electrode. Atomic structures for the full cell calculations were made by interfacing the two half-cell systems including the 20Å of vacuum between the electrolyte layers as shown in figure 5, but excluding the vacuum on the backside. Let us first consider an electrochemical cell with \( U = 0 \). The planar averaged electrostatic potential is calculated as

\[
\overline{E}_{\mu}(Z) = \int_{X,Y} E_{\mu}(X,Y,Z)dXdY
\]

from the NEGF-DFT calculations using the Macroave code from Junquera et al.\textsuperscript{30,31} and is shown in figure 5 together with the Hartree potentials from half-cell calculations. In system 1) with \( U = 0 \) V, the net dipole moments in the \( z \) direction on the two electrodes are identical. Identical atomic structures to set up those identical dipole moments and the Hartree potentials plotted with each electrode are from the same half cell calculation.
The Fermi levels on either electrode are at the same level, and the field in the vacuum is zero. If a voltage is now applied to this atomic structure, situation 2) arises, which is shown in figure 6.

**Figure 5:** Situation 1) The electrostatic potentials, $E_{H}$, of the full cell NEFG-DFT calculation (blue line), and the reference half cell calculations (green lines, left and right). The Fermi levels is shown for each electrode with a thick line. The two electrodes are the same atomic structure which has a work function of 4.44 eV. The absolute positions of the Transiesta Fermi levels are plotted with reference to the deformation potential, $\delta V$, averaged in a single atomic layer in the left electrode. $\delta V = E_{H} - E_{NA}$, where $E_{H}$ is the electrostatic potential and $E_{NA}$ is the neutral atom potential extracted from Transiesta.\textsuperscript{41,30}

The Fermi levels on either electrode are at the same level, and the field in the vacuum is zero. If a voltage is now applied to this atomic structure, situation 2) arises, which is shown in figure 6.
In situation 2) shown in figure 6, the field in the vacuum is no longer zero. Thus the near field vacuum levels are different on the two electrodes. In this situation, the protons are therefore not at the same chemical potential outside the two electrodes. Any atomic interface structure with $\phi_e$ different from $4.44 \text{ eV} - eU_{\text{RHE}}$ results in a non-zero field, as shown by comparing NEGF-DFT calculations with slab calculations (See figure 5, 6 and 7). The only way for the field to be zero in the vacuum, is the fulfillment of equation (8)

$$U = (\phi_e - \phi_{\text{SHE}})/e$$

Situation 3) is such an equilibrated state. This is shown in figure 7, in which the atomic structure of the working electrode has been exchanged to one with a work function of 2.43 eV, so equation (8) is fulfilled.

**Figure 6:** Situation 2) The same full cell atomic structure and half cell calculations as in figure 5. However the bias in the full cell calculation is now $U = -2.01 \text{ V}$. As observed on the electrostatic potential of the NEGF-DFT calculation (blue line), a non-zero electric field therefore remains between the electrodes due to the difference in Fermi levels (shown as thick horizontal lines). The position of the potentials of the working electrode half cell (right) is such that the Fermi level (thick green line) is 2.01 eV higher than on the reference.
Thus, as shown in figure 7, the vacuum levels are again aligned, and the protons outside either electrode are in equilibrium. The physical consequence of this is that equation (8) is a condition on the work function, which the interface can only obey by redistributing charges internally by reorganizing the atomic structure. All states where equation 8 is not fulfilled correspond to a state that is not in thermodynamic equilibrium. It is therefore reasonable to construct the thermodynamic ensemble, only of states obeying this constraint. Slab/water calculations, where the work function is calculated are therefore sufficient to model the effect of electrode potential and pH. This is fortunate, since they are much more computationally efficient than full cell NEGF-DFT calculations. As seen in figures 5, 6 and 7, the vacuum levels in the Transiesta NEGF-DFT calculations consistently come out lower than in the GPAW slab calculations, compared to the respective Fermi levels. In both codes, the basis sets are the default double zeta...
polarized, but they are likely not identical since the cutoff radii of the basis functions can be different. A too small cut off radius can cause the work function to be underestimated because the electronic spillout is too small. However, differences in work function seem to come out identical, since there is consistency between applied bias in NEGF-DFT calculations and slab calculations, and this consistency would not otherwise be there.

The physical consequence from this model is that the electric double layer sets up an internal electric field due to the constraints from the chemical potentials. Influences of the external electric field should be omitted for the following reason: Typical voltages between electrodes in electrochemistry are on the order of 1 V, and dimensions of the electrolyte phase are typically in centimeters and at least microns. A molecule, aligning to such an external electric field therefore only gains a reorientation energy in the order of $1e \times 1 \text{ Å} \times (1 \text{ V} / 1 \mu \text{m}) = 10^{-4} \text{ eV}$, which is $\sim 2$ orders of magnitude smaller than $kT$. Furthermore, by applying the dipole correction into the periodic DFT simulation, a much larger external field is set up, still with negligible effect on the energies.

Under increasing cathodic polarization, the internal dipole fulfilling equation 8 could be set up by water molecules pointing H more away from the surface. An increasingly anodic polarization would have the opposite effect. This is because the half cell interface with cathodic polarization has a small work function compared to the reference electrode. Anodic polarization would result in a half cell structure with a larger work function and water pointing H towards the surface. The effect of ions and electrons on the internal dipole of the interface may however be huge, and it is elaborated further upon in the following.
Introduction or removal of one $\text{H}^+ + e^-$ in the system adds much larger change to the net dipole moment than the reorientation of one water molecule. In the half cell DFT calculation, an excess hydrogen atom present in the electrolyte layer, causes approximately one electronic charge to appear on the metal, while the proton in the electrolyte layer has a positive charge. In the same manner, creating a hydrogen deficient system results in electrons being transferred to a solvated hydroxide from the electrode. These are the most stable solutions to the electronic structure problem and this effect is captured by DFT\textsuperscript{32}, as long as the electrolyte band gap straddles the Fermi level\textsuperscript{33}. An extra proton and electron yields a dipole pointing \textit{away} from the surface and a smaller work function, like the water molecule pointing H \textit{away} from the surface. The opposite is the case if an OH\textsuperscript{-} is present in the electrolyte. Charge neutrality of the interface system is always conserved due to the assumption of a conductive electrode and conductive electrolyte. In figure 8, equivalent NEFG-DFT calculations to the above is as presented for an added proton+electron in the working electrode interface.
Since the introduction of a $H^+ + e^-$ is stabilized by cathodic potentials, the proton may provide a large enough net dipole to counter the dipole moment of several water molecules pointing H towards the surface. This, along with attraction from the excess surface electron, may yet again yield the result that water molecules are stable in an orientation with hydrogen towards the surface under cathodic potentials, as has been suggested by some experiments\textsuperscript{34}. This orientation is not due to an excess free charge in the present model and it is not due to any external electric field. It is rather due to a thermodynamically more stable distribution of the total charge including protons+electrons or other neutral ion and electron combinations.

Conclusions

In summary it has been demonstrated that the electric double layer has an internal electric field, set up by the interface atomic structure that keep the electrolyte in equilibrium. This is a thermodynamic consequence in the generalized computational hydrogen electrode model. The model was revisited in this paper and derived from statistical physics, definitions of the

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Planar averaged electrostatic potentials, $V_H$, of the electrochemical cell (blue line), the reference half cell system (green line, left), and the right hand half cell, which has a proton in the electrolyte (green line, right). The work function of the right half cell is 4.98 eV, and $U = +0.54$ V. The Fermi levels are shown for each structure with a thick horizontal line.}
\end{figure}
electrochemical standard and reversible hydrogen electrodes and the assumption that the conductive electrode and conductive electrolyte keep equilibrium within the electrolyte and within the electrodes, and that they keep the micro system charge neutral. Finite bias NEGF-DFT calculations on a full electrochemical cell setup have been compared with half cell calculations to demonstrate that the internal electric field, set up in the double layer must be self consistent with the electrode potential. This demonstrates that half cell calculations with the generalized computational hydrogen electrode analysis is an efficient and effective method for the purpose of calculating properties of the electrochemical interface on the atomic scale.
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Abstract

A method for ab initio simulations of the aqueous electrochemical interfaces on the atomic scale is presented as a proof of concept. This simulation unfolds the effects of pH and electrode potential using a generalized computational hydrogen electrode. The liquid structures of the solvent is included with the use of molecular dynamics, to sample an ensemble of thousands of microstates. A Metropolis Monte Carlo algorithm is applied to calculate the probability weight function at constant pH and electrode potential from the ensemble. Several atomic-scale quantities are calculated for our model system, water / Au(111), as averages over the grand canonical ensemble. The only inputs to the model are the fundamental assumptions of an equilibrated solvent and the dimensions of the micro system and unit cell. As outputs, the model gives potentials of zero charge, potentials of maximum entropy, Frumkin isotherms and differential capacities as a functions of pH and electrode potential. It produces the Nernstian pH-behaviour of the potential of zero total charge and non-Nernstian behaviour for the potential of zero free charge, which is observed experimentally from cyclic voltammetry on single crystals. These results demonstrates the potential usefulness of the generalized computational hydrogen electrode analysis with density functional theory to study liquid / metal electrochemical interfaces.
INTRODUCTION

Electrochemical energy conversion and storage will become an increasingly important part of the future energy system. The actual energy conversion occurs in the electrochemical reactions on the interface between the electrolytes and electrodes. Being able to determine the properties of the electrochemical interface from first principles is therefore of high interest in the electrochemistry community. Understanding the interfaces in ever greater detail has been a challenge for electrochemistry for decades[1, 2]. It is known that macroscopic properties such as pH and concentrations of ions govern reaction rates through changes happening in the interface on the molecular scale[3–5]. However, the structure of the atomic scale metal water interface is very difficult to obtain information about from experiments, since the observables in electrochemical experiments are primarily the current and voltage, which only provides indirect information.

The present work presents and tests a scheme using density functional theory to reproduce pH dependent behaviour of the aqueous electrochemical interface, with water / Au(111) as the case study. First, the theory of the generalized computational hydrogen electrode is reviewed, secondly a simple method for sampling of the interface partition functions is presented, and finally, observables calculated as weighted averages are evaluated and compared to experiments.

THEORY

Observables or quantities from the micro system can be calculated as averages over all the states, the micro system can be in. The probability weight function in this sampling is the Boltzmann factor. For a quantity of interest, $A$, this is written

$$\langle A \rangle = \sum_{i} A_i p_i$$

(1)

$$p_i = \frac{\exp \left[ -G_i / k_B T \right]}{Z}$$

(2)

$$Z = \sum_{i} \exp \left[ -G_i / k_B T \right]$$

(3)

where $Z$ is the grand partition function, $p_i$ is the probability of state $i$ and $\Delta G_i$ is the free energy of the state. If an ensemble containing all relevant states is known and if the free
energy of all the states is known at the given pH and electrode potential surrounding the interface, then $< A >$ can be calculated. The interface micro system can be modelled as an extended metal/water slab with variable numbers of protons and electrons[6]. In the slab model, periodic boundary conditions are used in the plane, while the slab is surrounded by vacuum in the out-of-plane dimension, and non-periodic boundary conditions are used with a dipole-correction[7]. (See figure 1).

The integral free energy, $G^{\text{int}}$, of each state is according to the usual Computation Hydrogen Electrode[8] scheme:

$$G^{\text{int}} = E(n) - E(n = 0) + ZPE - TS - n(G_{H_2}^0 - \epsilon U_{RHE})$$

(4)

where $E(n)$ is the energy obtained from the density functional theory, $n$ is a number of hydrogen atoms added to the interface. $G_{H_2}^0$ is the free energy of H$_2$ (g) at standard conditions, obtained from a DFT calculation and thermodynamic tables. Three assumptions are made in the original Computational Hydrogen Electrode:

1. The bulk electrolyte is in equilibrium.
2. The interfaces are in equilibrium with the bulk electrodes and the electrolyte surrounding them.
3 The relative free energy of each state is independent of pH and electric fields\cite{9}.

If $G^{\text{int}}$ is dependent on electric fields, as in the case of water structures, the Generalized Computational Hydrogen Electrode must be used\cite{10}. This replaces assumption 3 with assumption 4

4 The interface region is charge neutral and large enough to screen charges.

Macroscopically, it is trivial, that the interface region is charge neutral, since it is surrounded by and in equilibrium with charge conducting media. Then it is a practical question to use sufficiently large models in the computations, to allow sufficient room for charges and counter charges. Assumptions 1, 2 a 4 leads to a constraint on the interface and that leads to:

$$eU_{\text{RHE}} = \phi - \phi_{\text{SHE}} + 2.303k_B T \cdot pH$$

where $\phi$, is the work function and $\phi_{\text{SHE}}$ is the work function of the electrode at pH = 0 and $U_{\text{SHE}} = 0$V. The reader is referred to these recent papers for the derivation\cite{10, 11}. Equation 5 also reflects the connection between work function and electrode potential, which is well known in the experimental literature\cite{12, 13} as an absolute electrode potential.

From simulations, the work function can be obtained from the planar averaged electrostatic potential and the Fermi level using:

$$\phi = <\Phi_{x,y}(z_{\text{max}})> - E_F$$

$$<\Phi_{x,y}(z)> = \int_{x,y} \Phi(x,y,z) dx dy$$

where $\Phi(x,y,z)$ is the electrostatic potential, which can be calculated for each micro state by DFT, (See figure 1). Inserting equation (5) into (4), the free energy of a micro state is written

$$G^{\text{int}} = E(n) - E(n = 0) + ZPE - TS - n(G^0_{\text{H}_2} + \phi_{\text{SHE}} - \phi - 2.303k_B T \cdot pH)$$

In reality, equation 5 acts as a constraint on the macroscopic interface, so in the limit of large unit cells, it must hold. In the present work, it was not possible to evaluate the effects of unit cell size, so the rest of the analysis assumes, that the unit cell is large enough.
METHOD

To create an ensemble of structures, and to calculate the grand partition function, \( Z \), Ab Initio Molecular Dynamics (AIMD) was employed. Trajectories containing from -6 to +6 extra hydrogen atoms were made. The hydrogens were included as specifically adsorbed H* and with and without one solvated proton. The electrode surface was represented by a four atomic layer Au(111) slab in a \( 3 \times 4 \) orthogonal super cell. The electrolyte layer included 24 water molecules ± the above mentioned hydrogen atoms. In addition, the vacuum interface was kept by a constrained layer of 8 water molecules in a hexagonal structure with close to zero net dipole moment out of the plane.

Figure 2 shows the free energy of all the individual snapshots sampled from molecular dynamics at pH 0 and pH 14. The integral free energy, \( G^{\text{int}} \) is calculated using equation (8). The value for \( \phi_{\text{SHE}} \) is between 4.44 eV and 4.85 eV according to experiments[13, 14]. Capturing work functions accurately using DFT requires that the electron spill-out from the interface is well described. In the present calculations, it was most feasible to use localized basis sets which resulted in underestimated the work functions for all the structures. Therefore a lower value of 3.9 eV was used for \( \phi_{\text{SHE}} \). This choice will be evaluated further in the discussion.

The time step for the dynamics was 0.5 fs and a Berendsen thermostat was employed with characteristic time constant of 1000 fs, to keep the temperature at 300K in all trajectories. A total number of 90000 states were generated. The electronic structure in every time step was calculated by density functional theory using the GPAW[15, 16] code. To reduce the total energy oscillations, the convergence criteria for the density was tightened to \( 2 \cdot 10^{-5} \text{ Å}^3 \), which ensured higher self-consistency in calculation of the forces, still without compromising efficiency too much. The exchange-correlation contribution to the energy was represented using the RPBE functional[17]. Single electron wave functions were expanded in localized atomic orbitals (LCAO) with the double-zeta-polarized basis set[18]. The k-point sampling was \( 3 \times 3 \times 1 \). In the out-of-plane direction, the boundary conditions were non-periodic and the Bengtsson dipole correction[7] was used for the electrostatic potential.
FIG. 2: Calculated $\Delta G^{\text{int}}$ versus $U_{\text{SHE}}$ and $U_{\text{RHE}}$ (bottom and top axis respectively) for all atomic structure states, sampled from molecular dynamics. $n/N$ denotes the number of $H$ atoms added to the neutral water system, and this value is shown for every state by color as indicated by the colorbar. The two plots show projections of $\Delta G^{\text{int}}$ onto pH 0 (left panel), and pH 14 (right panel).

In the following, it is shown how the pH-dependent grand canonical averages were obtained from the molecular dynamics trajectories.

A Posteriori Analysis

Calculating any atomic-scale quantity requires an ensemble with the correct averages of surface coverage and proton excess, at any given electrode potential and pH. This is not already achieved by averages of a raw ensemble, consisting of all states from the trajectories. It is our choice how long simulation time is given to each trajectory and thereby how many states are tried at each coverage. Our solution to this problem is to calculate the probability weight function using a grand canonical Metropolis Monte Carlo algorithm that walks around in all the states that are sampled. The probability, $\pi_{ij}$, to walk from an accepted state $j$ to a trial state $i$, and add $i$ to the new ensemble is a piecewise function of the difference in free energy:

$$\Delta G^{\text{int}}_{ij} \leq 0 \Rightarrow \pi_{ij} = 1 \quad (9)$$

$$\Delta G^{\text{int}}_{ij} > 0 \Rightarrow \pi_{ij} = \exp \left( -\frac{\Delta G^{\text{int}}_{ij}}{k_B T} \right) \quad (10)$$
where \( \Delta G_{ij}^{\text{int}} = \Delta G_i^{\text{int}} - \Delta G_j^{\text{int}} \). By moving between trajectories, the trial step can add or remove 0, 1, 2 or 3 protons+electrons or adsorbed H, all at equal attempt probabilities. Such a set of trial steps yield at least a quasi ergodic Markov chain[19], and therefore it gives the correct relative probabilities of occurrence for the states in the annealed ensemble. \( \Delta G^{\text{int}} \) of each state is only calculated relative to states with the same work function. This is achieved by binning the states according to the \( \phi_e \) value, resolved in 256 bins. In essence, \( \Delta G_i^{\text{int}}(\phi_i) = \Delta G_i^{\text{int}}(\phi_i) - \min(\Delta G_i^{\text{int}}(\phi_i)) \), where \( \min(\Delta G_i^{\text{int}}(\phi_i)) \) is the lowest free energy of any state in the bin with work function \( \phi_i \). Annealed ensembles are generated for each pH value, and the free energies should ideally follow a Boltzmann distribution. An example of a distribution of \( \Delta G^{\text{int}} \) after annealing is shown in figure 3 for pH = 14.

![Figure 3: Histogram of free interface energies in the annealed ensemble at 300K.](image)

The distribution in figure 3 is not far from the ideal Boltzmann distribution, but a notable deviation is visible: The first bin is much higher than the rest of the distribution, which indicate that trial the Monte Carlo algorithm too often ends up the minimum energy states. The free energy is also plotted versus electrode potential for ensembles resulting from the annealing in figure 4, (a) for pH = 0 and (b) for pH = 14.

Comparing figure 4 with figure 2, an overview is obtained over which states remains after the Metropolis Monte Carlo annealing. As an example, consider that states with high number of hydrogens at a very anodic potential are non-existent in the annealed ensemble, as would be expected in the real system. The Monte Carlo annealing effectively filters away all states, which are irrelevant or improbable, because they are unstable, at that pH and potential.
FIG. 4: Calculated $G^{\text{int}}$ versus $U_{\text{SHE}}$ and $U_{\text{RHE}}$ (bottom and top axis respectively) for all atomic structure states, sampled from molecular dynamics and annealed to 300K with a Grand Canonical Monte Carlo sampling. $n/N$ denotes the number of H atoms added to the neutral water system, and this value is shown for every state by color as indicated by the colorbar. The two plots show projections of $G^{\text{int}}$ onto pH = 0 (left panel) and pH = 14 (right panel).

As explained in previous papers[10, 11], the pH effect enters through the relevant set of states at a given electrode potential. E.g., states at 0V versus RHE and pH=0 have a calculated work function of 3.9 eV, while states at 0V vs RHE at pH = 14 have a work function of $3.9 + 2.3k_B T \cdot 14 \approx 4.7$ eV. If energies of some structures depend on the work function, they will be more or less likely to appear in the annealed ensemble lower or higher pH’s. In addition, relative frequencies of occurrence in the dynamics simulation carry over in the Monte Carlo annealing, thereby capturing any entropy dependence on the interface dipole and the work function. Water structures and surface species that are field dependent on the atomic scale, are thereby pH-dependent in grand canonical macroscopic scale.

Any static atomic-scale properties of the interface, as a function of pH and electrode potential, can now be calculated from the annealed ensembles. Properties that are dynamic and dependent on the trajectories cannot currently be calculated.
RESULTS

Simulations of several experimentally observable quantities are presented and the trends are compared to experiments. These include the Gibbs isotherms, differential capacitances, the potentials of zero charge and potential of maximum entropy. They are all evaluated as grand canonical averages based on equation (1).

First, the Gibbs isotherms are presented. They are calculated as the average value of \( n/N \) from the annealed ensemble. This is from the equivalent to:

\[
<n/N> = \frac{1}{Z} \sum_i \frac{n_i}{N_i} \exp \left( -G_{i}^{\text{int}}(pH, \phi_e) / k_B T \right)
\]

(11)

The surface coverages for hydrogen, \( \theta_H \), or oxide species, \( \theta_{OH} \), or the proton excess, \( \Gamma_{H^+} \), may be inserted instead of \( n/N \) to calculate their respective isotherm. The proton excess is plotted in figure 5a, and the OH coverage is plotted in figure 5b. An equivalent plot of the hydrogen surface coverage can be found in the supplementary information, but it is virtually identical at all pH values from 0 to 14.

(a) Simulated proton charge isotherms at pH=0 and 14.

(b) Oxide species isotherm at pH=0 and pH=14.

FIG. 5: Simulated Gibbs isotherms, calculated using equation 11.

The isotherms are not directly observable in experiments. They are inferred from cyclic voltametry (CV) by calculating the differential capacitance from the current, \( j \), and the scan
speed, v:

\[ C = \frac{j}{v} \]  \hspace{1cm} (12)

Integrating the experimental differential capacity from the point of zero total charge, \((PZTC)\), to \(U\), leads the total charge, \(\sigma_{Total}(U)\). This is written:

\[ \sigma_{Total}(U) = \int_{PZTC}^{U} C\,dU \]  \hspace{1cm} (13)

The differential capacity, \(C\), may be evaluated from the present calculations using:

\[ Q = e < n/N > \]  \hspace{1cm} (14)

\[ C = \| \frac{dQ}{dU} \| \]  \hspace{1cm} (15)

where \(e\) is the unit charge. \(C\) is plotted for three different pH values in figure 6a. In figure 6b, \(C\) is plotted for pH = 8 together with experimental data in neutral solution.

Including the differential capacitance of protons + electrons in the simulations corresponds to an apparent electro-valency of 1 for proton insertion in experiments.

**DISCUSSION**

**Simulated Cyclic voltammetry**

The isotherms contain three distinct plateaus, which are due to either hydrogen species, no species or oxide species. A wide potential range of zero proton excess and zero surface coverage is observed. On the RHE scale, the proton excess exhibit pH dependent behaviour with a clear shift towards higher potential as the pH is increased. However, the surface adsorption isotherms are almost identical at pH = 0 and pH = 14.

Experimental cyclic voltammograms on Au(111) shows an oxidation region, which is asymmetric in the potential axis[22–24], and a hydrogen evolution region. No underpotential deposition of hydrogen is observed on Au(111)[23]. Experimentally, the hydrogen evolution reaction shows pH-dependence on several transition metals[4]. Recent electrochemical studies also suggest, that underdeposited hydrogen is stabilised by higher pH[25] on these transition metals.
(a) Specific capacities plotted against potential versus SHE at various pH. Three main capacities appear. The first indicates equilibrium potential of adsorbed H, the second is proton charge, and the third indicates *OH formation.

(b) Black lines: Simulated specific capacity at pH 7. Blue dashed lines: Experimental differential capacitances from CV’s in 0.1M NaClO₄ by Hamelin et al.[20] in the oxidising region, and in the HER region by Wang et al.[21] measured in 0.5M H₂SO₄, plotted on the RHE axis. The high potential regions, marked by red dotted lines are very large and are therefore divided by 10 in the plot.

FIG. 6: Specific capacities, calculated from numerical differentials of < n/N >.

Observing the OH adsorption region, OH starts to adsorb at around +0.8V vs. RHE. Chemisorption of OH has been reported not to appear in the ORR region in alkaline.[26] Comparing to the CV’s by Climent et al.[27], the features also seem well reproduced. However, differences in the CV’s depending on cations are significant, and they are not captured by this simulation, because no states with cations were included.

To understand the Gibbs isotherms and the simulated cyclic voltammograms in better detail, it is useful to consider the free energies of adsorption. Integral free energies are first calculated by averaging $G^{nt}$ from the constant n subsets that were sampled from the dynamics simulations, i.e:

$$< G^{\text{int}} >(n, \phi_e^-, pH) = \frac{1}{Z} \sum_i G^{nt}_i \exp \left( \frac{G^{\text{int}}_i(n, \phi_e^-, pH)}{k_B T} \right)$$  (16)
The reference for the integral free energies is set to be the averaged $G^{\text{int}}$ of the subset with a clean surface:

$$< \Delta G^{\text{int}} > (n, \phi_{e-}, pH) = < G^{\text{int}} > (n, \phi_{e-}, pH) - < G^{\text{int}} > (n = 0, \phi_{e-}, pH)$$ (17)

The differences are taken to get the differential free energies:

$$< \Delta G^{\text{diff}} > (n, \phi_{e-}, pH) = < G^{\text{int}} > (n, \phi_{e-}, pH) - < G^{\text{int}} > (n - 1, \phi_{e-}, pH)$$ (18)

In figure 7, the average free energies of hydrogen adsorption and of OH adsorption are shown at 0 V versus RHE.

(a) Free energies of hydrogen chemisorption, with one proton in the double layer.  
(b) Free energies of removing hydrogen from the system, forming oxide species on the surface.

FIG. 7: The integral free energies in the top panels and differential free energies in the bottom panels. They are calculated from the weighted averages of ensembles generated by molecular dynamics.

For hydrogen, the differential free energies are constant around 0.3 eV, which may be compared to the previously reported values of 0.2 eV at 1/4 ML to 0.4 eV at 1 ML.[28] Observing the integral free energies from $\theta_H = 1/12$ to $\theta_H = 3/12$, the values are somewhat higher than those of the clean surface and the $\theta_H = 4/12$ ML, and thus these low to intermediate coverage structures are not stable. Not stabilizing adsorbate interaction is expected for chemisorbed hydrogen. The differential adsorption energies of removing hydrogen go up to 1.7 to 1.9 eV depending on the pH. Looking at snapshots from the MD, it was observed
that the trajectories from \(-n/N = 1/12\) ML to \(-n/N = 2/12\) formed \(\text{OH}\) on the surface, while those with \(-n/N = 3/12\) ML and \(-n/N = 4/12\) ML had 1 and 2 atomic oxygen on the surface, respectively. Previously the \(\text{OH}\) adsorption energies have been reported at 1.5 eV.[29] There may be several reasons for the discrepancy on the \(\text{OH}\) adsorption energy: The surface is not allowed to relax, and that may introduce some destabilizing effect on adsorbates. However, the most likely reason for the discrepancies is that the water structures are not well enough equilibrated.

The various results that are obtained as averages are more or less dependent on very well equilibrated ensembles. The free energies of adsorption or proton insertion are particularly affected by how well the individual trajectories are equilibrated, while other properties may be less dependent on that. Currently, it is demanding on time and computational resources to obtain sufficiently good ensembles with molecular dynamics to capture very accurate free energy differences, while also describing the electronic structure with satisfying accuracy. Alternatives to using molecular dynamics, such as a combination of Monte Carlo or MD methods with classical potentials and subsequent DFT calculations, may or may not be more efficient. Hopefully such sampling methods can be tested with this methodology in the future, but for now MD was chosen to make this proof of concept.

Returning to the comparison of simulated cyclic voltammetry with experiments, there are some additional contributions to the total charge, that are discussed in the following.

**Total charge and free charge**

The total charge, \(\sigma_{Total}\), which is can be quantified from experiments using equation 13, can be divided into several contributions:

\[
\sigma_{Total} = \sigma_F - F\theta_H + F\theta_{OH}
\]  

(19)

where \(F\theta_s\) is charge attributed to electrosorption of species \(s\). The free charge is \(\sigma_F\), which is observed in CV experiments as the capacitive current from metal electrode is aqueous
media. In the present work, we choose to divide the free charge into two contributions:

$$\sigma_F = \sigma_{dl} + \sigma_{dip}$$

(20)

$\sigma_{dl}$ is electronic surface charge, screening ions in the double layer and thus $\sigma_{dl} = F\Gamma_{OH^-} - F\Gamma_{H^+}$, due to the assumption of charge conservation. States containing solvated OH$^-$, were not put into the dynamics, so the calculated $\Gamma_{OH^-}$ is 0 in the present study. In the simulated cyclic voltammograms, the only contribution that is not included is $\sigma_{dip}$.

$\sigma_{dip}$ is attributed to relocation of image charges in the electrode, that screen water dipoles in the double layer. $\sigma_{dip}$ is therefore a smaller contribution, but it is not quantified in the simulation, and thus it is not counted in the calculated differential capacitance, $C$, (shown in figure 6a). However, the potential where $\sigma_{dip}$ is zero may be captured, as will be explained in the following.

**Potentials of Zero charge and maximum entropy**

The potential of zero free charge ($PZFC$) and the potential of zero total charge ($PZTC$) are both quantities of interest to interpret cyclic voltammetry experiments. Experimentally, the $PZTC$ and the $PZFC$ show Nernstian behaviour (a potential shift of $\approx 2.3k_BT/e$ per pH unit on the RHE potential scale).[30]

The $PZFC$ has been correlated closely with the potential of maximum entropy (PME)[27, 30]. The explanation of this may be found in the distribution of work functions and interface dipoles sampled by the molecular dynamics.

The net dipole moment of the water layer is the result of the integrated dipole moment in the direction normal to the surface, which is set up by the orientation of water molecules. The molecular dynamics does not include any external fields, and thus it accesses all of configuration space of up and down orientation of the molecules. The work function varies on a rather short timescale, indicating reorientation happens often and with negligible energy barriers. Therefore the net dipole moment of the water behave like a random walk[31]. The
distribution of dipole moments projected onto the axis normal to the surface is reflected in the distribution of work functions, shown in figure 8.

![Histogram of calculated work functions](image)

**FIG. 8:** Histogram of calculated work functions in the $\Gamma_{H^+} = 0, \theta_H = 0$ subset of structures obtained directly from the molecular dynamics simulation.

The peak of the distribution shows which micro state of the net dipole moment has the highest multiplicity. This may explain the observation of a potential of maximum entropy (PME) in electrochemical experiments by Climent et al.\[27, 32\]. In these experiments, a very small heating of the interface is induced by a laser pulse on the order of micro seconds, resulting in a shift towards a higher entropy macro state. This shift is observed as a small transient in the measured potential. From the electrocapillary equation the following relation can be derived for an ideal polarizable electrode\[33, 34\]:

$$\frac{\partial U}{\partial T} = \frac{\partial \Delta S}{\partial q} T$$  \hspace{1cm} (21)

where $q$ is charge and $U$ is the electrode potential. Measuring $\Delta U$, equation 21 is then used to identify the potential of zero potential transient with the potential of maximum entropy. Since the micro state with the highest entropy is found at a certain potential, an electrochemical system already in this state will show no shift and thus no potential transient. A cathodic potential results in a cathodic potential transient and vice versa according to the the PME experiments\[27, 32\]. An interface at cathodic potentials has a small work function and a net dipole pointing up. It would see an increase in work function, corresponding to a net dipole reorientation towards hydrogen down, i.e. positive down, negative up. To screen this, image charge electrons would flow away from the surface. As long as the out-of-equilibrium reorientation persists, the voltmeter would feel a higher Fermi
level, which is the same as a cathodic potential transient.

In the present model, the PME is linked directly to the SHE potential scale because the work function is linked directly to the SHE scale (See equation 5). Therefore the PME has perfect Nernstian behaviour, assuming constant coverage. The calculated work function of maximum entropy is not completely independent of coverage, but varies from 3.15 eV at $\theta_H = 5/12$ to 3.3 eV at $\theta_H = 0$, while there is one proton in the double layer. Relating the work function of maximum entropy to the potential is done using $eU_{SHE} = \phi - \phi_{SHE}$. The DFT calculations with LCAO basis sets consistently underestimate the calculated work functions by 0.3 to 0.5 eV, when comparing a few structures calculated with the incomplete LCAO basis sets and the more complete grid based basis sets. Therefore it is argued that the structure corresponding to 0 V versus SHE should have a work function 0.3 to 0.5 smaller than the conventional 4.44 eV. Estimating $\phi_{SHE} = 3.9$ corresponds to a potential of maximum entropy up to -0.6 V versus SHE.

The PME evaluated self-consistently with the surface coverage at various pH is plotted in figure 9. The PME is in the region with high hydrogen coverage, and therefore the Nernstian behaviour is preserved. The experiments by Climent et al. concludes that the PME is around 0.2 V versus SCE, measured in 0.1 M HClO₄, so this is far more positive than predicted by the calculation. The discrepancy may be due to the presence of counter ions, which have not been included in the calculations. It is straightforward to do so within the current methodology, except for the demands on computations to expand the sample.

In figure 9, the potentials of proton insertion and hydrogen chemisorption are also plotted. The hydrogen surface coverage is completely independent of pH, (non-Nernstian). The insertion of protons show non-Nernstian or sub-Nernstian behaviour from pH = 0 to pH = 14. The proton insertion isotherm moves by approximately 0.15 V over this range in pH.
FIG. 9: The potential of maximum entropy plotted versus pH, plotted together with the potential of hydrogen adsorption and proton insertion to the interface. The latter two were evaluated by taking the point closest to the intercept with zero of each isotherm.

CONCLUSION

A grand canonical method for simulating the electrochemical interface on the atomic-scale, including Nernstian pH-dependence has been presented. The generalization of the Computational Hydrogen Electrode provided free energies of interface states as functions of pH and potential. Molecular dynamics simulations was used to sample states with various numbers of adsorbed OH, H and (H$^+$ + e$^-$). This ensemble was used to calculate the static properties of the water / Au(111) interface as grand canonical averages. It is therefore a promising method for creating idealized theoretical simulations of electrochemical experiments and thus help identification of observed current-potential behaviour. The demand on computational resources for generating sufficiently large and well equilibrated ensembles is presently limiting for obtaining accurate results from the method.

Further developments in software and hardware will soon enable more accurate simulations of the interface including van der Waals forces and larger unit cells. This will enable more precise determination of the molecular structures at the interface with various electrolytes. The methodology and the generalized computational hydrogen electrode is hoped to yield a high impact on the understanding of electrochemical interfaces, for a wide range of applications.
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