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On the Use of Static Checking in the Verification of Interlocking Systems

Anne E. Haxthausen* and Peter H. Østergaard*
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Abstract. In the formal methods community, the correctness of interlocking tables are typically verified by model checking. This paper suggests to use a static checker for this purpose and it demonstrates for the RobustRailS verification tool set that the execution time and memory usage of its static checker are much less than of its model checker. Furthermore, the error messages of the static checker are much more informative than the counter examples produced by classical model checkers.

1 Introduction

An interlocking system is one of the central components of any railway signalling system. It is responsible for guiding trains safely through a given railway network such that train collisions and derailments are avoided. Therefore interlocking systems have the highest safety integrity level (SIL4) according to the CENELEC 50128 standard [3] for railway applications. The safety verification of interlocking systems represents a considerable challenge and for such SIL4 applications CENELEC 50128 strongly recommends the use of formal methods. Therefore, formal verification of interlocking systems is an active research topic investigated by several research groups, e.g. in [23, 17, 1, 9, 10, 21, 2, 13, 11, 5, 6, 12]. An overview of the trends in this research field can be found in [4]. In this paper we will consider how static checking can be used as a part of the formal verification of interlocking system designs.

Conventional development and verification of interlocking systems. Typically for a product line of interlocking systems, each interlocking system consists of (1) a generic part that is the same for all instances of the product line and (2) a part which depends on the network under control and the routes through this and therefore is specific for that system. The generic part is developed and verified once-and-for-all. For an interlocking instance of a product family, first the layout of the network under control is specified and then the specific part is specified by a so-called interlocking table¹. The interlocking table describes the allowed train routes in the network and the specific control rules that the

* The authors’ research has been funded by the RobustRailS project granted by Innovation Fund Denmark.

¹ Interlocking tables are also sometimes called control tables.
interlocking instance must obey. Later the specific part is developed according to the specification expressed by the interlocking table and then integrated with the generic part. One of the verification tasks in this development is to verify that the interlocking table does not contain errors, while another verification task is to verify that the instantiated system is safe. The first verification task is conventionally manual and informal, while the second task is conventionally done by testing.

Automated, formal verification of interlocking systems. As manual, informal verification is time-consuming and error-prone, and testing first can be done after implementation, automated, formal verification of these tasks in the design phase is an active research topic. Some research groups, e.g. [17, 13, 2, 5, 11], verify the interlocking tables by translating these into interlocking design models and then formally verify by model checking that these models are safe. However, there might be errors in the interlocking tables that can’t be found by model checking as they do not lead to safety violations. Also it is a well-known problem that for large networks model checking takes long time and uses much memory (and in worst case fails due to the state-space-explosion problem).

Instead of verifying interlocking tables by means of model checking, we suggest to use a static checker that is able to catch all kinds of data errors in interlocking tables, also those that do not lead to safety violations and therefore can’t be found by model checking. The use of a static checker not only has the advantage that it can find more kinds of errors, it is also faster and uses less memory than model checking (as experiments in this paper will show). Time is especially saved, if there are several errors in the interlocking table, as a static checker in contrast to a model checker typically can find all of the errors in one run. In a second step, after having verified the correctness of an interlocking table, we suggest to use a model checker to catch errors in the designed control algorithms of the interlocking model instance that can be derived from the control table. An example of the latter kind of error could be a missing check for the status of conflicting routes in the route allocating protocol. This could lead to a safety violation even the interlocking table were correct. So to detect this kind of error the model checking step is needed. The static checking in the first step is needed as the table can contain errors that do not lead to safety violations and therefore can’t be caught by model checking. Hence, the two steps complement each other.

We have previously [7, 8] used this idea for the old relay-based Danish interlocking systems and recently [21] in the RobustRailS project for the interlocking systems of the new Danish ERTMS/ETCS level 2 based signalling systems which are currently being developed. In this paper we will analyse the advantages of using a static checker, and for the RobustRailS tool suite we will make some experiments comparing the execution time and memory usage when using the static checker and the model checker of the RobustRailS tool suite, respectively, to catch errors in interlocking tables. Note that in this comparison we use the

\[\text{http://robustrails.man.dtu.dk}\]
model checker in a way for which it is not intended. We compare with this use of the model checker as this use is the way other research groups usually catch errors in interlocking tables. To our best knowledge such an analysis and comparison has not been made before.

Paper overview. The remainder of the article is organised as follows: First, in Section 2, we introduce the RobustRailS verification tools and basic notions of the railway domain, including the notions of track plans and interlocking tables. Next, in Section 3 and Section 4, we describe the static checker and report on experimental results comparing the execution time and memory usage of the static checker and the model checker for the RobustRailS tool suite. Finally, in Section 5, we make a conclusion.

2 Background

This section gives a brief introduction to (1) the new Danish railway networks, (2) interlocking tables, and the (3) RobustRailS verification method and tools.

2.1 Railway Networks

A railway network in ETCS Level 2 consists of a number of track-side elements like linear sections, points, and marker boards. Figure 1 shows an example layout of a railway network having six linear sections (b10, t10, t12, t14, t20, b14), two points (t11, t13), and eight marker boards (mb10, ..., mb21). These terms, as well as their functionality within the railway network, will be explained in more detail in the next paragraphs.

A linear section is a section with up to two neighbours. For example, the linear section t12 in Figure 1 has t13 and t11 as neighbours. A point can have up to three neighbours: one at the stem, one at the plus end, and one at the minus end, e.g., point t11 in Figure 1 has t10, t12, and t20 as neighbours at its stem, plus, and minus ends, respectively. The ends of a point are named so that the stem and plus ends form the straight (main) path, and the stem and minus ends form the branching (siding) path. A point can be switched between two
positions: PLUS and MINUS. When a point is in the PLUS (MINUS) position, its stem end is connected to its plus (minus) end, so traffic can run from its stem end to its plus (minus) end and vice versa. It is not possible for traffic to run from plus end to minus end and vice versa. Linear sections and points are collectively called (train detection) sections, as they are provided with train detection equipments used by the interlocking system to detect the presence of trains on the sections.

Along each linear section, up to two marker boards (one for each direction) can be installed. A marker board can only be seen in one direction and is used as reference location (for the start and end of routes) for trains going in that direction. For example, in Figure 1, marker board mb13 is installed along section t12 for travel direction up. Contrary to legacy systems, there are no physical signals in ETCS Level 2, but interlocking systems have a virtual signal associated with each marker board. Virtual signals play a similar role as physical signals in legacy systems: a virtual signal can be OPEN or CLOSED, respectively, allowing or disallowing traffic to pass the associated marker board. However, trains (more precisely train drivers) do not see the virtual signals, as opposed to physical signals. Instead, the aspect of virtual signals (OPEN or CLOSED) are communicated to the onboard computer in the train via a radio network. For simplicity, the terms virtual signals, signals, and marker boards are used interchangeably throughout this paper.

2.2 Interlocking Tables

An interlocking system monitors constantly the status of track-side elements, and sets them to appropriate states in order to allow trains travelling safely through the railway network under control. A common approach of interlocking systems is to use the concept of train routes, where a (train) route is a path from a source (entry) signal to a destination (exit) signal in the given railway network. The idea is that trains should travel along predefined routes in the network. Before a train can enter a route, the route must first be set, i.e. resources such as sections, points, and signals must be allocated (set to appropriate states) for the route and then locked exclusively for that train. For more details on the interlocking principles for the new Danish systems, see [20–22, 19].

An interlocking table specifies routes in the railway network under control and the conditions for setting these routes. The specification of a route $r$ and conditions for setting $r$ include the following information:

- $id(r)$ – the route’s unique identifier,
- $src(r)$ – the source/entry signal of $r$,
- $dst(r)$ – the destination/exit signal of $r$,
- $path(r)$ – the list of sections constituting $r$’s path from $src(r)$ to $dst(r)$,
- $overlap(r)$ – a list of the sections in $r$’s overlap, i.e., the buffer space after $dst(r)$ that would be used in case trains overshoot the route’s path,
- $points(r)$ – a map from points$^3$ used by $r$ to their required positions,

$^3$ These include points in the path and overlap, and points used for flank and front protection. For detail about flank and front protection, see [16].
Table 1. Interlocking table generated for the network layout in Figure 1. The overlap column is omitted as it is empty for all of the routes. (p means PLUS, m means MINUS.)

<table>
<thead>
<tr>
<th>id</th>
<th>src</th>
<th>dst</th>
<th>path</th>
<th>points</th>
<th>signals</th>
<th>conflicts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>mb10</td>
<td>mb13</td>
<td>t10; t11; t12</td>
<td>t11:p</td>
<td>mb11; mb12; mb20</td>
<td>1a;2a;2b;3;4;5a;5b;6b;7</td>
</tr>
<tr>
<td>1b</td>
<td>mb10</td>
<td>mb13</td>
<td>t10; t11; t12</td>
<td>t11:p</td>
<td>mb11; mb12; mb15; mb20; mb21</td>
<td>1a;2a;2b;3;5a;5b;6a;6b;7;8</td>
</tr>
<tr>
<td>2a</td>
<td>mb10</td>
<td>mb21</td>
<td>t10; t11; t20</td>
<td>t11:m; t13:p</td>
<td>mb11; mb12; mb20</td>
<td>1a;2a;2b;3;5a;5b;6a;6b;7;8</td>
</tr>
<tr>
<td>2b</td>
<td>mb10</td>
<td>mb21</td>
<td>t10; t11; t20</td>
<td>t11:m</td>
<td>mb11; mb12; mb13; mb15; mb20</td>
<td>1a;1b;2a;3;4;5a;5b;6a;6b;7</td>
</tr>
<tr>
<td>3</td>
<td>mb12</td>
<td>mb11</td>
<td>t11; t10</td>
<td>t11:p</td>
<td>mb10; mb20</td>
<td>1a;1b;2a;2b;5a;6b;7</td>
</tr>
<tr>
<td>4</td>
<td>mb13</td>
<td>mb14</td>
<td>t13; t14</td>
<td>t13:p</td>
<td>mb15; mb21</td>
<td>1a;2a;2b;5a;6b;6a;6b;8</td>
</tr>
<tr>
<td>5a</td>
<td>mb15</td>
<td>mb12</td>
<td>t14; t13; t12</td>
<td>t11;m; t13;p</td>
<td>mb13; mb14; mb21</td>
<td>1a;1b;2a;3;4;5a;6a;6b;8</td>
</tr>
<tr>
<td>5b</td>
<td>mb15</td>
<td>mb12</td>
<td>t14; t13; t12</td>
<td>t13:p</td>
<td>mb10; mb13; mb14; mb20; mb21</td>
<td>1a;1b;2a;2b;4;5a;6a;6b;7;8</td>
</tr>
<tr>
<td>6a</td>
<td>mb15</td>
<td>mb20</td>
<td>t14; t13; t20</td>
<td>t11;m; t13;m</td>
<td>mb13; mb14; mb21</td>
<td>1a;1b;2a;2b;4;5a;5b;6b;7;8</td>
</tr>
<tr>
<td>6b</td>
<td>mb15</td>
<td>mb20</td>
<td>t14; t13; t20</td>
<td>t13:m</td>
<td>mb10; mb12; mb13; mb14; mb21</td>
<td>1a;1b;2a;2b;3;4;5a;5b;6a;6b;8</td>
</tr>
<tr>
<td>7</td>
<td>mb20</td>
<td>mb11</td>
<td>t11; t10</td>
<td>t11:m</td>
<td>mb10; mb12</td>
<td>1a;1b;2a;2b;3;5b;6a</td>
</tr>
<tr>
<td>8</td>
<td>mb21</td>
<td>mb14</td>
<td>t13; t14</td>
<td>t13:m</td>
<td>mb13; mb15</td>
<td>1b;2a;4;5a;5b;6a;6b;8</td>
</tr>
</tbody>
</table>

Table 2.3 The RobustRailS Verification Method and Tool Set

This section describes shortly the RobustRailS verification method and tool set. For more information, see [20–22, 19].

The tools are centred around a domain-specific language (DSL) for representations of network diagrams and interlocking tables as described in the preceding subsections. The tools comprise among others:

- A static checker for checking that a DSL specification follows certain general wellformedness rules.
- The bounded model checker of RT-Tester [14, 18] which is set up such that it can make a k-induction proof.
- Generators which from a DSL specification produce input to the model checker: (1) a formal, behavioural model of interlocking system and its environment and (2) required safety properties expressed as formulae in the temporal logic LTL.

There are additional tools supporting automated, model-based testing of implemented interlocking systems, see [19].

– signals(r) – a set of protecting signals used for flank or front protection [16] for the route, and
– conflicts(r) – a set of conflicting routes which must not be set while r is set.
The tools can be used to verify the design of an interlocking system in the following number of steps, as illustrated in Fig. 2:

1. Write a DSL specification of the interlocking system:
   (a) first the network layout,
   (b) and then the interlocking table (this is either done manually or generated automatically from the network layout)
2. Validate the specification using the static checker.
3. Apply the generators to generate input to a model checker.
4. Apply the model checker to that input to investigate whether the model satisfies the required safety properties.

The static checking in step (2) is intended to catch errors in the network layout and interlocking table, while the model checking in step (4) is intended to catch safety violations in the control algorithm of the instantiated model.

3 Static Checker

This section describes the static checker of the RobustRailS tool set.

The static checker takes as input a network layout and an associated interlocking table and checks whether these are well-formed. In case there are errors, it suggests what might be wrong and in some cases also how this can be fixed. It checks for instance that the network layout represents a legal railway network of track elements and that the interlocking table satisfies the following conditions:

**Elements Exist** It refers only to existing track elements in the network layout.
**Path** The path of a route is a connected path in the network layout.
**Overlap** The overlap of a route must be a connected path that continues right after the last section of the route path itself.
**Entry/Exit** The entry/exit signal of a route must be at the start/end of the path of the route and be visible in the direction of the route.
**Elementary** The route must be elementary, i.e. between the entry signal and exit signal of a route, there must not be any signal visible in the direction of the route.
Points Points in the path and overlap of a route must appear in the points field of the route and the required position of each of these points must fit the path of the route (to avoid derailments).

Front/Flank Protection For each route a sufficient front and flank protection must be given by (1) the signals listed in the signals field and/or (2) required point settings (in the points field) for points outside the route.

Route Conflicts Routes that are in conflict with a route must be listed in the conflicts field of the route.

The checker has been formally specified in the RAISE Specification Language, RSL [15], as described in [20, 19], and implemented in C++.

3.1 Examples of error messages from the static checker

Below we give examples of some illegal interlocking tables for the network layout given in Fig. 1 and show the error messages that the static checker gives for these tables. In each case it is explained how the illegal interlocking table is obtained from Table 1 by modifying some of the fields for route 1a.

If a table contains several errors, the static checker will provide error messages for each of these.

Example breaking the Path condition: Remove t10 in the path field. For this the static checker provides the error message:

In route 1a, two consecutive segments, b10 and t11, are not connected.

Example breaking the Point condition: Remove t11 in the points field. For this the static checker provides the error message:

For route 1a, point t11 is not given a point position.

Example breaking the Point condition: Require point t11 to be in a wrong position (m rather than p). Note that this change means that route 1a now also becomes in conflict with route 6a, as these two routes require t11 to be in different positions, but in the interlocking table we have not listed them as being in conflict. Therefore, the static checker provides the error message:

For route 1a, point t11 is set to MINUS, but it should have been set to PLUS.

Routes 1a and 6a are in conflict, but are not listed as being in conflict. Reasons to be in conflict:
- Shared point required in different positions: t11.

---

4 This essentially means that they use the same track elements. For a complete definition, see [19].
Example breaking the Route Conflicts condition: Remove route 7 in the conflicts field (and remove 1a from the conflicts field of route 7). For this the static checker provides the error message:

Routes 1a and 7 are in conflict, but not listed as being in conflict. Reasons to be in conflict:
- Non-concatenated routes with shared elements: \{t10, t11\}.
- Entry signal of one route used as protecting signal for the other route.

Example breaking the Flank Protection condition: Remove protecting point t13 in the points field. Note with this change, routes 1a and 4 are not anymore in conflict. For this the static checker provides the error message:

Routes 1a and 4 are listed as being in conflict, but they are not.

Improper protection of section t12 in route 1a.
Possible protections:
-------------------------
Signals: {}
Points: \{t13:m\}
-------------------------
Signals: \{mb15, mb21\}
Points: {}  

As it can be seen, two alternative ways of obtaining a flank protection for section t12 are suggested. The first one corresponds to re-introducing what was removed, while the second one corresponds to the protection in route 1b.

4 Experiments

This section compares for a selection of railway networks the execution time and memory usage of the static checking and the model checking of these.

4.1 Selection of networks

Ten cases of networks from [19] have been selected. The layout of the seven smallest cases are shown in Figure 3. These seven networks are inspired by the typical examples used in other studies about formal verification of railway interlocking systems. The three last networks are some real examples from Denmark: Gadstrup-Havdrup and Køge are extracted from the Early Deployment Line (EDL) in the Danish Signalling Programme. The EDL is the first regional line in Denmark to be commissioned in the Danish Signalling Programme. The line goes from Roskilde station to Næstved station and is over 55 kilometres long. It includes eight stations ranging from simple stations similar to the one shown in Figure 1, to complex stations such as Køge. The
Fig. 3. The seven smallest railway network cases.

<table>
<thead>
<tr>
<th>Network</th>
<th>Linears</th>
<th>Points</th>
<th>Signals</th>
<th>Routes</th>
<th>States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiny</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>$10^{14}$</td>
</tr>
<tr>
<td>Toy</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>$10^{26}$</td>
</tr>
<tr>
<td>Twist</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>8</td>
<td>$10^{39}$</td>
</tr>
<tr>
<td>Fork</td>
<td>9</td>
<td>2</td>
<td>8</td>
<td>6</td>
<td>$10^{30}$</td>
</tr>
<tr>
<td>Cross</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>$10^{41}$</td>
</tr>
<tr>
<td>Mini</td>
<td>6</td>
<td>2</td>
<td>8</td>
<td>12</td>
<td>$10^{77}$</td>
</tr>
<tr>
<td>Lyngby</td>
<td>11</td>
<td>6</td>
<td>14</td>
<td>24</td>
<td>$10^{79}$</td>
</tr>
<tr>
<td>Gadstrup-Havdrup</td>
<td>21</td>
<td>5</td>
<td>24</td>
<td>33</td>
<td>$10^{113}$</td>
</tr>
<tr>
<td>Køge</td>
<td>57</td>
<td>23</td>
<td>60</td>
<td>73</td>
<td>$10^{232}$</td>
</tr>
<tr>
<td>EDL</td>
<td>110</td>
<td>39</td>
<td>126</td>
<td>179</td>
<td>$10^{531}$</td>
</tr>
</tbody>
</table>

Table 2. Metrics of network cases.
ated properties and model instances for the first seven cases can be found at 

Table 2 lists the following metrics for each of the selected networks: The 
number of linear sections, points, and signals, the number of routes in the inter-
locking table that can be generated from the network, and the number of states 
in the model that can be generated from the network and the interlocking table.

4.2 Experiments with correct networks and interlocking tables

For each of the networks we first used the interlocking table generator to generate 
an interlocking table for that network. Then for each case we used 
1. the static checker to verify correctness conditions for the network and inter-
locking table and 
2. the generator tools to generate a model and safety conditions, whereupon 
we used the model checker to check the model against the safety conditions.

In all cases the static check and the model check confirmed that there were no 
static errors in the network layout or interlocking table and that the instantiated 
model was safe, respectively. All experiments have been performed on a machine 
with Intel(R) Xeon(R) CPU E5-2667 @ 2.90GHz, 64GB RAM, CentOS 6.6, 
Linux 2.6.32-504.8.1.el6.x86_64 kernel.

<table>
<thead>
<tr>
<th></th>
<th>Static Checker</th>
<th>Model Checker</th>
<th>Time Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time Memory</td>
<td>Time Memory</td>
<td></td>
</tr>
<tr>
<td>Tiny</td>
<td>0.20</td>
<td>0.74</td>
<td>3.7</td>
</tr>
<tr>
<td>Toy</td>
<td>0.52</td>
<td>2.78</td>
<td>5.4</td>
</tr>
<tr>
<td>Twist</td>
<td>0.24</td>
<td>9.76</td>
<td>41</td>
</tr>
<tr>
<td>Fork</td>
<td>0.22</td>
<td>8.80</td>
<td>40</td>
</tr>
<tr>
<td>Cross</td>
<td>0.28</td>
<td>14.48</td>
<td>52</td>
</tr>
<tr>
<td>Mini</td>
<td>0.26</td>
<td>17.56</td>
<td>68</td>
</tr>
<tr>
<td>Lyngby</td>
<td>0.30</td>
<td>254.3</td>
<td>848</td>
</tr>
<tr>
<td>Gadstrup-Havdrup</td>
<td>0.36</td>
<td>230.1</td>
<td>639</td>
</tr>
<tr>
<td>Koge</td>
<td>0.34</td>
<td>5528.5</td>
<td>16260</td>
</tr>
<tr>
<td>EDL</td>
<td>0.43</td>
<td>19358.9</td>
<td>45020</td>
</tr>
</tbody>
</table>

Table 3. Execution times and memory usage.

Table 3 shows for each of the network cases, the approximate real execution 
time (in seconds) and memory usage (in MB) for the static checking and the 
model checking (incl. model generation), respectively. Furthermore, the last column shows the ratio between the execution time of the model check and the execution time of the static check. As it can be seen the static checking is much faster than the model checking. For the smallest network it is a factor 3.7 faster, and then it increases up to a factor 45020 for the largest network. The static checker ran too quick for the profiler tool (runlim) to measure the memory usage.
4.3 Experiments with illegal interlocking tables

We also tried to inject some errors in the interlocking tables. Also in this case the static checker was much faster to catch errors than the model checker. For instance, if we for route 1a in Table 1 require $t11$ to be $m$ instead of $p$ in the points field, then the static checker detects this in 0.14 seconds, while it takes the model checker 20.54 seconds. I.e. the static checker is a factor 146.7 faster.

In some cases the errors are even not caught by the model checker, as the wrong data does not lead to a safety violation in the instantiated model. The reason for this is that the interlocking system (and thereby also the model) contains redundant checks to make the system more fault tolerant. This fact also indicates the advantage of using a static checker.

Furthermore, the error messages provided by the static checker are much more informative. They explain exactly what the problem is and in some cases suggest how to fix it. In contrast to that, when the model checker gives a counter example, this has to be analysed to find out what the problem is: first it has to be determined whether the unsafe situation is due an error in the interlocking table or in the model.

5 Conclusion

In the formal methods community, the correctness of interlocking tables are typically verified by model checking. While this is a good method, it suffers from the state space explosion problem for larger networks. This paper has suggested to use a static checker to verify the correctness of interlocking tables. Experiments using the RobustRailS interlocking verification tool set showed for a selection of railway networks with associated interlocking tables that the execution time and memory usage of verifying the interlocking tables using the static checker was much less than of using the model checker. Furthermore, the error messages of the static checker are more informative and do not need an analysis to find out what the error is, as it is the case of the counter examples of the model checker. The static checker can also in contrast to the model checker catch several errors in the same execution. So our conclusion is that for the checking of interlocking tables it is worth to provide such a user-friendly static checker.
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