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Abstract:
The project has aimed to characterize mesoscale meteorological phenomenon for the North Sea and the Inner Danish waters, and additionally aimed on improving the predictability and quality of the power production from offshore windfarms.

The meso-scale meteorology has been characterized with respect to the physical processes, climatology, spectral characteristics and correlation properties based on measurements from wind farms, satellite data (SAR) and mesoscale numerical modeling (WRF).

The abilities of the WRF model to characterize and predict relevant mesoscale phenomenon has been proven. Additionally application of statistical forecasting, using a Markov switching approach that can be related to the meteorological conditions, to analyze and short term predict the power production from an offshore wind farms have been documented.

Two PhD studies have been conducted in connection with the project.

The project has been a cooperative project between Risø DTU, IMM DTU, DONG Energy, Vattenfall and VESTAS. It is registered as Energinet.dk, project no. 2007-1-7141.
Contents

1 Preface  5

2 Objectives  6

3 Project work 6

4 Results 9

5 Discussion 10

6 Education 9.

7 References 12.

8 Attachments 15.
Preface

This report is the final report of the Energinet.dk project no. 2007-1-7141 “Meso-scale atmospheric variability and the variation of wind and production of offshore wind farms”. The objective is to improve power quality and prediction of efficiency for offshore wind farms by understanding the meso-scale meteorological phenomena causing significant variability in wind speed over areas of the size of the present and future offshore wind farms. The overall idea behind this objective is that a number of meso-scale meteorological phenomena, due to their spatial and temporal scales, will induce higher correlations between the outputs of nearby turbines and nearby wind farms than anticipated in the standard models build on boundary layer turbulence formulations. Within this project therefore, the overall objectives are met by enhancement of the understanding and predicting ability of short term wind variations caused by the meso-scale effects, as well as by efforts to integrate these aspects of the meteorology into the wind power prediction software.

The following organizations participated in the project:
Wind Energy Division Risø DTU, IMM DTU, DONG Energy, Vattenfall, and VESTAS.

After an initial evaluation of the different meso-scale phenomenon over the Danish waters, the following meso-scale phenomena were considered: Convective structures during atmospheric unstable conditions, transient mini-fronts and thunderstorms, and internal wave induced wind variability, under thermally stable conditions. The transient phenomenon was removed from the present project after initial efforts, because another project, especially focused here and established with an associated observation program (Radar at Sea, PSO 2009-01-0226). Therefore the focus in the present project has been on analysis of wind data from Horns Rev and Nysted wind farms to establish the smaller scales and variability (a few kilometres and 10 minutes) and using WRF model simultaneous simulations to establish the variability over scales from about five km to hundreds of kilometres. WRF is the current dominating meso-scale meteorological model at use at Risø DTU.

From the work, we have established climatology and the statistics of the meso-scale wind variability for the different stability categories for the North Sea and the Baltic. (Larsén et al. 2011, Larsen et al, 2011, Vincent et al. 2011a)

In the process we have established the meso-scale cross correlations between winds at different points, to be used in simulation programs for wind farm productions (Vincent et al. 2011a, Vincent et al. 2011b, Sørensen et al. 2002).

Of the different convective elements of importance for wind farm production, the so called “open cells” with horizontal scales of 20-60 km has been found to be the most important, both with respect to wind speed variability 5-20 m/s, and to probability of 25-50 cases per year for the North Sea. (Vincent, 2011, Vincent et al 2009a-d)

The conditions over the Baltic Sea are more thermally stable, therefore the occurrence of internal gravity waves is more important here. They can be random and hard to distinguish from turbulence, but the clearer ones seems typically to have a period of about 10 minutes and spatial scales between wavelengths 5-20 km, with very long wave fronts. (Larsén et al, 2010 and 2011). In the project they have been tracked using the data at Nysted, Synthetic Aperture Radar and WRF modelling for extensive spatial coverage.

In the process of the data analysis we have also proved the WRF model is able to describe and predict the key meso- phenomena approaching the wind farms both in the North Sea (Horns Rev) and the Baltic Sea (Lillegrund- Rødsand). This is important since WRF is our foremost prediction tool at Risø DTU. For shorter timescales, 2-10 hours into the future, prediction has become easier because the of variability climatology established (Taylors hypothesis has been found to be valid for the meso-scale wind variability and the variations have been found to have many characteristics of being two dimensionally isotropic).
The statistical aspects of the wind power prediction have been studied by the incorporation of regime switching models that allow parameters to be switched depending on the statistics of the time series. This regime-switching is closely linked to the prevailing meteorological conditions. (Trombe & Pinson, 2009.), but can as well react to variables that are internal to the wind farm.

2 Objectives

The objective is to improve power quality and prediction of efficiency for offshore wind farms through understanding of meso-scale meteorological phenomena causing significant variability in wind speed over areas of the size of the present and future offshore wind farms or wind farm clusters. Generally, a number of meso scale meteorological phenomena, due to their spatial and temporal scales, will induce higher correlations between the outputs of nearby turbines and nearby wind farms than anticipated in the standard models build on boundary layer turbulence formulations. Within this project therefore, the overall objectives are met by enhancement of the understanding and predicting ability of short term wind variations caused by these meso-scale effects, as well as by efforts to integrate these aspects of the meteorology into the wind power prediction soft-ware.

The meso-scale phenomena were broken down into a number of categories: Convective structures during atmospheric unstable conditions, transient mini-fronts with thunderstorms or rain bands, internal boundary layer effects near the coastline, and internal wave induced wind variability, under thermally stable conditions. All phenomena were integrated in the global analysis, such as distributions of winds, stability, annual and seasonal power spectra, etc. Also they were available in the data used to calibrate and test the statistical forecast systems, used in the project. However for the more detailed physical studies, the transient phenomenon were after initial studies (Draxl et al2009) removed from the present project, because they were being the focus by a parallel project, which was especially focused here and established with an associated observation program (Radar at Sea, PSO 2009-01-0226). Also near – coast processes were not considered directly, because the aim was more to obtain the generally valid results, on to which one could always build models describing the near cost processes. However, near coast data was unavoidable in the data, see figures of the sites, where they gave rise to variability, due to the near coast location of the two wind farm sites. Therefore the focus in the present project has been on analysis of wind data from Horns Rev and Nysted wind farms to establish the smaller scales and variability (a few kilometres) and using WRF model simultaneous simulations to establish the variability over scales from about five km to hundreds of kilometres. WRF is the current dominating meso-scale meteorological model at use at Risø DTU, where it is involved in the forecast of wind farm outputs as well.

The statistical aspects of the meso scale variability has especially been studied, using Markov-switching approaches in the statistical forecast models, thereby allowing the models to switch modes reflecting the different atmospheric conditions, including the transient conditions not considered in detail during the project.

3 Project Work

To structure the project, the meso-scale phenomena were broken down into a number of categories: Convective structures during atmospheric unstable conditions, transient mini-fronts and thunderstorms, internal boundary layers for air masses passing the coastal line, and internal wave induced wind variability, under thermally stable conditions.
All phenomena were by definition integrated into the global analysis, such as annual and seasonal power spectra, in the statistical forecast systems, since all data were used or available here. However for the more detailed physical studies, the transient phenomenon were after initial studies (Draxl et al, 2009) removed from the present project, because it was already going to be studied by another project, which was especially focused here and established with an associated observation program (Radar at Sea, PSO 2009-01-0226). Also near-coast processes were not considered directly, but were indirectly present in some of the measurements and data, where the wind came from land. Such data were included in the studies to have enough data, to obtain a reasonable statistics.

Therefore, the focus in the present project has been on analysis of wind data from Horns Rev and Nysted wind farms to describe the associated scales and variability (a few kilometres and a few tens of minutes to a few hours) and using simultaneous WRF model simulations to establish the variability over scales from a few kilometres and up to hundreds of kilometres. WRF is the current dominating meso-scale meteorological model at use at Risø DTU for analysis and forecasts.

We have established climatology for wind, thermal stability and the statistics of the meso-scale wind variability for the different stability categories for the North Sea and the Baltic. (Larsén et al. 2011a, Larsen et al, 2011, attached to this report, Vincent et al. 2011a). The sites appear from Figure 2, below, taken form Vincent et al, 2011a, attached to this report. The associated WRF simulation domains (basis domain and high resolution domain) are shown in the next figure, 3, taken from the same reference.

![Map of Horns Rev and Nysted wind farms](image)

**Fig. 2** The locations of the Horns Rev I and Nysted wind farms (upper plot), and the meteorological masts at the two sites (lower plots). The undisturbed flow sectors for the two sites are indicated by the shaded arcs.

Additionally, we have established the meso-scale cross correlations between winds at different points, to be used in simulation programs for wind farm productions (Vincent et al. 2011a, Vincent et al. 2011b, Sørensen et al. 2002).

The overall climatology, distribution function and annual and seasonal spectra, were based on the totality of data, fulfilling certain quality criterions. However, for detailed studies of the power spectra, cross-spectra and coherences as function of stability, a number of one-day-long data series were extracted,
which were considered to be reasonably stationary and homogeneity, and with a given stability and well defined characteristic features.

Of the different convective elements of importance for wind farm production, the so called “open cells” with horizontal scales of 20-60 km has been found to be the most important, both with respect to wind speed variability 5-20 m/s, and to probability of 25-50 cases per year for the North Sea. (Vincent, 2011, Vincent et all 2009a-d). These results agreed with earlier results from the German Bight (Hinzpeter, 1985). These open cell days were studied especially, to see their impact on the statistic parameters.

The conditions over the Baltic Sea are more thermally stable, the occurrence of internal gravity waves is more important here. The internal waves typically appear as random internal waves that are virtually impossible to distinguish from turbulence, and hence, we made no such effort. However, also distinct and uniform internal waves appear, with uniform propagation and amplitude over most of the Danish waters. Over the Baltic such waves typically originate from thermally stable westerly flows impacting the Norwegian mountains. They seem typically to have a period of about 10 minutes and spatial scales between wavelengths 5-20 km, with very long wave fronts. They have been treated separately by Larsén et al, 2010 and 2011. In the project they have been tracked using the data at the Nysted masts, SAR (Synthetic Aperture Radar) and WRF modelling for extensive spatial coverage. In the process of the data analysis we have also proved the WRF model is able to describe and predict the key meso- phenomena approaching the wind farms both in the North Sea (Horns Rev) and the Baltic Sea (Nysted), although the not necessarily the exact time of occurrence. This is important since WRF is our foremost prediction tool at Risø DTU.

In spite of these differences in conditions over the North Sea and the Baltic Sea, the power spectra, cross spectra and coherences were found to show very little sensitivity to the different conditions and in general being very insensitive to the changes in standard meteorological parameters. Some smaller modifications do appear however for selected situations, where the winds are strongly dominated by the convective cells or the distinct internal waves. (Larsén et al, 2011 attached in this report).

Additionally to the simplifications above we found the meso-scale flow to show 2D isotropic characteristics (the power spectra looked alike in all directions, and the co-spectra between the two horizontal velocity components vanish).

---

**Fig. 3** WRF simulation domains. *Left* Domain for simulations over North Sea. *Right* Domains for simulations over Baltic Sea
For the meso-scale variations, we found as well Taylors hypothesis to apply, by comparing the spatial spectra extracted from WRF along the mean wind to the frequency spectra extracted from the mast data or the WRF simulations. The exceptions were here that for the distinct gravity cases, the simple Taylors hypothesis did not apply, but the phase speed of the waves had to be included).

On the statistical side, it was chosen to develop Markov-switching based approaches suitable for the analysis of time-series of power production at large offshore wind farms, as well as for very short-term forecasting of power generation (say, less than 2 hours ahead). The interest of these approaches is that they allow for the identification of an adaptation to various regimes with their own dynamics. It is expected that these identified regimes are physically motivated by various meso-scale phenomena, both those considered in detail in the present project and those that were not. In terms of data analysis, it then permits to extract crucial information for subsequently correlating regime sequences with the observed meso-scale phenomena or directly with onsite relevant measurements. This allows for instance for a linkage to the observation campaign of the previously mentioned Radar@Sea project. On the forecasting side, a number of other regime-switching and conditional parametric approaches were also considered and benchmarked, while new parametric distributions for the short-term probabilistic forecasting of wind power generation were proposed. All these statistical approaches were applied to various datasets available for the Horns Rev offshore wind farm.

4 Results

We have established climatology and the statistics of the meso-scale wind variability for the different stability categories for the North Sea and the Baltic. (Larsén et al. 2011, Larsen et al, 2011, Vincent et al. 2011a)
In the process we have established the meso-scale cross correlations and coherences between winds at different points, to be used in simulation programs for wind farm productions (Vincent et al. 2011a, Vincent et al. 2011b, Sørensen et al. 2002).

We have found that the annual- and the seasonal power spectra to be very similar for the North Sea and Baltic Sea sites. The power spectra, the co-spectra and the coherence functions have been found to largely insensitive to the atmospheric stability. Although closer inspection revealed that stability could be detected, by enhanced energy for higher meso-scale frequencies, of the order of 0.001 Hz) for unstable (convective) conditions and reduced energy for the stable conditions. The stable power spectra were found to be equally well represented by the conventional meso-scale spectral form and by the spectra, derived from considering the whole wind field as a superposition of random internal waves following the formalism from the abysmal ocean and the free atmosphere (Larsén et al, 2011, attached to this report). Since internal waves cannot exist for unstable –neutral conditions, one may wonder about the connection between the mesoscale spectra that equals the ones for stable conditions and the internal gravity waves. One explanation could be that the internal waves always exist in the layers above the unstable boundary layer, where they are to a large extent generated by boundary layer convection, and simultaneously can be considered the upper boundary for the convective variability taking place in the boundary layer.

We have found that the meso- scale spectra show 2 D isotropy characteristics, with vanishing correlation between the along and across wind fluctuations, relative to the mean wind, and with the spatial power spectra being equal in all direction, as found from the WRF simulations of the wind fields. From the WRF spatial spectra and the mast and WRF frequency spectra, we have found that the mesoscale wave number and frequency spectra can be related through Taylors hypothesis, i.e. through the mean wind speed.
All in all we have found the statistics of meso-scale wind speed to surprisingly simple. Only for very regular gravity waves, generated from the nearby Norwegian mountains, did we find systematic different behaviour of the coherence functions, now becoming strongly non-isotropic and wavy behaviour in the direction of the phase speed of the waves. Also the Taylor hypothesis was modified by the phase speed of the waves entering into the dispersion relation together with the mean wind. (Larsén et al, 2011 a, b). Also for data selected to represent convective open cell structures, both from the mast data and from WRF modelling, we found an enhancement for the scales representing the open cell activity, corresponding to the frequency – wave number spectral region, where one expects to find convective influence.

Of very important for the use of the meteorological modelling of wind farm production forecasting, we have found that the WRF model is able to predict the meso-scale features, we have studied, and hence that the WRF forecasts are able to predict events of meso-scale variability together with the forecast of the power production. In general we found WRF able to predict the physical and statistical properties of the meso-scale variations very well, but not the exact timing of their occurrence, although we for some cases also could get the match more precise, in the gravity wave case studied by Larsén et al (2011a,b).

The various Markov-switching approaches proposed were shown to be superior to classical linear statistical models for both the analysis of time-series and for short-term prediction of offshore wind power generation. The interest of considering that the parameters of these models should be time-adaptive was also shown (Pinson and Madsen, 2010). This implies that the dynamics of wind power fluctuations (at the time scales of a few minutes to a few hours) have evolving characteristics throughout the year, but also that the duration of the various regimes (and the transition from one regime to the next) changes in time. Such findings were confirmed by the climatology of wind power fluctuations reported by Vincent et al. (2011). The approaches proposed have shown their potential for further analysis of the power fluctuations at large offshore wind farms, which will be enhance when further observational data will be made available in the near future (eg. Lidar, weather radar, etc.). A general formulation of these Markov-switching models and of the estimation of their parameters was finally proposed (Trombe et al., 2011) to account for the dynamics in both the mean and variance of wind power fluctuations.

On the forecasting side, we proved that even though Markov-switching approaches may outperform classical linear models for the very short-term prediction of offshore wind power fluctuations, they would still be outperformed themselves if additional measurements (at least wind speed and direction from nacelle anemometry) were to be made available in real-time (Gallego et al., 2011). This is since observed wind characteristics onsite may allow to further characterize the dynamics of power fluctuations to be expected in the very-near future. Also, such observations may serve as a proxy for identifying the type of meso-scale phenomenon being prevailing at the time forecasts are to be issued. The resulting improvements in lead scores, like the Root Mean Square Error – RMSE for instance, are in the order of 5-7%. Finally when extending to the case of the probabilistic forecasting of wind power fluctuations, the proposed new parametric distributions allowed for an appropriate capturing of the stochastic behavior of the these fluctuations as a function of the average power level, or as a function of wind direction for instance (Pinson, 2011). With this type of approach, probabilistic lead scores were further improved by 5-10%. One of the main advantages of all statistical approaches developed is that they may be readily implemented in existing forecasting software in order to improve our ability to forecasting wind power fluctuations at resolutions from a few minutes to potentially up to 2 hours ahead.

5 Discussion

We have found the climatology of meso scale wind variability to be surprisingly simple and universal, with respect to power spectra, co-spectra and coherences, in spite of the undoubted general climate differences of the North Sea and the Baltic Sea, involving both universal spectral forms, 2D isotropy qualities, and the applicability of Taylors hypothesis, with the advection velocity connecting the spatial variation of the wind field and the temporal variation observed by a stationary observer.
On the instrumental side we have proved that the satellite radar, especially with SAR images, and WRF modelling both were useful tools in studying, describing and forecasting meso-scale variability. In general WRF has been shown to predict the physical and statistical properties of mesoscale phenomena very well, but not necessary the exact timing of their occurrence.

As a special feature, we have found that the stable power spectra were found to be equally well represented by the conventional meso-scale spectral form and by the spectra, derived from considering the whole wind field as a superposition of random internal waves following the standard formulation for the abyssal ocean and the free atmosphere above the boundary layer (Larsén et al, 2011, attached). Since internal waves cannot exist for unstable –neutral conditions, one may wonder about the connection between the meso-scale spectra, which equals the ones for stable conditions, and the internal gravity waves. One assumption is that the internal waves always exist in the layers above the unstable boundary layer, where they are to a large extent generated by boundary layer convection, and simultaneously can be considered the upper boundary for the variability taking place in the boundary layer.

The results above correspond to general conditions of the Danish waters. We repeat from the work description that we have disregarded non stationary data, reflecting frontal passages and rain bands (because these are considered more effectively within the focused studies of the PSO-project “Radar at Sea”). Also, the direct modelling of roughness and heat flux changes at near coast environments has been disregarded, both to obtain more general results, and because these effects are already reasonably well modelled. However, to allow us sufficient data for some of the studies, data influenced by coastal factors were included in the studies, and are responsible for some of the statistical variability seen in the results (Vincent et al, 2011, attached, and Larsén et al, 2011, attached).

Therefore, while our annual and seasonal statistics is based on the total data sets, the studies of cross spectra, coherence and Taylor hypothesis are conducted on selected fairly stationary and fairly homogenous data situations of a typical length of 24 hours, where a statistical homogeneous and stationary mean wind and flow field could be assumed.

For the Horns Rev/North Sea data we have used in total 4 years of data for cross spectral analysis and 8 years of data for wind and stability climatology and power spectral analysis. For the Nysted / Baltic Sea data, we have used 4 years of data for the similar analysis. For the two areas the stationary and homogeneous 24 hours data sets included 300 days of data sets from Horns Rev and about 200 days of data from Nysted, or about 20-25 % of the total data available. Therefore some of the simplicity and universality, referred to above, will be a results of our selection of the most stationary and homogeneous weather situations at the two sites. The reason for the data screening was of course to ensure that the data fulfilled the necessary criterion for the spectral formulations to apply (Homogenous and stationary flow fields). Therefore, many of the non-studied weather phenomena, like front and rain bands, will be present in the remaining 70-80 % of the data. However, they do contribute to the data included in the general statistics and the power spectral analysis, which are based on all available data.

A somewhat different data set was obtained from a day, where very regular gravity waves were generated over the Norwegian mountains. Here we found power spectra that were slightly modified only, but with systematic variations of the coherence functions, now becoming strongly non-isotropic and wavy along the direction of the phase speed. For this situation, WRF was found to be an excellent prediction tool for the observed gravity waves, not just their physical and statistical properties, but also the time and place of occurrence very well.

Also the Taylor hypothesis was modified by the phase speed of the waves entering into the dispersion relation. (Larsén et al, 2011 a, b). We documented that these situations appeared fairly often, since they are coursed by thermally staple flows hitting the Norwegian mountain ridge from the West, a situation occurring quite often. By conjecture we will argue that also for transient phenomenon, like fronts and thunder storms, one can use an effective advection speed in the Taylor hypothesis reflecting the mean speed of the system, rather than the mean speed calculated form a homogeneous stationary series.
These considerations are applied already in some short time predictions and can then be the basis for future work.

The various Markov-switching approaches proposed were shown to be superior to classical linear statistical models for both the analysis of time-series and for short-term prediction of offshore wind power generation. The interest of considering that the parameters of these models should be time-adaptive, to enable meso-scale characteristics to be included in the models, was also shown (Pinson and Madsen, 2010). The approaches proposed have shown their potential for further analysis and prediction of the power fluctuations at large offshore wind farms, which will be enhance when further observational data will be made available in the near future (e.g. Lidar, weather radar, on-line wind farm production data, etc.).

Education

A PhD project has been concluded in association with the project, Vincent (2011). Another PhD candidate has also been partly financed by the project (Pierre-Julien Trombe, DTU Informatics).

References


From this project:


P. Pinson, P. (2009). Selected topics related to wind power modeling, forecasting and decision-making - Nonlinearity and nonstationarity. in Seminar series: Lund University, Center for Mathematical Sciences, November 2008


- 2nd SafeWind project meeting, March 25-27, Toulouse, France.
- International Symposium on Forecasting, June 21-24, Hong Kong.


Vincent, C., X. G. Larsén, S. E. Larsen, P. Sørensen (2011a) Complex cross-spectra from observation and mesoscale modelling. Submitted to Boundary Layer Meteorology. Attached to this report
6 Attachments

The following three manuscripts all submitted to publication are the latest publications being derived from the Mesoscale project, and together they summarize the findings:


Risø DTU is the National Laboratory for Sustainable Energy. Our research focuses on
development of energy technologies and systems with minimal effect on climate, and
contributes to innovation, education and policy. Risø has large experimental facilities
and interdisciplinary research environments, and includes the national centre for nuclear
technologies.
Spectral structure of the mesoscale winds over the water

Xiaoli Guo Larsén*, Claire Vincent and Søren Larsen
Wind Energy Department
Risø National Laboratory for Sustainable Energy
Technical University of Denmark
xiaoli.guo.larsen@risoe.dk, +45 21327332
November 17, 2011

Abstract
Standard meteorological measurements from a number of masts around two Danish offshore wind farms have been used to study the spectral structure of the mesoscale winds, including the power spectrum, the co- and quadrature spectrum and the coherence. When average conditions are considered, the power spectrum has shown universal characteristics, in agreement with the findings in literature, including the energy amplitude and the $-5/3$ spectral slope in the mesoscale range transitioning to a slope of $-3$ for synoptical and planetary scales. The slope transition is found to be more dominant for winter seasons when the baroclinic instability is strongest in the mid-latitudes. It is argued that this slope transition could be an indication of the limit where the Taylor hypothesis could be applied. The local stability does not seem to systematically affect the average mesoscale power spectrum or the coherence, rather it is the particular atmospheric structures under these stability conditions such as the open cells in the North Sea and the gravity waves over Denmark that have their own spectral behaviors. The spectral behaviors for the along-wind and cross-wind components, including power spectrum, the co- and quadrature spectrum and coherence, are highly similar for the general cases that satisfy stationary conditions, and there is no statistically significant correlation between the along- and cross-wind components. The vertical variation of the power spectrum is found to be small and there is almost no vertical variation of the co- and quadrature spectrum and coherence. These
findings suggest that the mesoscale flow does bare the characteristics of 2D isotropy.

Keywords: Mesoscale range, power spectrum, coherence, 2D isotropy

1 Introduction

The spectral behavior of the wind speed in the mesoscale range, from a few kilometers to hundreds of kilometers, or, from a few minutes to hours, is not only a fundamental atmospheric research topic, e.g. [1, 2, 3, 4], but also important for practical use in wind energy application. Modern wind farms are of the size of tens of kilometers, which means that the power spectrum in the mesoscale range is an important measure of accuracy for short term forecasting [5] as well as extreme wind estimation [6]. The spatial coherence of wind is a key parameter for wind energy planning and power integration [7, 8] for single farm as well as groups of wind farms within a limited geographical area such as the North Sea. It is the purpose of this study to examine the spectral behaviors (including the power spectrum and coherence) in this range and to examine the impact from a number of factors, including seasons, horizontal and vertical dimensions, stability and mesoscale phenomenon such as gravity waves and cells.

In the literature, the spatial mesoscale power spectra have been studied with measurements (through airplanes [9, 10, 1, 4] and satellite [11]), theoretical arguments [2, 12, 3] and numerical simulations [13, 14, 15, 16]. The scope of these studies ranges from the atmospheric surface layer to the troposphere and lower stratosphere, and from tropical to mid-latitude and polar regions. Most of the studies have been done for stable conditions, although the impact of stability has only been clearly reported for the potential temperature spectra e.g. [1, 4, 16]. The spectrum for an individual unstable case in the boundary layer during a one-day period has, however, shown high resemblance to those in the literature for the stable conditions [16]. Within the boundary layer, measurements from 10 m to about 500 m of several days of period have shown negligible dependence of the power spectrum on height [4, 16]. Upper air measurements from airplanes reported some difference in the energy amplitude between the troposphere and stratosphere, with the amplitude slightly larger in the stratosphere [1, 10]. Dependence
of the energy amplitude on latitude has been observed by e.g. [10, 17]; according to the data measured with commercial airplanes in [10], the tropospheric energy amplitude for the meridional winds seemed to be largest in the latitude band of 45 to 60°N. Seasonal variability was reported in e.g. [10] where it was found the energy amplitude is smallest in summer and in [18] the FGGE-IIIa data showed that for the planetary and synoptical scales the energy amplitude is greatest in winter. This was argued to be caused by the strongest temperature gradient cross latitudes and therefore stronger baroclinic instabilities in winter time.

In spite of these variabilities, one consistent character of the spectrum reported in the literature is the spectral form that the energy amplitude decreases with wave number as approximately $k^{-5/3}$ in the mesoscale range and changes to $k^{-3}$ at smaller wave numbers. The generally accepted theoretical interpretation to the $k^{-3}$ behavior is the enstrophy cascade from large scale to small scale and that to the $k^{-5/3}$ behavior is the energy cascade from small scale to large scale. As illustrated in [1] (their Fig. 1), the source for enstrophy injection at the large scale end of the $k^{-3}$ region of the spectrum is the geostrophic turbulence that is related to the baroclinic instability and the source of the energy injection at the small scale end of $k^{-5/3}$ could be the force of thermal stratification such as gravity waves [1] or convective cloud systems [19]. This theory for a two-dimensional (2D) turbulence was first presented by [20] and [21], supported through years by numerous theoretical, numerical and experimental studies, including [19, 1, 2, 22, 13, 3]. Experiments also suggested that the mesoscale 2D flow bares an overall isotropy character, reflected as the lateral and meridional wind components having very similar spectral form [1, 4, 16]. However, the isotropy was reported to be invalid in the presence of rigid gravity waves where more kinetic energy was found to be distributed along the wave propagating direction [16].

In many of these studies, the spectra were analyzed in the spatial domain in terms of wave number $k$. The bridging of the spatial domain to temporal domain (in terms of frequency $f$) is normally through the application of the Taylor hypothesis using the advection velocity $U_0$. Because of the role of the advection in the hypothesis, one would expect the Taylor hypothesis not to be valid for scales that are dominated by geostrophic turbulence where the spectral slope is approximately $-3$. Indeed, the mesoscale spectra have only been reported to be successfully transformed between $k$
and \( f \) for scales of several hundreds of kilometers, corresponding to periods shorter than about one day [9, 1]. Regarding measurements, the analysis has mostly been done for spatially distributed measurements using airplanes and satellites, while point measurements have been paid less attention for this purpose even though they are much easier to access, partly because of the difficulties associated with Doppler shifting. The Doppler-shifted frequency had posed serious problems for spectral studies, (e.g. [23]) and it needs to be taken into account in the presence of gravity waves [24, 16]. Gravity waves are ever-present in stable conditions in the form of rigid waves or random waves. In geographical areas of climatologically stable stratification (such as one of the study areas in the current paper), this is a general issue. Nevertheless, with their stably stratified data, [1] and [4] found the Taylor hypothesis to be valid, suggesting that, with all random waves combined, the spectra could represent a non-dispersive turbulence-like process even though the data represent an overall stable condition.

In modeling the power spectrum, [2] through structure function analysis derived an expression for the kinetic energy spectrum in the meso to synoptic scales in terms of a combination of \( k^{-3} \) and \( k^{-5/3} \):

\[
E(k) = d_1 k^{-5/3} + d_2 k^{-3} \tag{1}
\]

with \( d_1 \approx 9.1 \times 10^{-4} \) and \( d_2 \approx 3.0 \times 10^{-10} \). Eq. (1) fits perfectly the experimental data from [10, 1]. For the frequency domain, in stable conditions, [24] took the Doppler shifting taken into account and derived the general intrinsic horizontal wave spectrum between the Coriolis frequency \( (f_c) \) and the Brunt-Väisälä frequency \( N \)(Eq. (14) in [24]). The model of [24] describes the wind fluctuations in the range \( f_c < \omega < N \) in terms of random gravity waves. Assuming the angle between the flow and the wave number \( k \) is 0 or 180°, and assuming the portion of energy from random waves with phase speed \( c = \omega' / k \geq 0 \) (\( \omega' \) is the radian intrinsic frequency) equals that with \( c = \omega' / k < 0 \), it was derived that for \( f_c \ll \omega < N \),

\[
E(\omega) \simeq \frac{E_0}{f_c \cdot (\omega / f_c)^2} \left( 1 + \frac{\beta^2}{1 + \beta} \right) \tag{2}
\]

where \( E_0 \) is the total energy density for internal gravity waves, including kinetic and potential energy, \( \omega \) is the radian observed frequency, and \( \beta \) is the ratio of the mean wind and a characteristic intrinsic horizontal phase speed of the wave field. \( \beta \) describes the Doppler shift effect and it ranges
between 0 (no waves) and 10 (reported for lower stratosphere, [25]). With
the $\beta$ effect, one would expect that in reality, with random waves of different
characteristics filling the stable atmosphere, the spectral energy $E(\omega)$ varies
within a certain range. From measurements in various research papers, [26]
adopted $E_0 = 7.5 \text{ J kg}^{-1}$ as a typical value for the tropospheric gravity wave
total energy. Note, in deriving Eq. (2), the authors have arbitrarily chosen
a spectral slope of $-2$ in order to obtain an analytical solution.

Compared to the power spectra, coherence for the mesoscale range is
much less explored. [8] (hereafter V2011) summarized the limited number of
studies of coherence in the mesoscale range, including [27, 7, 28, 29]. These
studies are almost all for wind energy applications. In literature, coherence
is mainly studied in the microscale range, from meters to tens of meters, or,
from seconds to minutes [30, 31, 32, 33]. It is seen that the power spectrum
in the mesoscale range is much simpler than the microscale range due to its
quasi 2D character and it is expected to be similar for the coherence. [8]
studied the coherence of wind speed in terms of its two components, the
co- and quadrature spectrum for offshore conditions in the Baltic Sea and
the North Sea, where mesoscale modeling, analytical modeling and measure-
ments were used jointly for distance between a couple of kilometers to about
13 kilometers. It was found that (1) the coherence depends on the flow angle
in relation to the orientation of the target locations (2) the co-spectrum can
be expressed as a function of frequency normalized by multiplying by separa-
tion distance and divided by advection speed. (3) there is slight dependence
of the coherence on the studied area where the dominant weather features
might be different.

Classical studies of the spectra are mostly based on measurements from
segments of relatively short periods. Considering the scales are consistent in
space and time, the point measurements can easily provide information for
planetary to synoptical scales which are relevant for the energy amplitude in
the mesoscale range. In this study we make use of standard meteorological
measurements to re-examine the spectral behaviors regarding the kinetic
spectral form and energy amplitude as well as coherence of wind speed. The
purpose is not only for the basic research interest but also in the context
of wind energy application, therefore the typical wind turbine hub height
(around 70 m) is of particular relevance. The measurements are of several
years long from two offshore sites, Horns Rev in the North Sea and Nysted in
the adjacent Baltic Sea water, the same as those used in V2011. The study will thus be in the frequency domain. We are particularly interested in two issues, one is the 2D isotropy character of the mesoscale turbulence and the other is the effect of stability on the spectral behavior. These two issues have not been explored in depth in the above mentioned studies. With years of measurements, the study can be easily extended from the well-studied stable conditions as exists in literature to less explored neutral and unstable conditions.

The measurements, together with the climatological background at the two sites, are introduced in Section 2 and the results of power spectra and coherence are presented in Section 3.1 and 3.2 respectively. Discussion and conclusions follow in Sections 4 and 5.

2 Measurements and climatology at Nysted and Horns Rev

Standard meteorological measurements from masts around two wind farms in Denmark are used. The wind farm Horns Rev I is located offshore in the North Sea (Fig. 1a and b), and the wind farm Nysted is located offshore in the semi-enclosed water that belongs to the Baltic Sea (Fig. 1a and c).

Around the Nysted wind farm there are several meteorological masts, three of which are used in this study (Fig. 1c), where the wind speeds were measured with cup anemometers at heights above mean sea level of 10, 25, 40, 55, 65 and 69 m. Wind vanes and temperature sensors were mounted at 10 and 65 m. Air pressure was measured at 10 m. From pressure and temperature, the potential temperature was calculated. Water temperature was available at 2 m depth at mast 2 ($M_2$) and 3 ($M_3$).

Around the Horns Rev wind farm, there are three masts around the wind farm (Fig. 1b). Only mast 2 ($M_2$) existed before the wind farm was built in 2003. On $M_2$, wind speeds were measured at 15, 30, 45 and 62 m (mast top), wind directions at 60 m and 43 m, temperatures at 55 m and 13 m, pressure at 55 m. Water temperature has been measured at 4 m deep. Since 2003, masts 6 ($M_6$) and 7 ($M_7$) are mounted, with instrumentation different from $M_2$; the wind measurements were measured at 20, 30, 40, 50, 60 and 70 m (mast top), directions at 28 and 68 m, temperature at 16 and 64 m and pressure at 16 m. Wind measurements at some heights are missing during
some periods, especially those at 30 and 40 m.

For both sites the time series used for the main analysis here are 10 min averages. The wind data availability for each mast at the two sites is described in Table 1. For a special analysis of a gravity wave case, 1 s time series at Nysted are also used.

Although both sites are offshore and geographically close to each other, the climatology is different regarding the stability conditions and wind distribution due partly to the different configuration of land and water around the sites. The Nysted wind farm, located in a water-body belonging to the semi-enclosed Baltic Sea and surrounded by land with relatively short sea fetches, has been reported to be of climatologically stable conditions due
predominantly to advection from land [34, 16]. At Horns Rev, the prevailing westerly winds from the open North Sea often accompany convective weather systems [35]. The monthly distribution of the Richardson numbers at the two sites are presented in Fig. 2, clearly confirming the climatologically stable conditions at Nysted and unstable conditions at Horns Rev.

The Richardson numbers are calculated with two methods. The first method is the same as in [16], i.e. to use measurements two measuring heights to calculate $Ri_B = \frac{g}{\theta} \cdot \frac{\Delta T}{\Delta z}/(\theta) = \frac{g}{\theta} \cdot \frac{\Delta T}{\Delta z}/(\theta)^2$. The two levels are 10 and 62 m at Nysted, and 15 and 45 m at Horns Rev; the temperatures at 15 and 45 m for the Horns Rev data are linearly interpolated from temperature measurements at 16 and 64 m. The other method is to calculate the bulk Richardson number between water surface and the lowest wind measurement level through $R_B = \frac{g}{\theta} \cdot \frac{(T_{w}-T_{w0})}{\Delta z}/(\theta)^2$, with $z = 10$ m at Nysted and $z = 20$ m at Horns Rev. Due to the fact that the temperature gradient between two levels on $M_6$ and $M_7$ in Horns Rev are sometimes problematic and give suspicious statistics, and at the same time that there has also been concerns about the water temperature measurements at Nysted, both $Ri_B$ and $R_B$ are calculated whenever water data are available at certain mast, so that they can be used as reference for each other. Note, for the Nysted site, in Figure 2a and c, $Ri_B$ and $R_B$ were calculated with the combined data at $M_2$ and $M_3$ from their undisturbed fetches because of the availability of water temperature measurements at the two masts. The results of $Ri_B$ are consistent with $M_1$, even with the disturbed fetches included. For June, $R_B$ was always greater than 0.015, which could be related to the large uncertainty in the water temperature (check this out). For the Horns Rev site, in Figure 2b, the calculation of $Ri_B$ is done at $M_2$ for the period 1999 to 2005 and in Figure 2d, $R_B$ has been calculated at $M_7$ for the period 2003 to 2007. When making the monthly statistics, at Nysted, the monthly data are only used if the data coverage is greater than 90%, and at Horns Rev, the monthly data coverage is required to be more than 99% because the data coverage is significantly better (Table 1). Note, the calculation of $R_B$ is rather approximate by using water temperature at a certain depth (4 m deep at Horns Rev and 2 m deep at Nysted) and temperature, rather than potential temperature. Although, [36] showed that, at this particular site of $M_2$ at Horns Rev, the water temperature matched well with the sea surface temperature obtained from the satellite data. This, together with the different levels used for
calculating $Ri_B$ and $R_B$, is actually of minor significance since our purpose is not to parameterize the stability effects but to use $Ri_B$ and $R_B$ to group data into approximate different stability categories. We see from Fig. 2 that in general the statistics of $Ri_B$ and $R_B$ are consistent, although the relative percentage could vary a bit when choosing different critical values for the grouping. Even though the data are not always from the same periods and not necessarily from the same masts, the consistent statistics from $Ri_B$ and $R_B$ suggests strongly the reliability of each of them for our grouping purpose and also suggests their representativity for the description of the stability climate.

Sensitivity tests are made regarding whether to use $Ri_B$ or $R_B$ and which critical value to choose, when grouping the data. When presenting the results, we use $Ri_B$ for the power spectrum, both for Nysted and Horns Rev, and we use $Ri_B$ for the coherence only for Nysted but use $R_B$ for Horns Rev. It is always a big challenge with measurements, regarding the data length, data coverage, technical failure and operating consistency, when we aim at making a climatological study. Even so, the data sets here, being in pairs, at multiple levels up to about 70 m, offshore and reasonably good quality, are very unique.

At Nysted, the stable situation is more related to flows from the sectors of east-south-northwest while the sector north-northeast contributes more to the unstable conditions. At Horns Rev, the unstable conditions are related to flow from the sea while stable conditions are more related to the flow from land.

3 Results

The results include the power spectra, the co- and quadrature spectrum and coherence. The power spectra are presented in Section 3.1, where the inter-annual variability, seasonal impact, variation with height and stability impact are examined. The daily spectra of both the along-wind and across-wind components, $u$ and $v$, are shown. In Section 3.2, the coherence of wind speed for pairs of observations and its real and imaginary components, the co- and quadrature spectrum respectively, are presented for three pairs of masts at Nysted and one pair of masts at Horns Rev with the selected daily time series. The coherence of wind speed and the wind’s two components, $u$
Table 1: Wind data coverage at each mast at the two sites

<table>
<thead>
<tr>
<th>Year</th>
<th>Nysted</th>
<th></th>
<th></th>
<th>Horns Rev</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$M_1$</td>
<td>$M_2$</td>
<td>$M_3$</td>
<td>$M_2$</td>
<td>$M_7$</td>
</tr>
<tr>
<td>1999</td>
<td>60%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2000</td>
<td>99.975%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>99.979%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2002</td>
<td>99.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>80.2%</td>
<td>46%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2004</td>
<td>52%</td>
<td>52%</td>
<td>52%</td>
<td>99.79%</td>
<td>90%</td>
</tr>
<tr>
<td>2005</td>
<td>95%</td>
<td>95%</td>
<td>95%</td>
<td>77%</td>
<td>98%</td>
</tr>
<tr>
<td>2006</td>
<td>92%</td>
<td>92%</td>
<td>92%</td>
<td>86%</td>
<td>89%</td>
</tr>
<tr>
<td>2007</td>
<td>52%</td>
<td>52%</td>
<td>53%</td>
<td>20%</td>
<td>73%</td>
</tr>
<tr>
<td>2008</td>
<td>35%</td>
<td>41%</td>
<td>41%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Masts and data description for the co- and quadrature spectrum and coherence studies, where dir range is used to select data for lateral or longitudinal separation conditions. $\parallel$ stands for longitudinal separation and $\perp$ stands for lateral separation.

<table>
<thead>
<tr>
<th>Site</th>
<th>Masts</th>
<th>Orient.</th>
<th>Distance</th>
<th>Dir range</th>
<th>Nr.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nysted</td>
<td>$M_1, M_2$</td>
<td>165°</td>
<td>2130 m</td>
<td>231 - 290°</td>
<td>(⊥) 75</td>
</tr>
<tr>
<td></td>
<td>$M_1, M_3$</td>
<td>82°</td>
<td>8178 m</td>
<td>136 - 200°</td>
<td>(⊥) 36</td>
</tr>
<tr>
<td></td>
<td>$M_2, M_3$</td>
<td>100°</td>
<td>8903 m</td>
<td>177 - 217° + 0 - 25°</td>
<td>(⊥) 32</td>
</tr>
<tr>
<td>Horns</td>
<td>$M_2, M_7$</td>
<td>109°</td>
<td>12420 m</td>
<td>94 - 118°, from land</td>
<td>(</td>
</tr>
<tr>
<td>Rev</td>
<td></td>
<td></td>
<td></td>
<td>270 - 304°, from sea</td>
<td>(</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>180 - 215° + 0 - 30°</td>
<td>(⊥) 101</td>
</tr>
</tbody>
</table>
Figure 2: Monthly distribution of the bulk Richardson number at Nysted masts (a, c) and Horns Rev (b, d). In (a) and (b), the Richardson number $Ri_B$ is calculated between two measuring heights, i.e. 10 to 60 m at Nysted and 15 to 45 m at Horns Rev. In (c) and (d), the bulk Richardson number $R_B$ is calculated between water surface and the lowest wind measurement height, i.e. 10 m at Nysted and 20 m at Horns Rev.
and $v$, are shown for different stability groups.

3.1 The power spectrum

The annual wind power spectra are calculated using the Fourier Transform with a linear detrending applied to the yearly time series. The power spectral energy in the frequency domain is denoted as $S(f)$, to be distinguished from the references given in Section 1 where $E(k)$ is given for the wave number domain and $E(\omega)$ is for $2\pi f$. The annual spectra are only calculated for those years with best data coverage. According to Table 1, the Nysted data from 2005 and 2006 are used and the Horns Rev data from 2000 to 2002 at $M_2$ and 2005 at $M_7$ are used. There is almost no difference in the spectra from different masts during the same period. The year to year variation in the spectrum is obviously not important, as can be seen from Fig. 3a (Nysted) and c (Horns Rev). The results in Fig. 3 from data of several years demonstrate the following difference to be systematic: the logarithmic slope of the spectra at Nysted is straighter in the range $5 \cdot 10^{-6} < f < 10^{-3}$ Hz than that at Horns Rev where the spectra show a much clearer slope transition at a frequency of around $10^{-4.5}$ Hz. In Fig. 3b and d, the spectra at several measurement heights are plotted, indicating that there is some degree of vertical variation, which is more obvious at Nysted than at Horns Rev; the ratio of $S(f)$ between 55 m and 10 m is about 1.5 at Nysted and about 1.3 between 62 and 15 m at Horns Rev throughout the whole frequency range. Comparing Fig. 3c and d, one could see that at Horns Rev, the height dependence is systematic but is not more significant than the annual variability.

The average annual power spectra from the two sites (thin black lines from Fig. 3a and c) are put together in Fig. 4 and the difference in the energy amplitude is actually very small, with the ratio of $S(f)$ on average 1.01 for $5 \cdot 10^{-6} < f < 10^{-3}$ Hz, even though the Horns Rev spectrum shows stronger curvature. Also shown in this plot is the model of Fritts and Zandt [24], Eq. (2) with $\beta = 0$, which corresponds to no gravity waves. This model, with a slope of $-2$ and $E_0 = 7.5$ J kg$^{-1}$, seems to overestimate our measurements mostly at for the scale greater than $10^{-4}$ Hz; for $3 \cdot 10^{-5} < f < 10^{-4}$ Hz, it overestimates on average by an order of 1.7. In the presence of gravity waves where $0 < \beta < 10$, the modeled energy level is greater. To the measurements, in analogy to Lindborg’s model, Eq. (1) (see the black curve in Fig. 4), we
Figure 3: Power spectra from time series of 1 year long, at Nysted $M_1$ 69 m (a and b) and Horns Rev $M_2$ 62 m (c and d). (a) and (c): spectra from different years and an average spectrum for the site. (b) and (d): Spectra at several heights.
Figure 4: The yearly average power spectra from Nysted and Horns Rev, as the black curves in Fig. 3a and c, together with the model from [24] and the model of Eq. (3).

fit with the combination of $f^{-5/3}$ and $f^{-3}$ and it gives a very satisfactory agreement with

$$ S(f) = a_1 \cdot f^{-5/3} + a_2 \cdot f^{-3} $$

(3)

where $a_1 = 3 \cdot 10^{-4}$ and $a_2 = 3 \cdot 10^{-11}$.

The seasonal power spectra from the two sites are shown in Fig. 5a and b. Only months with data coverage greater than 95% are used for Nysted (due to the relatively low data coverage) and 99.9% for Horns Rev. From the Horns Rev data, it is found that changing the requirement of data coverage from 99% to 90% does not change the results, suggesting that using data of 95% coverage at Nysted does not bring statistically significant bias. From Fig. 5, it becomes immediately clear that summer months correspond to the relatively straighter spectrum where the range with $S(f)$ varying with $f^{-5/3}$ extends to very low frequency while the winter months corresponds to higher energy amplitude and a clearer slope transition from $-5/3$ to $-3$ at a relatively high frequency of about $2 \cdot 10^{-5}$ Hz (about half a day), see Fig. 5c and d for the winter and summer cases, respectively. The stronger geostrophic turbulence effect reflected in the $-3$ slope corresponds to a coefficient $a_1$ for the winter case several times larger than that for the summer.
Figure 5: Power spectra in four season months. (a): Nysted. (b): Horns Rev. (c) Winter months for Nysted and Horns Rev and Eq. (3) with $a_2 = 9 \cdot 10^{-11}$. (d) Summer months and Eq. (3) with $a_2 = 1.5 \cdot 10^{-11}$.

case. Data from the two sites are highly consistent on this, in agreement with the findings in [10] and [18]; the stronger baroclinic instability in winter months is a reasonable interpretation. The overall annual spectrum from Horns Rev resembles more the winter months spectrum than that at Nysted, which could be an implication that the open sea condition at Horns Rev reserves better the geostrophic turbulence than the Nysted environment where the mesoscale land impact could play a significant role.

For the range with the $-5/3$ spectral slope, based on Fig. 3 to 5, when all conditions are mixed and averaged, the energy amplitude for both sites reaches a certain level; the dependence on year, the height and season can all be considered small. In the following we zoom in to this range by analyzing the daily spectra, with the aim to examine the possible impact of stability and to analyze the 2D spectral quality. All days that have 143 (the missing
data is linearly interpolated) or 144 10-min data are selected and grouped into three categories according to the daily mean $Ri_B$: $Ri_B > 0.1$, $0 \leq Ri_B \leq 0.1$ and $Ri_B < 0$, representing stable, neutral to stable (shortened to neutral) and unstable conditions, respectively. Using another value of $Ri_B$ than 0.1 to group the data will only redistribute some of the cases within the first two groups, and the statistics remains same if it is not too different from 0.1, however using e.g. 0.25 will result in too few cases in the first group, which will make this group much less statistically meaningful. For all these days, it is required that the wind speed at the top measuring height does not vary more than 15 ms$^{-1}$ per day and the direction change during a day is less than 50°. This ensures that the cases chosen for analysis approximate stationary conditions in order to be able to divide the wind into the along-wind ($u$) and cross-wind ($v$) components. Here we call data satisfying the stationary conditions for “normal” data. For the Horns Rev site, this analysis is done both for the period 1999 to 2002 and for the period 1999 to 2007; the former is before the wind farm existed and measurements at $M_2$ from all directions were used and for the latter, at $M_2$ only data free of the wind farm wakes were selected. Using the time series of 1999 to 2007 and the bulk Richardson number $R_B$ to group the data into the three categories as $R_B > 0.05$, $0 \leq R_B \leq 0.05$ and $R_B < 0$ gives almost the same statistics as using the time series of 1999 to 2002 and $Ri_B$; this suggests the data representativity in this period and also the consistency of the results. In Fig. 6 the mean values of the daily spectra for the three categories are plotted for Nysted (left column) and Horns Rev (right column), together with their average annual spectra from Fig. 3a and c. For Horns Rev, data from 1999 to 2002 are used. Due to the series of strict restrictions to the data, for the Nysted site, there are only 36, 42 and 86 days in the three stability categories and for the Horns Rev site, there are 42, 18 and 197 in the three categories. For the neutral group, the mean spectra of both $u$ and $v$ are very close to the average annual spectra. Quite strikingly, for the stable group, at Nysted, the mean spectra correspond to considerably lower energy amplitude than the average annual curve. However, at Horns Rev the mean spectra are quite close to the average annual curve. For the unstable group, at Horns Rev, the mean spectra are of considerably larger energy amplitude at the high frequencies than the average annual curve (Fig. 6g) while this effect is not at all obvious for the Nysted data (Fig. 6c). Fig. 6g was based on almost
200 days of data, it is quite clear that the dominating unstable conditions at this site are responsible for the enhanced energy amplitude in the high frequency part of the mesoscale range, particularly in the winter and autumn seasons as seen in Fig. 5b. These results of higher energy amplitude during unstable conditions are consistent with the findings in [5] where a different spectrum analysis, Hilbert-Huang transform, was performed for this site.

For all groups in Fig. 6, the spectra of $u$ and $v$ are highly similar to each other. For each frequency, the ratio of the $u$- and $v$-power spectrum, $S_u(f)/S_v(f)$, is calculated. When putting the data from the two sites together, for $f$ less than about $2 \cdot 10^{-4}$ Hz where there is higher uncertainty in the calculation of spectrum, the values of $S_u(f)/S_v(f)$ fluctuate around zero and for higher $f$, the average value of $S_u(f)/S_v(f)$ is about 1.2 - 1.3. The ratio of $S_u(f)/S_v(f)$ for this range has earlier been examined in [37] using 16 Hz sonic data from the Lammefjord experiment. From data of 11 periods ranging from 8 to 20 hours, they also found the similar spectral behavior for $u$ and $v$ for $10^{-4} < f < 10^{-3}$ Hz and the order of $S_u(f)/S_v(f)$ is about 1.5.

The co-spectrum of $u$ and $v$ for the three categories are plotted together in the last row for the two sites. The cospectra of $u$ and $v$ fluctuate around zero over the whole frequency range, even though the fluctuation could be rather big when the sample number is small (Fig. 6d and h), suggesting $u$ and $v$ are not correlated.

### 3.2 The coherence

The coherence study here was carried out with focus on the horizontal 2D behavior in terms of $u$ and $v$, the vertical variation and the impact of stability. These issues were not the major subjects in V2011 where spatial correlations of wind speeds were studied. Because of these focuses, we construct and select the data slightly differently from V2011. The basic data length is still one day long. As for the calculation of the daily $u$ and $v$ power spectra, we select the “normal data”, i.e. we require that the wind speed at the top measuring height does not vary more than 15 ms$^{-1}$ per day and the direction not more than 50° per day. While V2011 explored extensively the effect of the inflow angle relative to the mast pair’s orientation, we focus on two specific situations: the inflow along (longitudinal separation) and across (lateral separation) the displacement of the two masts. All data are required to be free of the wind farm wake effect. The direction restriction for the two
Figure 6: Power spectra from daily time series in three stability categories, with the daily mean $Ri_B > 0.1$ (a, e), $0 \leq Ri_B \leq 0.1$ (b, f) and $Ri_B < 0$ (c, f), for Nysted (left column) and Horns Rev (right column). (d) and (h): Co-spectra of $u$ and $v$ in the three categories.
situations for each pair of masts is described in Table 2. Three pairs of the
three masts from Nysted are used for lateral separation study, the longitudi-
dinal separation cases are too few for obtaining the $u$ and $v$ components. At
Horns Rev, only the pair with longest distance, $M_2$ and $M_7$, are used. The
number of days that satisfy each category is given in Table 2.

Briefly, the algorithms for the key coherence parameters are displayed
here. The coherence between the time series at two locations, $i$ and $j$, is
defined as
\[ \text{Coh}(f) = \sqrt{\text{Co}_n(f)^2 + Q_n(f)^2} \]  
(4)

where $\text{Co}_n$ and $Q_n$ are normalized co- and quadrature spectrum:
\[ \text{Co}_n(f) = \frac{\text{Co}(f)}{\sqrt{S_i(f) \cdot S_j(f)}}, \quad Q_n(f) = \frac{Q(f)}{\sqrt{S_i(f) \cdot S_j(f)}} \]  
(5)

As discussed in V2011, $\text{Co}_n(f)$ and $Q_n(f)$ together represent the in phase
and out of phase of the wind variability at the two points $i$ and $j$. $S_i$ and $S_j$
are the power spectra at $i$ and $j$ respectively.

$\text{Coh}$, $\text{Co}_n$ and $Q_n$ have been calculated for the wind speed and its along
and across wind components, $u$ and $v$, at all measuring heights. The time
series went through a linear de-trending and a Hanning window was applied
before $\text{Co}_n$, $Q_n$ and $\text{Coh}$ were calculated. Same as in V2011, the coherence
was calculated from a block averaged single realization of the spectra and
cross-spectra. Here our $Q_n$ was calculated with an opposite sign as in V2011.
This method was shown by [38] to be equivalent to averaging over a large
number of time series, see V2011 for detailed discussion.

There is no variation of the three parameters with height observed. The
slight increase of the power spectral energy with height, as shown in Fig. 3,
is of negligible influence when used in Eq. (5), probably due to the much
considerable more scatter related to the coherence parameters.

The results for $u$ and $v$ are shown in Fig. 7 (longitudinal separation) and
Fig. 8 (lateral separation) for the top measuring height, which is 69 m at all
Nysted masts, 62 m at Horns Rev $M_2$ and 70 m at Horns Rev $M_7$. Note, on
the $x$-axis, it is a normalized frequency $fd/U_0$ where $d$ is the distance between
a pair of masts and $U_0$ here is the daily mean wind speed at corresponding
heights, which for the Nysted data is 69 m and for Horns Rev is 62 m (data
from $M_7$ are interpolated to this height). The normalized frequency, $fd/U_0$,
is equivalent to $\frac{kd}{2\pi}$, with $k$ the radian wave number; it describes the number
of waves within the separation distance of the pair of masts. Although the
days selected are not necessarily the same as those selected in V2011 as
discussed at the beginning of this section, the distribution of $C_{0n}$ and $Q_n$
for $u$ and $v$ here are consistent with those from V2011 for the wind speed
on several matters. For the longitudinal separation of $M_2$ and $M_7$ from
Horns Rev (Fig. 7a), for $u$, $v$ and wind speed, $C_{0n}$ decreases with $f d / U_0$,
becomes negative at $f d / U_0 \approx 0.25$ and reaches a maximum negative value
at $f d / U_0 \approx 0.5$, which means that the wind components at $M_2$ and $M_7$ are
almost equally correlated, but the correlation decreases with increasing wave
number and they becomes negatively correlated once there is one quarter
of the entire wave between $M_2$ and $M_7$, and they become most negatively
correlated when there is half of the entire wave between the two masts. The
correlation seems to return to be positive again when the wave number is
greater than 1. As also shown in V2011 for the wind speed, the quadrature
spectrum shows opposite curves for cases with flow land and for cases with
flow from sea. Here, Fig. 7b shows more profound out-of-phase distribution
of the quadrature spectrum with frequency for the undisturbed flow from
open sea than from land. For $f d / U_0 \approx 0.25$, $M_2$ and $M_7$ from Horns Rev
clearly suggest $u$, $v$ and the wind speed at the two masts are most out of
phase when their separation distance is equal 1 to one quarter of a wave
length, while $M_1$ and $M_2$ from Nysted does not reach this range.

This profound out-of-phase signal in the quadrature spectra for the wind
speed is absent for the lateral separation, see Fig. 8b for $u$, which is almost
the same as for the wind speed. Here $Q_n$ moderately fluctuates around
zero through all frequencies, indicating no systematic phase change at $i$ and
$j$. However, the plots for $v$ (Fig. 8d and e) reveal a couple of small but
interesting differences. For the lateral separation, when the $u$ components
are almost entirely un-correlated for $f d / U_0 > 0.5$, the $v$ components at
the two masts, now aligning with the masts displacement, are negatively
correlated with each other in a similar way to $u$ and $v$ for the longitudinal
separation situation, but to a much smaller degree. At the same time, $Q_n$
shows $v$ to be slightly but systematically out of phase at the two masts,
most dominantly at $f d / U_0 \approx 1/4$. By comparing Fig. 7 with 8, one could
see that, overall, the situation with lateral separation is much simpler, where
$C_{0n}$ and $Coh$ as functions of $f d / U_0$ from both sites collapse onto a single
curve (although there exists small differences) with limited scatter. For the
longitudinal separation, the scatter is a lot larger and the winds with flow from sea are better coherent than the lateral separation situation.

The results from Horns Rev and Nysted seem to be highly consistent; there are respectively 143 days and 183 + 101 days at Nysted and Horns Rev (see Table 2), and they should be of statistical significance.

It is obviously an application of the Taylor hypothesis to use \( fd/U_0 \) to describe the spatial coherence in Fig. 7 and 8. If plotted versus \( f \) only, the wind and its components are better correlated at shorter separation distance at the same \( f \). The fact that \( Co_n \) and \( Coh \) as functions of \( fd/U_0 \) from both sites collapse onto a single curve suggests the validity of the Taylor hypothesis. That is, the dominant atmospheric movement included in the daily time series is through advection. In Fig. 7 and 8, the thin smooth curves are an empirical exponential fit to the \( Coh - fd/U_0 \) distribution for the wind speed, and it reads:

\[
Coh = \exp \left( -14(fd/U_0)^3 + 20(fd/U_0)^2 - 10(fd/U_0) \right) \tag{6}
\]

The purpose of the fitting is to use it as a reference for comparison.

In the analysis of stability effect, because of the high similarity in the \( Coh - fd/U_0 \) distribution between the different groups, we present in Fig. 9 only results for two of the groups of lateral separation, one is \( M_1 - M_2 \) at Nysted to cover the low frequency range and the other is \( M_2 - M_7 \) at Horns Rev to cover the high frequency range. The three stability groups at Nysted are defined the same way as for the power spectrum analysis in Fig. 6, i.e. \( \text{Ri}_B > 0.1, 0 \leq \text{Ri}_B \leq 0.1 \) and \( \text{Ri}_B < 0 \). For Horns Rev, because of the unknown problems in the temperature gradient at \( M_7 \), we use the bulk Richardson number \( R_B \) to group the data as \( R_B > 0.015, 0 \leq R_B \leq 0.015 \) and \( R_B < 0 \). A sensitivity test is done by changing the critical number of \( R_B \) to 0.005 and 0.05 for the grouping, and the largest consequence is that there will be too few cases in some categories. However, the statistical results are consistent in spite of scatter of different degrees. When \( Coh \) is plotted against \( f \) (Fig. 9a and b), there is no distinguishable difference between the three groups of data, suggesting that stability impact is not important, although only small differences could be obscured by the scatter in the data. However, there is a slight change when \( Coh \) is plotted against \( fd/U_0 \) (Fig. 9c and d). Due to the strongest winds in the neutral condition group and weakest winds in the stable condition group, there is a slight shift of the curves. As a result, at the same wave number \( fd/U_0 \), stable cases on
Figure 7: Longitudinal separation situations: $Co_n$, $Q_n$ and $Coh$ as functions of $fd/U_0$, for $u$, $v$ and wind speed, for the four pairs of masts from Nysted and Horns Rev. The smooth curve in (c) is a reference from Eq. (6).
Figure 8: Lateral separation situations: $C_{on}$, $Q_n$ and $Coh$ as functions of $fd/U_0$, for $u$ (left column) and $v$ (right column), for the four pairs of masts from Nysted and Horns Rev. The smooth curve in (c) is the reference Eq. (6).
average are best correlated and neutral cases are least correlated; however, the difference is very small compared to the scatter.

For each group, Coh has also been calculated for the \( u \) and \( v \) components as well as the wind speed. The results for the wind speed are very similar to those for \( u \). The results for \( u \) and \( v \) are shown in Fig. 10. Even though in some plots, one curve is slightly higher than the other, but overall, Coh for \( u \) and \( v \) are very similar, and there is no clear impact of stability that can be detected.

4 Discussions

We have shown the potential of the standard meteorological measurements from two offshore sites in the mid-latitudes for studying the spectral structures in the meso to synoptical scales. Due to the continuity of scales in time and space, it was demonstrated that the point measurements could be used to successfully describe the spectral behaviors consistent with those in literature, which have mostly been reported in the wave number domain. Speaking of scales greater than a few kilometers or a few minutes, these structures include the power spectrum showing a slope of about \(-5/3\) for relatively small scales and changing to a slope approaching \(-3\) at larger scales, when plotted against frequency or wave number on log-log axes. The \(-3\) slope behavior has been argued to be a consequence of the enstrophy transport from the large scale geostrophic turbulence. In agreement with the literature, our
Figure 10: $Coh$ as a function of $fd/U_0$ for $u$ and $v$, Nysted (left column) and Horns Rev (right column), in three stability categories. The thin smooth curve in each plot is the same as that in Fig. 9, used as reference for the plot.
data also show the most dominant $-3$ slope during winter months, in relation to the strongest baroclinic instabilities in the mid-latitudes. Accompanying this, a more clear slope transition was observed for the winter months than the other months, especially the summer. Spring and autumn will inevitably overlap with winter and summer and they bare the characteristics somewhere in between. In the summer months, the $-5/3$ spectral slope extends to a scale of days, while in the winter months, the transition of the $-5/3$ to the $-3$ slope appears to happen at a smaller scale. This scale, where the spectral slope transition happens, represents the scale of the dominant local weathers and it is an important indicator for the application of the Taylor hypothesis. When we choose the length of the time series for the coherence and power spectrum analysis, we have chosen 1 day in this study. This is partly because it is the Coriolis frequency and partly because it has been reported in the literature that the Taylor hypothesis has been successfully applied for scales smaller than 1 day. One would not expect it to make sense to use $f d/U_0$ to normalize the frequency axes of the co- and quadrature spectra if $U_0$ does not only represent the advection of the same flow between the two locations, but also includes impact from the geostrophic movement. If we name the range with the $-5/3$ spectral slope the mesoscale range, the Taylor hypothesis seems only reasonable to be applied in this range. The conventional parameter to describe this weather scale is the integral time scale $T$, with $T = \int_{0}^{\infty} \rho(\tau) d\tau$, where $\rho$ is the autocorrelation coefficient [39, 40, 6]. As shown in [6, 41], $T$ calculated with measurements from Denmark is about 0.8 day on average. We calculated $T$ here using the winter and summer months data with data coverage more than 99.99%. While the summer months give a similar $T$ to the yearly data, i.e. about 0.8 day, winter months give a $T$ of about 0.6 day. The difference in $T$ for the prevailing weather dynamics in winter and summer implies that certain uncertainty has been introduced in the spectral analysis when we applied the Taylor hypothesis to all cases with one-day length time series.

The spectral behaviors for meso- to macro-scales seem to be well described by the combination of $-5/3$ and $-3$ slopes using Eq. (3), in analogy to Lindborg's description for the wave number domain. The measurements seem also fit well with the universal spectrum description for random gravity waves by [24] (Eq. 2) except that Eq. (2) overestimates on the order of 2 at the low frequencies of the mesoscale range. It is related to at least two
factors, firstly $E_0$, the total energy density of the troposphere, is used here and secondly that the slope of $−2$, instead of $−5/3$, was arbitrarily chosen by [24]. It is a question if our data from two offshore sites are only representative for offshore conditions and therefore partly responsible for the deviation from the model of [24]. For this, we used measurements from five more stations across Denmark and plotted their spectra together with those from Nysted and Horns Rev in Fig. 11. The locations of these sites can be found in Fig. 1a. Note, except for Hovsøre where 2006 was used, the data from 2001 were used for all other sites because the data coverage is almost 100% for all. Note also the measurement heights vary from 24 m to 100 m, which is expected to be partly responsible for some of the spectral energy amplitude differences. Overall, it can be concluded that the spectra from all these sites, including land, coastal and offshore, are consistent and therefore the power spectra from Nysted and Horns Rev in the meso to macro-scales do represent a universality for mid-latitudes. However, this universality does not dispel the possibility that there is slight vertical variation of the spectral energy amplitude as shown in our two offshore sites (Fig. 3b and d). This vertical increase of the energy amplitude is very small and it is speculated to be site-dependent. For all year round, the atmosphere at Horns Rev is much better mixed vertically due to its dominant unstable condition, the height dependence here is negligible while for most of the year the atmosphere around Nysted is of stable conditions. In spite of the fact that Eq. (3) and Eq. (2) are derived from completely different approaches for completely different mechanisms, the magnitude of the energy in the mesoscale range is rather comparable and both can be considered reasonably well for our measurements from several sites across Denmark.

The energy source to the mesoscale power spectrum has long been argued to be cascaded from the small scales through convective mixing or gravity waves. It is still an open question how the spectrum of the three dimensional small scale turbulence transitions to the mesoscale range for different conditions. According to Fig. 6, grouping the days into three stability categories reveals little systematic dependence of the wind spectra on the stability. Data from both sites tend to collapse with the climatological spectrum except for two situations. The two exceptions are the stable group at Nysted and the unstable group at Horns Rev. The former, Fig. 6a, shows an approximate $−5/3$ slope with comparable energy level to the climatological
spectrum only for scales greater than 3 hours, while for smaller scales, one can still say the slope is approximately $-5/3$ but the energy level is lower. The latter, Fig. 6g, shows good agreement with the climatological spectrum except for scales smaller than about 1 to 2 hours where the energy level is above the annual average. Fig. 6 therefore suggests that the local stability does not affect the mesoscale power spectrum systematically, it is rather the atmospheric structures behind that do. The selected 36 stable cases at Nysted with $Ri_B > 0.1$ obviously correspond to atmospheric motions with damped fluctuations at the scales 10 min to 3 hours than the 42 cases from Horns Rev with comparable stability conditions. The selected 197 unstable cases at Horns Rev with $Ri_B < 0$ show significantly higher fluctuations, very likely due to the actively convective system including cells structures that are common in this area [5, 35], which are less likely to happen in the Nysted area even with comparable unstable stability. In Fig. 13 the mean power spectrum for 18 individual cell cases from Horns Rev $M_2$ show clearly higher energy amplitude of wind speed than the climatological spectrum. The 18 days are of the longitudinal separation of $M_2$ and $M_7$, identified from visual satellite images from 2003 to 2006. Also can be observed from Fig. 13 is that the spectrum for $u$ and $v$ is not the same, suggesting that it is anisotropy during the cell conditions. The stable conditions at Nysted are favorable for gravity waves. One particular gravity wave case has been studied in [16] and [42] using the point measurements from Nysted together with satellite images and the Weather Forecasting and Research model over Denmark and adjacent waters. This case belongs to the neutral to stable group where the mean spectrum is very close to the annual mean spectrum. It was shown in [16] that the wind spectrum in the frequency domain is affected by the Doppler shifting effect. It seems that for our measurements, although individual cases bring fluctuations in the power spectrum in various ways, these fluctuations are averaged out when all situations are put together. One might expect higher energy even in the climatological spectrum. It could then be questioned how the spectrum will look like in a place where one particular atmospheric motion is present most of the time, e.g. the cell convection is present about 50% of the time over Greenland and Barents Sea region in wintertime [? ].

The stability does not either seem to matter much for the coherence (Fig. 9a and b) and the collection of stationary data seem to fit well with an ex-
ponential distribution with $fd/U_0$, which was already reported in V2011 for $Co_n$. Similar to the power spectrum, although the coherence for the stationary data seem to collapse to a certain distribution, individual cases with special structures do carry their own spectral characteristics. For the open cell structures at Horns Rev, Fig. 13 shows for the longitudinal separation, $Co_n$ and $Q_n$ do have more profound correlation and phase delay of $u$ when the cell size is comparable to the separation distance between $M_2$ and $M_7$. The result for wind speed is very similar to that for $u$. The distributions of the three parameters are not the same for the $u$ and $v$ component, suggesting the spectral structure is not 2D isotropy for cell conditions. For the gravity wave case from [16], we used 1 s time series from 6 November 2006 to calculate $Co_n$, $Q_n$ and $Coh$ between $M_1$ and $M_3$ and the results are presented in Fig. 14. Since the wind was blowing through the wind farm, we expect the spectra be influenced somehow at $fd/U_0 \sim 6/8$, where 6/8 means the ratio of the wind farm length (approximately 6 km) and the distance between $M_1$ and $M_3$. As given in [16], the wavelength is about 12 km, thus $M_1$ and $M_3$ are approximately $3/4$ waves away from each other. Clearly the spectral characteristics of $u$ and $v$ are different. The $u$ component, aligning with the wave propagation direction, fluctuates wavelike with $fd/U_0$; it becomes sometimes entirely negatively correlated at the two masts. $Co_n$ for the $v$ component, on the other hand, decays exponentially with $fd/U_0$ but has a better correlation than the average curve with all situations included (the thin smooth curve). At the same time, the phase shift of $u$ and $v$ varies between $-180^\circ$ and $180^\circ$.

While we cannot draw decisive conclusions on the impact of stability, we may need to argue about the representability of the bulk Richardson numbers $Ri_B$ and $R_B$, calculated from one point, even with the daily mean values, in describing properly the large scale stability conditions. In the future, we might consider using mesoscale modeling to obtain the bulk Richardson number of the boundary layer and take consideration of the spatial distribution of it, thus improving the description of the stability for this purpose.

Again, for the “normal” data that satisfy the stationary condition, the vertical variation of the power spectrum in the mesoscale range has shown to be small, only comparable to the seasonal variation, which is also very small. In the horizontal, Fig. 6 clearly shows that the along wind and across wind components, $u$ and $v$, have very similar spectral characteristics, with
the power spectrum for \( u \) slightly larger than that for \( v \), and \( u \) and \( v \) are not coherent. We thus interpret the results such that these “normal data” fit the description of 2D isotropy turbulence for the mesoscale range. By definition, 2D isotropy means that the turbulence of the wind is the same regardless of the direction. Without measurements over the whole space, it is hard to examine. Nevertheless, mesoscale modeling through the weather forecasting model can provide us such a wind distribution. [14] and [16] reported that the power spectra of the wind speeds from different transects in the model domain have the same power spectra, supporting the 2D isotropy turbulence for wind in the mesoscale range.

It is similar for the two points coherence, where \( u \) and \( v \) show very similar spatial dependence even though the scatter could be rather considerable due to limited number of samples (Fig. 10). It is a drawback that the number of samples for each category is limited because of the restrictions required for applying the statistic approaches. In V2011, cases with the wake effect of wind farm is included and therefore the number of cases is a lot greater than in this study. In spite of the wake effect, the coherence structure found in this study is consistent with those in V2011, suggesting the representability of the limited number of cases used here. The coherence decays exponentially with increasing wave number. If eddies in the one-day time series of all scales can be transported from one location to another through advection, we would expect the coherence to be 1 throughout all frequencies or wave numbers. The decreasing of coherence with increasing number of waves between the two locations suggests that the advection only transports the largest structures from one place to another, leading to the high coherence at the smallest wave number and the small scale fluctuations stay less- or un-correlated, same for \( u \) and \( v \).

In the end, we would like to bring up a rather provocative hypothesis on why the power spectrum in the mesoscale range has a \(-5/3\) slope. The spectrum is argued to represent an equilibrium state of energy transport that is under the impact of the elements of the earth itself. The following is a plot of the power spectra of the orography over mid-Europe. It is calculated from the SRTM elevation data (www.dgadv.com/srtm30), with a horizontal resolution of 3 km.
Figure 11: Annual power spectra of wind speeds from various stations.

Figure 12: Mean power spectrum of 18 cases with open cell structures at Horns Rev, together with the mean annual spectrum from Fig. 3c.
Figure 13: $Co_n$, $Q_n$ and $Coh$ between $M_2$ and $M_7$ at Horns Rev for the open cell cases, longitudinal separation. The thin smooth curves in (a) and (c) are the reference Eq. (6).

Figure 14: $Co_n$, $Q_n$ and $Coh$ between $M_1$ and $M_3$ at Nysted for the gravity wave case studied in [16]. The black curves are from the gray curves with running mean of three values. The thin smooth curves in (a), (c), (d) and (f) are the reference Eq. (6).
5 Conclusion

- The standard point meteorological measurements from tall meteorological masts over the sea can be used for studying the spectral structures of winds in the mesoscale range. The climatological wind power spectra from two offshore sites have shown some universality characteristics in agreement with the findings in the literature: the energy amplitude is comparable to the universal power spectrum model of [24] for random gravity waves; there is a $-5/3$ spectral slope in the mesoscale range which transitions to $-3$ toward synoptic and planetary scales; the slope transition is most dominant for winter months when the baroclinic instabilities are the strongest in the mid-latitudes.

- In the mesoscale range, the along- and cross-wind components, $u$ and $v$, are not correlated and their spectral behaviors, including the power spectrum, the co- and quadrature spectrum and coherence, are very similar. This is a strong indication of the mesoscale 2D isotropy quality.

- The impact of stability is negligible for the coherence and does not seem to be systematic for the power spectrum. Specific atmospheric structures under the stability conditions bares their special spectral characteristics. They do bring variations to the group of spectra but do not change the climatological spectrum.

- The Taylor hypothesis is valid for the largest structures in the normal daily time series, as a consequence, the coherence between two points in the range of about 2 km to about 13 km can be expressed as an exponential function of $fd/U_0$. The smaller structures are less correlated and become uncorrelated at higher $fd/U_0$. The spectral slope transition from $-5/3$ to $-3$ is argued to be related to the integral time scale of the local weathers and it is smaller for winter months than the average. This integral time scale is also argued to be an indication for the limit for the validity of the Taylor hypothesis.
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Abstract Co-spectra and quadrature-spectra are calculated for six pairs of tall offshore measurement masts near the Horns Rev wind farm in the Danish North Sea and the Nysted wind farm in the Baltic sea. The mast-pairs are separated from one another by horizontal distances of 2.13 km to 12.4 km. Co-spectra and quadrature-spectra for the two sites are classified in terms of the angle between the mean wind direction and the line connecting each pair of masts (α). The frequency axes of the spectra are normalized to remove the effect of mean wind speed and separation distance. Results indicate a larger contribution to the quadrature-spectrum for flow from the sea than for flow from the land, and the patterns in the spectra are clearer and better defined for Horns Rev (which has a long uninterrupted sea-fetch from the west) than for Nysted (which is surrounded by a more complicated coast-line).

The analysis is replicated based on 3 month simulations using the weather research and forecasting (WRF) model with a horizontal grid spacing of 2 km. For the sea-fetch directions, good agreement in spectral properties between the model and observations is found. Analytical expressions based on the properties of the cross-correlation function and an exponentially decaying coherence function are fitted to the normalized co- and quadrature-spectra. The expressions are shown to be a good fit to the spectra calculated from the WRF simulations, which suggests that to a good approximation, the average co- and quadrature-spectra over the sea can be written as functions of mean wind speed, separation distance and α.

Keywords Cross-spectrum · Wind speed spectrum · Mesoscale modelling
1 Introduction

The successful implementation of high levels of wind energy over geographically limited areas such as the North Sea requires consideration of not only the mean wind and spectral properties of the wind at individual wind turbine locations, but depends on the cross-spectral properties of the wind speed at multiple locations within a large wind farm or at multiple neighbouring wind farms. This is because the aggregated power response of a number of turbines under fluctuating wind conditions depends on the extent to which the fluctuations are correlated at individual turbine sites. This issue has been partly accounted for in wind farm power systems models such as those described in Sørensen et al (2002) and Vigueras-Rodriguez et al (2010). Two different scenarios for the spatial distribution of wind fluctuations are illustrated in figure 1, where pairs of time series from two offshore meteorological masts near the Horns Rev wind farm in the North Sea that are separated by a distance of 12.42 km are shown for 24 hour periods of longitudinal and lateral flow respectively. Here, longitudinal flow refers to flow where the mean wind direction is along the orientation of the two masts, and lateral flow refers to a mean wind direction that is perpendicular to the orientation of the masts. For the longitudinal case, there is an obvious lag between the time series, while for lateral flow case there is no obvious, systematic lag. In addition to the differences caused by the systematic lag, the pairs of time series differ from one another due to the decay or development of eddies over the separation distance. Together, the co-spectrum and the quadrature-spectrum quantify the contribution of in-phase and out-of-phase fluctuations to the overall co-variance between pairs of time series.

The spectral properties of the wind speed and other atmospheric variables in the mesoscale range have been documented using a variety of data sets and analysis techniques. For example, Gage and Nastrom (1986) used measurements from commercial aircraft to calculate spectra in wave-number space, and established that when plotted on a log-log axes, the zonal and meridional wind components and the temperature followed a spectral slope of $-5/3$ in the mesoscale range.
For length scales dominated by microscale fluctuations, the cross-spectral properties of pairs of wind speed observations have also been studied in detail. For example, Davenport (1961) calculated the coherence for pairs of vertically separated observations, and was the first to express the magnitude of the coherence, $\gamma$, as a function of vertical separation distance and mean wind speed.

$$|\gamma| = \frac{|C_{12}(f) + iQ_{12}(f)|}{\sqrt{P_1(f)P_2(f)}} = e^{-k\frac{\dot{V}_0}{V_0} \Delta z}.$$  \hspace{1cm} (1)

where $C_{12}(f)$ and $Q_{12}(f)$ are the real and imaginary parts of the cross-spectrum between the two time series, $P_1$ and $P_2$ are the power spectra of the two time series, $k$ is a decay constant, $\Delta z$ is the vertical separation of the two observations and $V_0$ is a reference velocity near the ground. Kristensen (1979) derived expressions for the longitudinal coherence in the inertial sub-range by considering the loss of coherence due to lateral diffusion and Kristensen and Jensen (1979) presented theoretical and experimental results for the lateral coherence of the lateral and longitudinal wind components. In both cases, the expressions were based on the exponential decay of the coherence, and results were presented as a function of the dimensionless frequency $\frac{f_d}{V_0}$, where $d$ was a separation distance between the observations. These results were based on separation distances of a few tens of metres. Schlez and Infield (1998) combined the expressions for lateral and longitudinal coherence to formulate empirical expressions for the coherence as a function of mean wind speed, separation distance and the angle between the mean wind direction and the separation of pairs of masts for separation distances of 62–102 m. The decay factor in their expressions depended on the standard deviation of wind speed for lateral flow, and on standard deviation and mean wind speed for longitudinal flow.

Calculating cross-spectra for longer separation distances up to a few kilometres is, however, more problematic due to the challenges in obtaining suitable pairs of observations, particularly over the sea. Furthermore, for cross-spectra calculated for micro-scales one can easily find segments of time series for which stationarity is a good assumption. In contrast, cross-spectra based on separation distances of several kilometres correspond to time scales on which the atmosphere can rarely be treated as stationary. In Sørensen et al (2002), an expression for exponential decay of coherence was combined with decaying sine and cosine terms to express the complex coherence for separation distances of around 1 km for the purpose of wind energy power production modelling over the sea. Woods et al (2011) built on expressions similar to those of Sørensen et al (2002) to propose models for the co-spectrum and quadrature-spectrum based on an extensive data set of pairs of measurement masts separated by distances of 1–30 km in south-eastern Australia. Their expressions were more complex than those of Sørensen et al (2002) and Schlez and Infield (1998) and include several extra fitted parameters - probably due to the inhomogeneous nature of the data set and the more complex cross-spectral properties of wind speed time series over the land. Larsen et al (2011b) used pairs of tall offshore measurement masts near the Nysted wind farm in the Baltic Sea and Horns...
Rev wind farm in the North Sea to study the cross-spectral properties of the wind speed for across-wind conditions and separation distances of 2–12 km. Using a combination of the WRF mesoscale model and measurements, they demonstrated the impact of gravity waves on the shape of cross-spectrum.

In this work, the shapes of the co-spectra and quadrature-spectra over the sea are studied from three different perspectives. Firstly, co-spectra and quadrature-spectra are calculated using data from six offshore measurement masts: three over the North Sea near the Horns Rev wind farm, and three over the Baltic Sea near the Nysted wind farm. The two sets of masts provide six mast-pairs with separation distances ranging from 2.13 to 12.42 km. All data has a measurement resolution of 10 min, and our time scales of interest are 20 min to 24 hr. Secondly, the analysis of observational data is replicated using mesoscale model simulations, where the analysis focuses on conditions over the sea. Finally, mathematical models similar to those proposed by Sørensen et al. (2002) are fitted to the co-spectra and quadrature-spectra from the mesoscale model, and it is implied that over the sea, the average spectra can be expressed as functions of frequency, wind speed, separation distance and angle between the mean wind direction and the orientation of the two sites.

In section 2, the background to the co-spectrum and quadrature-spectrum is briefly outlined, and the formulation of an analytical model based on the Davenport equation and the properties of the complex cross spectrum, as first proposed by Sørensen et al. (2002), is described. In sections 3 and 4, the observation data sets and mesoscale model simulations that were used in the analysis are described. In section 5, the co-spectra and quadrature-spectra based on observations and mesoscale modelling are presented, together with the proposed semi-empirical functions that relate the shape of the spectra to the wind direction, separation distance and relative angle of the mean wind to the orientation of the mast-pairs. Discussion and concluding remarks are given in sections 6 and 7 respectively.

2 The co-spectrum and quadrature-spectrum

The co-spectrum and quadrature-spectrum are the real and imaginary parts respectively of the complex cross-spectrum. When normalized by the power spectra of the two input time series, the normalized co-spectrum and the normalized quadrature-spectrum make up the real and imaginary parts of the coherence, Coh, which is often expressed as an absolute value, $\gamma = |Coh|$.

$$\gamma(f) = \frac{|C_{12}(f)|}{\sqrt{P_1(f)P_2(f)}}, \quad \text{or,}$$

$$\gamma(f) = \frac{|C_{012}(f) + iQu_{12}(f)|}{\sqrt{P_1(f)P_2(f)}}$$
where $C_{12}$ is the complex cross spectrum of two time series, $P_1$ and $P_2$ are the power spectra of the time series, and $Co_{12}$ and $Qu_{12}$ are the co-spectrum and quadrature-spectrum. In this paper we work with the normalized co-spectrum and quadrature-spectrum, $Co_n$ and $Qu_n$, and the complex coherence, $Coh$: 

$$Co_n(f) = \frac{Co_{12}(f)}{\sqrt{P_1(f)P_2(f)}}$$  \hspace{1cm} (4)$$

$$Qu_n(f) = \frac{Qu_{12}(f)}{\sqrt{P_1(f)P_2(f)}}$$  \hspace{1cm} (5)$$

$$Coh(f) = Co_n(f) + iQu_n(f)$$  \hspace{1cm} (6)$$

Together, the co-spectrum and the quadrature-spectrum describe the in-phase and out-of-phase contributions to the covariance of the two time series. Time series that are perfectly correlated at a certain frequency have a co-spectrum of one and a quadrature-spectrum of zero at that frequency, while identical time series with a half-cycle phase-shift have a co-spectrum of -1 and a quadrature of zero. Time series that are one quarter cycle out-of-phase have a co-spectrum of zero and a quadrature of $\pm1$, depending on whether the first time series leads or lags the second.

If the coherence is calculated for a single pair of time series, then it will be identically equal to unity for all frequencies, since $|C_{12}(f)| \equiv |\mathcal{F}_1(f)\mathcal{F}_2^*(f)|$, where $\mathcal{F}$ denotes a Fourier transform, which is identical to the denominator of the coherence. On the other hand, if the numerator and denominator are both calculated and averaged over $N$ segments, then the correct formulation of the coherence is obtained. As discussed by Kristensen and Kirkegaard (1986), this procedure is problematic for many time series from the geophysical time series, since the time series are usually non-stationary and not available for sufficient time periods for the calculation of meaningful averages. This is a particular problem for the analysis of mesoscale coherence, where we generally have no more than 24 hour periods of even near-stationary conditions, and any subdivision of the available time series into shorter segments results in an impractical loss of data at low frequencies. Fortunately, a solution is proposed by Kristensen and Kirkegaard (1986), who shows that the coherence calculated from a block averaged (smoothed) single realization of the spectra and cross-spectra is equivalent to averaging over a large number of time series. Analysis using the two methodologies shows that the resultant co-spectra and quadrature-spectra are relatively insensitive to the choice of analysis methodology, and to the degree of smoothing that is applied in the block averaging.

For pairs of time series with systematic lag between them, such as pairs of wind speed observations separated in the longitudinal direction, the maximum of the cross-covariance function will not be at zero, which introduces a bias into the cross-spectrum (Madsen, 2007). Specifically, it appears as non-zero values in the quadrature-spectrum. Removing the lag by adjusting the time series for the effect of advection means that the quadrature will be near-zero
for most frequencies. On the other hand, apparently systematic phase differences between pairs meteorological time series are never likely to be as simple as pure advection between the two sites. On time scales such as the diurnal or semi-diurnal cycles, a pair of time series from masts separated by tens of kilometres are expected to be perfectly in phase, while we expect a transition to time scales that are dominated by advection for time scales of several hours. Furthermore, advection is not the only physical process responsible for the movement of mesoscale features, as evident by the steering of convective systems by wind well above the surface (e.g. Sioutas and Flocas (1996)), anomalous propagation of severe thunderstorms (e.g. Davies-Jones (2002)) or gravity waves (Larsén et al, 2011a). For these reasons, we choose not to correct the lag in the pairs of wind speed time series that are analyzed here.

Sørensen et al (2002) proposes writing the cross-spectrum as:

$$C(f) = \gamma \sqrt{P_1(f)P_2(f)} e^{2\pi f \tau_{12} i}$$  

(7)

where $\gamma$ is the magnitude of the coherence, $f$ is the frequency and $\tau_{12}$ is the delay time, which we assume is dominated by advection and is therefore constant. The normalized complex cross spectrum ($Coh$) can then be written as:

$$Coh(f) = \gamma e^{2\pi f \tau_{12} i}$$  

(8)

Following the format of Davenport (1961), the magnitude of $Coh$ can be expressed in the form $e^{(adf/V_0)}$, where $d$ is a separation distance, $f$ is the frequency, $a$ is a constant and $V_0$ is the mean wind speed, so the complex coherence becomes

$$Coh(f) = e^{(adf/V_0)} e^{-2\pi f \tau_{12} i}.$$  

(9)

By consideration of advection between the two points, the delay time can be written as

$$\tau_{12} = \frac{d \cos(\alpha)}{V_0},$$  

(10)

where $\alpha$ is the angle between the mean wind speed and the line connecting the two points and $d \cos(\alpha)$ is the separation distance along the mean wind direction. Combining equations 9 and 10 gives

$$Coh(f) = e^{(-adf/V_0)} e^{-2\pi f \frac{\cos(\alpha)}{V_0} d i}.$$  

(11)

Equation 11 can then be simplified by defining a dimensionless frequency, $n = \frac{f d}{V_0}$, adjusts for the differences in the spectra due purely to different rates of advection between the two masts. Using the normalized frequency, equation 11 can be rewritten as

$$Coh(n) = e^{an} e^{bni},$$  

(12)
where $a$ is an unknown constant and $b = -2\pi \cos(\alpha)$.

Taking the logarithm of both sides, and equating real and imaginary parts shows that the constants $a$ and $b$ can be found empirically from the slope of the real and imaginary parts respectively of the log of the complex coherence.

$$\log(Coh(n)) = an + bni. \quad (13)$$

$$\Re(\log(Coh(n))) = an$$
$$\Im(\log(Coh(n))) = bn \quad (14)$$

The normalized co- and quadrature- spectra are then written as:

$$Co_n = e^{an} \cos(bn)$$
$$Qu_n = e^{an} \sin(bn) \quad (15)$$

In section 5.3 of this paper, the parametrization in equation 14 are used to fit curves to the co-spectrum and quadrature-spectrum calculated from WRF simulations. It is shown that the parameters $a$ and $b$ both vary sinusoidally with the angle $\alpha$, allowing $Co_n$ and $Co_n$ to be written as functions of $\alpha$, separation distance $d$ and mean wind speed $V_0$.

3 Observation data

The calculation of mesoscale co-spectra and quadrature-spectra over the sea requires pairs of observations from offshore measurement masts separated by distances of several kilometres up to tens of kilometres. The offshore measurement masts that were installed in association with the Horns Rev I and Nysted offshore wind farms satisfy these requirements, and provide a unique opportunity for calculating mesoscale co-spectra and quadrature-spectra. Each site has three tall measurement masts that were continuously collecting observations during the early stages of the wind farms’ operations. The masts provide three mast-pairs for each site, separated by varying distances and aligned along various orientations, as summarized in Table 1. Measurements of wind speed and direction were available at several heights for each mast. Here, we focus on the top-mounted wind speed observations, thereby avoiding difficulties associated with boom distortion at the lower levels.

Although the masts are offshore, the flow was influenced by the wake of the nearby land as well as the wind farm wakes. In figure 2, the positions of the masts in relation to the turbines is shown for both wind farms. The undisturbed flow from the sea is indicated for each mast.
Table 1 Mast pairs at the Horns Rev and Nysted wind farms. The orientation refers to the wind direction that would blow from the first to the second mast in the pair.

<table>
<thead>
<tr>
<th>Mast</th>
<th>Separation distance (km)</th>
<th>Orientation</th>
<th>Measurement period</th>
<th>Height (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horns Rev M2-M7</td>
<td>12.42</td>
<td>287°</td>
<td>2003–2006</td>
<td>70</td>
</tr>
<tr>
<td>Horns Rev M6-M7</td>
<td>3.99</td>
<td>269°</td>
<td>2003–2006</td>
<td>70</td>
</tr>
<tr>
<td>Nysted M1-M2</td>
<td>2.13</td>
<td>343°</td>
<td>2004–2008</td>
<td>65</td>
</tr>
<tr>
<td>Nysted M2-M3</td>
<td>8.90</td>
<td>280°</td>
<td>2004–2008</td>
<td>65</td>
</tr>
<tr>
<td>Nysted M1-M3</td>
<td>8.18</td>
<td>273°</td>
<td>2004–2008</td>
<td>65</td>
</tr>
</tbody>
</table>

Fig. 2 The locations of the Horns Rev I and Nysted wind farms (upper plot), and the meteorological masts at the two sites (lower plots). The undisturbed flow sectors for the two sites are indicated by the shaded arcs.

For calculation of co-spectra and quadrature-spectra from the sea, it is preferable that both masts and all points on the line connecting them are free from wake and land effects. This restrictive condition means that it is necessary to discard most of the data, and in particular it becomes impossible to calculate spectra for longitudinal flow between the masts due to the position of the turbines between the masts. Therefore, these condition have been relaxed, and all directions have been included in the analysis. The wake-influenced and land-influenced direction sectors have been clearly indicated. In fact, the wind
farm wake may not actually influence the spectra on the time scales that we are interested in, since Larsen et al (2009) has shown that the wind speed in the wake of an 80-m diameter turbine rotor contains enhanced variance only for frequencies greater than about 0.004 Hz.

Pairs of time series were analyzed in 24 hour segments, each consisting of 144 ten minute observations. Due to missing data and large changes in meteorological conditions during some periods, it was necessary to reject many of the 24 hour segments. Although meteorological time series are never strictly stationary, a compromise between including sufficient data in the analysis and choosing the best possible time series for the analysis was sought. The following segments were therefore rejected from the analysis: segments where more than one observation was missing from either of the two time series, segments where the average wind direction at the two sites differed by more than 15 degrees or the average wind speed differed by more than 2 m s$^{-1}$, segments where the range of wind directions was greater than 90 degrees and segments where the range of wind speeds was more than 12 m s$^{-1}$. After applying these criteria, 364, 371 and 476 segments remained for the mast pairs M2-M6, M2-M7 and M6-M7 at Horns Rev respectively, and 305, 325 and 274 segments remained for the mast pairs M1-M2, M2-M3 and M1-M3 at Nysted respectively. These segments include both undisturbed flow from the sea, and land-influenced and wake-influenced flow.

4 Mesoscale simulations

For each region, a 90 day period was simulated using the WRF mesoscale mesoscale model Version 3.3 (Skamarock et al, 2008). For the North Sea, the simulation covered the months October–December 2004, while for the Baltic Sea, the simulation covered the months October–December 2006. The periods were chosen to match with data availability for verification purposes, but since we deal with average spectra, the precise time periods of the model runs are not compared with the equivalent time periods in observational data anyway. The months October–December are chosen to cover a range of atmospheric conditions, including the cold air-outbreak situations that are found during these months, and which are expected to be important for mesoscale coherence due to the organized boundary structures such as convective rolls or cellular convection.

The three-month simulation periods are in contrast to the observational time series of several years, and have the disadvantage that they do not represent a long enough time period to be considered as a climatological average. On the other hand, Larsen et al (2011b) suggests that average spectra in the range $10^{-5}–10^{-3}$ Hz are not particularly sensitive to the seasonal or yearly scales, although the relative occurrence of mesoscale phenomena at certain times of year could effect the analysis. Furthermore, the mesoscale model has the advantage that we are not restricted to using only the three fixed observational sites. Due to the gridded nature of the model output, it is always
possible to find a pair of points for which are almost upwind of one another, or a pair that are aligned in an almost cross-wind direction. This means that it is possible to use every 24 hour period that satisfies the basic stationarity criteria described in section 3 for the observational data for any direction of interest, so no additional subdivision into direction sectors was necessary. After applying the stationarity criteria, 36 days remained for the North Sea, and 60 days remained for the Baltic Sea.

The WRF simulations used NCEP CFSR data for initial and boundary conditions. Simulations ran in blocks of 11 days, with the first 24 hours discarded for spin-up purposes. Nudging was applied to the outer domain to keep the simulations true to the realistic evolution of the large scale weather. Three nests with horizontal grid spacings of 18 km, 6 km and 2 km respectively were used. The model had 37 vertical levels, with the lowest five positioned close to 14 m, 52 m, 103 m, 160 m and 224 m respectively. The simulation domains are shown in figure 3.

The boundary layer parametrization was the MYNN scheme (Nakanishi and Niino, 2009), and the larger two domains used the Kain-Fritsch cumulus parametrization (Kain and Fritsch, 1990), while for the smallest domains the cumulus parametrization was turned off. It is expected that for a horizontal grid spacing of less than about 5 km, the effect of cumulus convection will be at least partly resolved (Molinari and Dudek, 1992), and we expect that explicit cumulus processes could make a significant contribution to mesoscale fluctuations and their spatial correlation.

For calculation of cross-spectra equivalent to those that were calculated from the observational data, the wind speed for the lowest five model levels was saved every 10 minutes. The observed and modelled wind speed at Horns Rev for the three-month simulation period is shown in figure 4, where the observations are from a height of 70 m (M7) and the model output is from the third model level at about 103 m. Figure 4 shows that the model accurately reproduces the slow variation in wind speed. To assess whether the fast variations in wind speed are modelled correctly, the spectra of the modelled time series are compared with the observed spectra for the three meteorological masts at Horns Rev in figure 5. The spectral slope is well modelled up to the highest resolvable time period of 20 minutes. Both the observations and the

Fig. 3 WRF simulation domains. Left Domain for simulations over North Sea. Right Domains for simulations over Baltic Sea
Fig. 4 Observed and modelled wind speed at Horns Rev M7 for the 90 day climate run. The observed time series is from a height of 70 m, and the model time series is from a height close to 103 m.

Fig. 5 Observed and modelled spectra of wind speed at Horns Rev M2, M6 and M7 respectively for the 90 day climate run. The observations are at a height of 62 m for M2 and 70 m for M6 and M7. The modelled wind speeds are from the third model level at a height of about 103 m. The thick grey lines indicate a spectral slope of −3 (periods greater than 24 hours) and −5/3 (periods less than 24 hours).

Model spectra follow a spectral slope of −3 for time scales longer than about 24 hours, and a spectral slope close to −5/3 for shorter time scales, following the observational evidence of Nastrom and Gage (1985).

5 Results

As discussed in section 2, it is possible to normalize the frequency axis of the co-spectra and quadrature-spectra by \( \frac{V_0}{d} \), where \( V_0 \) is the mean wind speed and \( d \) is the separation distance, to give a non-dimensional frequency. The normalization of the frequency axis for longitudinal flow from the sea for the three pairs of meteorological masts at Horns Rev is demonstrated in figure 6 for the original and the normalized frequency axis. It is seen that the normalization causes the spectra to collapse onto a single curve, thereby removing the impact of wind speed and separation distance. The normalized frequency will be used for subsequent spectra in this paper.
5.1 Observed co-spectra and quadrature-spectra as functions of $\alpha$

The 24 hour segments that satisfied the stationarity criteria were grouped into 8 direction bins according to the mean wind direction during the segment. Since the cases had already been selected on the basis that the range of wind directions was not more than 90°, the average wind direction was sufficient to further classify the cases. The direction bins each had width 45°, and were defined with respect to the direction of the line separating the two masts such that the angle $\alpha$ was 0°, 45°, 90°, 135°, 180°, 225°, 270° and 315° at the centre of each bin respectively. This means that the first and fifth bins are both cases where the separation of the masts is in the longitudinal direction, but in opposite directions. Similarly the third and seventh bins are both cases where the separation of the masts is in the lateral direction. The number of cases in the bins ranged between 9 cases and 89 cases for Horns Rev and between 9 and 92 cases for Nysted. 9 cases is not large enough to form a representative sample, but all bins are retained for completeness.

Figure 7 shows the co- and qu- spectra for the eight direction sectors for Horns Rev M2 and M7 (separated by 12.43 km) and Nysted M1 and M3.
Cross-spectra over the sea from observations and mesoscale modelling

It is important to realise that the directions labelled on the graphs are $\alpha$ (the angle between the wind direction and the separation of the masts), not the mean wind direction. Due to the orientation of the masts in a nearly east-west direction at Horns Rev, $\alpha = 0^\circ$ corresponds nearly to easterly wind directions and $\alpha = 180^\circ$ corresponds nearly to westerly wind directions. Most direction sectors are influenced by the wind farm wake, the land or both. In this analysis, all directions have been included, but the only sector that is completely uninfluenced by the land or the wake is $\alpha = 45^\circ$. At Nysted, $\alpha = 90^\circ$ corresponds nearly to northerly flow from the land, while $\alpha = 270^\circ$ nearly to southerly flow from the sea. All directions will be influenced by wind farm wake or the land or both.

The co-spectrum is similar for each of the 8 direction bins, while the quadrature-spectrum is strongly dependent on $\alpha$. For the along-wind cases, where there will be a maximum lag or lead between the two time series as a result of advection between the masts, the quadrature-spectra reaches a peak of around 0.4 for the westerly direction and -0.3 for the easterly direction at Horns Rev. The difference in the quadrature-spectra for the two along-wind directions may reflect the fact that the Horns Rev wind farm is only around 11 km from the coast in the easterly direction, so that the flow will be strongly influenced by the land.

At Nysted, the quadrature-spectrum has a peak of around 0.4 for the westerly sector at Nysted, but does not follow any obvious pattern for the easterly sector. This may reflect an effect of the coast line, the fact that there are only 17 cases for this sector, or the different meteorological conditions over the Baltic Sea as compared with the North Sea. Similarly, the co-spectrum dips further below zero to -0.22 at Horns Rev for longitudinal flow from the sea, while the Nysted spectra appear to level off to zero for all direction sectors for normalized frequencies greater than 0.25.

**Fig. 7** Normalized co-spectra (left) and quadrature-spectra (right) of wind speed for 8 different direction sectors for the M2–M7 pair at Horns Rev. The separation distances is 12.43 km. The star indicates the only direction sector that is completely free from the influence of the wind farm wake or the land. The number of 24-hour periods included in each direction sector is indicated in brackets in the figure legends.
5.2 Normalized co-spectra and quadrature-spectra from WRF as functions of $\alpha$

Calculation of co- and quadrature-spectra from observations is complicated by the difficulties of data availability. For any direction of interest, there will only be a handful of 24 hour periods where the wind direction stays within a satisfactorily small range of the target direction. To gain enough data for analysis, we are inevitably pushed to relax the conditions of stationarity and to consider a relatively wide window of wind directions.

Mesoscale modelling can alleviate some of these problems, because for any wind direction, it is easy to choose grid points that correspond to a given $\alpha$ and separation distance. Therefore, any 24 hour periods that satisfy the stationarity criteria can be used to study any number of wind directions and separation distances. On the other hand, mesoscale modelling is limited its coarse resolution. Amongst other things, the parametrized vertical mixing in the boundary layer and the absence of explicit turbulent fluctuations and entrainment at the top of the boundary layer make it impossible to use mesoscale modelling to study micro-scale processes in the atmosphere. In this paper, however, we are concerned with cross-spectra for separation distances of several km. As demonstrated by Skamarock (2004), the WRF mesoscale model begins to lose spectral power for scales smaller than about 6-7 times the horizontal grid spacing of the model. This agrees with the model results with horizontal resolution of 2 km in figure 5, which show excellent agreement between the observations and model up to the time scale of 20 min, which for an average wind speed of around 10 m s$^{-1}$ corresponds to a spatial scale of around 12 km. This suggests that it is indeed reasonable to use a model with a horizontal resolution of 2 km to study co- and cross-spectra for separation distances longer than about 12 km.

After discarding the 24-hour periods from the 90 day simulation period that did not satisfy the stationarity criteria described in section 3, there were...
36 and 60 days available for each direction sector for the North Sea and the Baltic Sea respectively. A reference point was chosen in each of the two domains, and for each 24-hour period, the grid-points corresponding to an angle $\alpha$ and separation distance $d$ were chosen in relation to the reference point. The procedure is illustrated in figure 9, where the subset of domain 3 grid-points used for the analysis are shown as small grey dots. The large grey dot is the reference point, the mean wind speed is indicated by an arrow, the grid-points chosen for $\alpha=0^\circ$, $90^\circ$, $180^\circ$ and $270^\circ$ are indicated by the four symbols surrounding the reference point. The choice of grid-points corresponding to different values of $\alpha$ is dependent on the wind direction, and changes with each 24 hour period.

Unlike the co- and quadrature-spectra calculated from observations, which were a mixture of easterly sector wind directions influenced by the nearby land, and westerly sector wind directions influenced by the sea, the WRF reference points were located slightly further out into the water so that both points had at least 10 km of sea fetch. Furthermore, we do not link a particular value of $\alpha$ with a particular wind direction, since the choice of grid points relating to a particular value of $\alpha$ varies as the mean wind direction varies. Therefore, we are less likely to see systematic effects of the land or climatologically preferred weather regimes for certain values of $\alpha$ than we were for the observed spectra.

Fig. 9 The subset of domain 3 points used for the analysis (small grey dots). Right: North Sea near the Horns Rev wind farm Left: Baltic Sea near the Nysted wind farm. The large grey dot is the reference point, and the black arrow indicates mean wind direction. The grid points chosen for $\alpha=0^\circ$, $90^\circ$, $180^\circ$ and $270^\circ$ are indicated by the symbols open circle, closed circle, cross and square respectively.

The co- and quadrature-spectra calculated from the WRF simulations are shown in figure 10, based on a 12 km separation distance between the pairs of points. The spectra show many features in common with the corresponding spectra from observations. The co-spectra are not strongly dependent on $\alpha$, while the quadrature-spectra are close to zero for across-wind cases and reach the maximum amplitude for the along wind cases.

However, there are some important differences between the observed and modelled spectra. Firstly, there is a greater dip below the zero axis for the two along wind directions for normalized frequencies higher than 0.25 for the
model spectra than the observed spectra. Secondly, the model quadrature-spectra are nearly symmetrical about the horizontal axis for supplementary values of $\alpha$, while the observed quadrature-spectrum has a larger amplitude (0.42) for $\alpha = 0^\circ$ than $\alpha = 180^\circ$ (0.3).

These two differences are almost certainly due to two factors. Firstly, the spectra based on the WRF simulation use data points well away from the coast line, and particular values of $\alpha$ are not consistently connected with a certain wind direction. In contrast, the observed spectra with $\alpha = 0^\circ$ relate to flow from the sea, while the observed spectra with $\alpha = 180^\circ$ represent flow mainly from the land. To obtain systematic in-phase or out-of-phase fluctuations at two points separated by 12 km probably requires that the wind speed is not significantly altered by flow over topography or other surface inhomogeneities found over the land. Secondly, the model does not contain sub-mesoscale dynamics which could add an extra layer of complexity to the flow. These simpler dynamics might mean that the systematic mesoscale fluctuations are less likely to be broken up, making patterns in the co- and quadrature-spectra easier to interpret.

The clearer patterns in the spectra from the mesoscale simulation allow an obvious interpretation of the positions of the local extrema and zero crossings. At very low normalized frequencies, the two time series are perfectly in phase, since they are both governed by exactly the same large scale and diurnal forcing. Clearly, the normalized co-spectrum must start at 1, and the quadrature-spectrum must start at 0. For the frequency associated with eddies of size four times the separation distance, then the time series at the two points are $90^\circ$ out of phase. In this case, the period of the fluctuations is $\frac{4d}{V_0}$, and the normalized frequency is $1/4$. For time series that are $90^\circ$ out of phase, the quadrature-spectrum is at its maximum value and the co-spectrum is exactly equal to zero. This is clearly seen on the plots - the extrema in the quadrature-spectra match with the zero crossing in the co-spectrum for a normalized frequency of $1/4$. By similar reasoning, the minimum in the along wind co-spectra match with the zero crossing in the quadrature-spectrum for a normalized frequency of $1/2$, the the extrema in the along-wind quadrature-spectra match with the final zero crossing in the co-spectra for a normalized frequency of $3/4$. 
Fig. 10 Normalized co-spectra (left) and quadrature-spectra (right) for wind speed for 8 different values of α based on WRF simulations over the North Sea (top) and the Baltic Sea (bottom). The separation distance is 12 km. Thin lines: Spectra calculated from WRF simulations. Thick lines: Fitted spectra using equations 14 and 15.

5.3 Mathematical models for the normalized co- and quadrature-spectra

In equation 15, it was shown that the co- and quadrature-spectra could be expressed as functions of the normalized frequency and two fitted parameters a and b. Furthermore, it was shown that the two parameters could be determined from the slope of the real and imaginary parts of the complex coherence when plotted against the normalized frequency.

11 shows the parameters a and b as a function of the angle α, for separation distances from 12–18 km, which suggests that both parameters vary with α but are invariant to separation distance. Both parameters can be modelled by sinusoidal functions, which means that the co- and quadrature-spectra can be expressed as functions of only α and the normalized frequency, or alternatively as functions of α, wind speed, separation distance and frequency. The solid line shows a sinusoidal fit to the data for the parameter a. For parameter b, it was found that the theoretically derived $2\pi\cos(\alpha)$ gave an excellent fit.
Based on the fitted curves, the two parameters have the forms:

\begin{align}
    a(\alpha) &= 1.8\cos\left(\frac{2\pi\alpha}{180}\right) - 5.9 \\
    b(\alpha) &= 2\pi\cos\left(\frac{\pi\alpha}{180}\right)
\end{align}

and

\begin{align}
    \text{Con}(\alpha, d, V_0, f) &= e^{a(\alpha)\frac{fd}{V_0}} \cos\left(b(\alpha)\frac{fd}{V_0}\right) \\
    \text{Qu}_n(\alpha, d, V_0, f) &= e^{a(\alpha)\frac{fd}{V_0}} \sin\left(b(\alpha)\frac{fd}{V_0}\right)
\end{align}

In other words, if the wind direction and wind speed are known for a pair of points separated by a distance $d$, then the co- and quadrature- spectra can be estimated. The behaviour of the functions are demonstrated in figure 12, where $\alpha$, $d$ and $V_0$ are systematically varied.
Finally, the analytical models in equations 18 and 19 are fitted to two examples of observed flow from the sea for Horns Rev and Nysted respectively. We choose conditions that are well represented in the data, and which are indicative of flow from the sea. The conditions for selection of the data, and the parameters used in equations 18 and 19 are described in Table 2.

Table 2 Example conditions of flow from the sea for chosen for illustrating the models proposed in equations 18 and 19

<table>
<thead>
<tr>
<th>Mast</th>
<th>$\alpha_{obs}$</th>
<th>$V_{0,obs}$ $\text{m s}^{-1}$</th>
<th>$\alpha_{model}$</th>
<th>$V_{0,model}$ $\text{m s}^{-1}$</th>
<th>$d_{model}$ m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Horns Rev M2-M7</td>
<td>$&gt; 337.5^\circ, &lt; 22.5^\circ$</td>
<td>7–9</td>
<td>0$^\circ$</td>
<td>8</td>
<td>12420</td>
</tr>
<tr>
<td>Nysted M2-M3</td>
<td>$&gt; 337.5^\circ, &lt; 22.5^\circ$</td>
<td>7–9</td>
<td>0$^\circ$</td>
<td>8</td>
<td>8920</td>
</tr>
</tbody>
</table>

Figure 13 shows the modelled and observed spectra for the two sets of conditions described in Table 2. Both of the cases are representative of conditions over the sea, where the analytical model performs well. For flow that is more
influenced by the land than the sea, the analytical models do not perform as well, and we expect that for conditions over land, the spectra are more difficult to relate to the simple advection and exponential decay terms that were used in deriving equations 18 and 19.

Fig. 13 Normalized co-spectra and quadrature-spectra calculated from observations (solid lines) and from analytical models in equations 18 and 19 for the conditions described in table 2.

6 Discussion

The shapes of the co-spectra and quadrature-spectra for Horns Rev and Nysted show the expected patterns with respect to the relative angle between the wind speed and the separation of the mast-pairs. For lateral flow, where there should not be any systematic phase shift in the wind speed at two sites, the quadrature-spectrum is close to zero for all frequencies, while the co-spectrum decreases exponentially. In this case, the co-spectrum is equal to the coherence. For longitudinal flow, there is a systematic phase shift in the wind speed at the two sites. This is reflected in the peak in the quadrature-spectrum and a zero-crossing in the co-spectrum, both of which occur at a normalized frequency close to 0.25. The normalized frequency of 0.25 corresponds to eddies or structures that have a length scale 4 times the separation distance, which will bring about a phase shift of 90°. Similarly, the co-spectrum reaches a local minimum and the quadrature-spectrum crosses the frequency axis at a normalized frequency of about 0.5, which corresponds to eddies or structures with a length scale of twice the separation distance. Such structures will result in a phase shift of 180° between the two sites. Thus it can be seen that the co-spectra and quadrature-spectra that are illustrated in this paper for time scales between 24 hours and 20 minutes form a pair of exponentially damped cosine and sine functions. The eddies or boundary layer structures corresponding to each frequency continue to cause in-phase or out-of-phase fluctuations at pairs of sites as the frequency increases, depending on the ratio between the length scale of the eddies and the distance between the sites. At the same time, as the eddies get smaller in relation to the distance between the sites, they are
more likely to have undergone changes in their size or amplitude as they are advected between the sites, which causes the overall coherence to decrease.

There was general agreement in the shape of the co-spectrum and quadrature-spectrum for Horns Rev and Nysted, but there were some important differences. At Nysted, the quadrature-spectrum has the characteristic peak at a normalized frequency of 0.25 only for the longitudinal westerly case, and does not show any peak at all for the longitudinal easterly case, and the magnitude of the quadrature spectrum is larger at Horns Rev than at Nysted. Similarly, the co-spectra decrease to zero as expected for normalized frequencies of about 0.25, but do not pass far below the zero axis. As illustrated in figure 2, the coastline surrounding the Nysted wind farm in the Baltic Sea is complex and there are few wind directions from which it has a long, interrupted sea fetch in the way that the Horns Rev wind farm does in westerly flow. Furthermore, less data was available for Nysted, implying that the spectra are less representative. This also affects the spectra calculated from the WRF simulation over the Baltic Sea - even though the grid points have been shifted southwards to avoid the land itself, the region is surrounded by coastlines. Finally, it is well established that different meteorological conditions exist over the North Sea and the Baltic Sea (Larsén et al, 2011b), and some of the differences may be attributable to the set of boundary layer phenomena that dominate the near-surface wind fields over the two seas.

In the WRF model output, the patterns in the co-spectra and quadrature-spectra are somewhat better defined and easier to relate to the simplistic conceptual model of eddies of various sizes being advected past the pair of sites while simultaneously decaying or deforming. For example, the longitudinal co-spectra from the model output dip further below zero than the observed longitudinal co-spectra. Furthermore, the quadrature spectra are nearly symmetrical about the horizontal axis for supplementary pairs of angles for the model spectra, while the peak in the observed quadrature spectrum is larger for flow from the sea than for flow from the land. There are several reasons for these differences. First, the model spectra are based on data that are further away from the land than the observed data, which means that the model spectra are less influenced by surface inhomogeneities. Secondly, the model is simpler than the real world, since there are no sub-grid scale processes. Real-world phenomena such as rain showers from individual cumulus clouds, entrainment at the top of the boundary layer and turbulent eddies do not exist in the model, and it therefore seems more likely that mesoscale eddies that have length scales of tens of kilometres could be advected between the masts relatively undisturbed.

The expressions in equations 18 and 19 were shown to be an excellent fit to the spectra from the WRF model output, which are representative of conditions over the sea. The expressions were also shown to be a good fit for the observed spectra from both Horns Rev and Nysted for selected cases where the wind was blowing from the sea with a relatively uninterrupted sea fetch. The additional input of the mesoscale model thus made it possible to extend the limited observational evidence to derive useful expressions for the shape
of the co-spectrum and quadrature-spectrum over the sea, and to describe the underlying physics behind the shape of the spectra. Although the prohibitive computational costs of mesoscale models are often cited as problematic for such work, we found physically reasonable and robust results using wind speeds saved every 10 minutes from simulations of length 3 months, run at a horizontal grid spacing of 2 km. The results suggest that mesoscale models could be used for conducting similar studies over land, although un-resolved sub-grid-scale topographic effects might have serious consequences at some sites.

The calculation of co-spectra and quadrature spectra is also a useful model verification tool, since it is insensitive to errors in the phase of high frequency fluctuations in the model with respect to the observed fluctuations, which are not possible to forecast in a deterministic sense. Instead, it addresses the amplitude of the fluctuations, and in the case of the cross-spectrum, the spatial patterns in fluctuations. This avoids the typical problems associated with the verification of mesoscale models, where a smooth model with no mesoscale fluctuations at all will actually perform better than a model with spectrally correct but out-of-phase mesoscale fluctuations on scores such as the root mean square error and bias (Mass et al, 2002). The results presented here show good agreement between modelled and observed spectra for time scales up to 20 minutes, and spatial scales up to 12 km. On the other hand, the precise spectral performance of the model in terms of modelling the spatial covariance during special meteorological conditions or topographically driven phenomena depends on whether the model is able to accurately reproduce the physical processes associated with the conditions, and this is an open area for further investigation.

The results presented here are climatological averages that include several years of observations, or 3 months of model data. Obviously many and varied physical processes are contained within the reasonable stationary and homogeneous situations that were identified according to the stationarity criteria. The general spectral shapes that were calculated therefore incorporate various dynamic and convective processes for unstable conditions, and turbulence and gravity wave processes for stable conditions. For example, a preliminary study of the co-spectrum and quadrature-spectrum for 24 hour periods where cellular convection was observed over the North Sea appear to show both a larger peak in the quadrature-spectrum and a deeper trough below zero in the co-spectrum than cases where cellular convection was not observed. In stable conditions, gravity waves affect the spectral properties of the wind speed, as demonstrated in Larsén et al (2011a,b). The shape of the spectra under specific meteorological conditions is an important area for further study, although finding sufficient data from pairs of tall masts under a narrowly defined set of conditions will always make this difficult. Furthermore, by filtering out cases where where was a large wind speed or direction change, a large number of situations that are of great scientific and practical interest have actually been excluded from the analysis. In particular, large changes in wind speed (often referred to as ‘ramp events’ in a wind energy context?) and the way they prop-
agate through wind farms or groups of wind farms are of obvious relevance to wind energy control and integration.

The analysis presented here focuses on the scalar wind speed, despite the fact that cross-spectral analysis of wind time series on microscales is traditionally separated into $U$ (along wind) and $V$ (across wind) components (e.g. Kristensen (1979); Kristensen and Jensen (1979)). The decomposition into $U$ and $V$ components is considerably more difficult for mesoscale time scales (tens of minutes to tens of hours), where great care needs to be taken in defining and applying a mean wind direction. The wind direction is rarely even nearly constant for a 24 hour period, and fluctuations in wind direction can have a disproportionately large impact on the $V$ wind component if the wind direction is treated as constant throughout the period. Although the decomposition into $U$ and $V$ components could be achieved with a very strict set of filtering criteria for wind direction, the decision was taken to restrict the analysis to the scalar wind speed. A careful analysis of the spectral and cross-spectral properties of the $U$ and $V$ wind components can reveal important results about the isotropy of the wind field, and is an interesting area for further analysis.

The analysis in this paper focused on conditions over the sea. However, the results implied that conditions may not be the same over the land as over the sea. For example, the shape of the quadrature-spectrum for Horns Rev was less pronounced for the easterly sector winds than the westerly sector winds, and the quadrature-spectrum for Nysted (which is closer to coastlines from all directions) did not show the clear or systematic patterns that were seen for the Horns Rev case. Furthermore, Woods et al (2011) found that it was not important to include wind speed in an analytical expression for the shape of the co-spectra and quadrature-spectra for pairs of meteorological masts over the land, which indicates that it might be less appropriate to apply Taylor’s hypothesis over the land than over the sea. Overall, the models proposed here have a simpler form than those suggested by Woods et al (2011), which is likely to be due to the simpler and more homogeneous conditions over the sea compared to the land. Meteorological conditions over the sea are different to conditions over the land due to the low surface roughness, the absence of topographic effects the ample supply of moisture and the stability conditions driven by advection of air masses rather than the radiation balance. Such differences can influence the spectral properties of the wind speed, particularly in the mesoscale range. For example, organized mesoscale structures such as cellular convection, convective rolls or gravity waves may have a strong influence on the mesoscale wind speed over the sea, while topographic effects might be far more important over the land. These differences are important for the planning and operation of offshore wind energy, where the spatial correlation in wind speeds at a certain frequency can undermine the potential for smoothing of the aggregated power output from spatially distributed turbines.
7 Conclusions

In this paper, co-spectra and quadrature-spectra were calculated using 10 min wind speed observations from pairs of offshore meteorological masts over the North Sea and the Baltic Sea respectively. Separation distances of the masts ranged from 2.13 km to 12.4 km, and results were binned according to the relative direction between the mean wind and the orientation of the mast pairs. Co-spectra and quadrature-spectra were also calculated using 3 month mesoscale model simulations over the North Sea and the Baltic Sea, and good agreement was found between the observed and modelled spectra when the flow was coming from the sea.

For flow over the sea, it was shown that the co-spectrum and quadrature spectrum could be effectively modelled using damped cosine and sine functions based on a constant delay time associated with advection between the two sites. The simple analytical models were found to be an excellent fit to the spectra derived from mesoscale modelling over the sea, and for observed wind speed where the flow had a long sea fetch. For flow that did not have a long sea fetch, the patterns in the spectra were less clear, although there was still a greater contribution to the quadrature spectrum for longitudinal flow than for lateral flow. The extent to which the analysis presented here for flow over the sea could be extended or adapted to flow over a relatively homogeneous land area has not been tested.

The results presented here are unique because they are based on pairs of tall offshore measurement masts, which are much less common than onshore measurement masts. The situation of the Horns Rev I wind farm, with a long sea fetch to the west, and a coastline orientated nearly in the North-South direction to the east, provided a particularly simple and useful site for the analysis. Furthermore, the use of the WRF model to expand the scope of the observation analysis was a useful and novel application of mesoscale modelling.

Like most spectral analysis of geophysical time series, the results were somewhat limited by the assumptions of stationarity. This meant that many interesting meteorological cases were not included in the analysis, because they contained large changes in wind speed or wind direction. In addition, no attempt to separate the analysis into different classes of local or large scale atmospheric conditions was made. The precise impact of mesoscale features such as cellular convection or gravity waves on the shapes of the spectra is an interesting area for future work.
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Abstract

Short-term wind power fluctuations at offshore wind farms are characterized by complex dynamics combining several effects often observed independently of each others in time series: autocorrelation, heteroscedasticity and regime switching. Short of on-site meteorological observations to relate these effects to meteorological phenomena, we propose a general model formulation to capture the different effects observed, solely based on wind power measurements. The model is an extension of Markov-Switching Autoregressive (MSAR) models and includes a GARCH specification to cope with the heteroscedasticity. We present an advanced estimation method based on Markov Chain Monte Carlo (MCMC) and address its strengths and weaknesses. Finally, we analyze the predictive power of our model on a one-step ahead exercise of time series sampled over 10 minute intervals. Its performances are compared to state-of-the-art models and highlight the interest of including a GARCH specification for density forecasts.
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1 Introduction

Climate change calls for the reduction of greenhouse gas emissions and thus a growing development of renewable energy sources. Benefiting from favorable governmental policies and large wind resources, countries in the north-west of Europe are rapidly increasing their wind power capacities. Historically, onshore installations have prevailed, but offshore wind energy is now growing significantly. In Denmark, the latest figures stated that wind power accounted for about 20% of the domestic electricity supply and, out of 3124 MW wind power capacity, 424 MW were installed offshore [1]. The current trend is towards the development of large-scale offshore projects capable of generating several hundreds of MW each. Indeed, sitting wind farms out at sea has substantial advantages (i) more space available, (ii) a decrease of the frequency and duration of low wind speeds and (iii) an increased persistence for high wind speeds. Offshore wind farms are then expected to have higher capacity factors (i.e. the ratio of the actual power output over a given period of time, to the maximum output if the plant had been operated at full capacity) [2].

However, in practice, integrating significant amounts of wind power into electricity systems remains a challenge and requires dedicated prediction tools for real-time monitoring, operation scheduling and energy trading. A comprehensive introduction on these aspects from a physical perspective is given in [3]. Lately, problems regarding the grid balance have arisen as a result of the new integration of large offshore wind farms into the power supply system. Power generation of these wind farms turns out to be highly volatile, increasing the risk of imbalance in the power system. This originates from the specific design of large offshore wind farms which concentrate a large amount of wind power capacity within a relatively small area, increasing the impact of local meteorological phenomena (wind and rain fronts among others) on their short-term power production. For instance, measurements from the offshore site of Horns Rev reveal changes in the output power with an amplitude of 60% the wind farm maximum capacity, within 15-20 minutes [4]. Such levels of fluctuations can rarely be observed onshore where similar capacities would be spread over a much wider area, smoothing out the effects of the weather instabilities [5]. As a consequence, maintaining the short-term balance of the transmission system (i.e. matching the power supplied by the plant and the electricity demand) and the stability of the electricity system has become a critical issue and needs to be handled carefully to prevent potential damages (blackouts, etc.) on the power system.

The contribution of this paper is to present a real-world case study of modeling and forecasting of high frequency wind power time series. The innovation of our approach comes from the formulation of the proposed model which allows to capture up to three different effects: autocorrelation, heteroscedasticity and regime switching (the generic name of our model is MS-AR-GARCH). This leads to a very general model formulation which requires an advanced estimation method for identifying and separating these different effects. Furthermore, our will is also to bridge the gap between the formulation of such model and the issues linked to its implementation in practice, for both synthetic and real data.

This paper is organized as follows. Section 2 summarizes the latest achievements in wind power meteorology for very short-term applications and states the motivations for this study. Section 3 introduces the data and shows some of their major features. Then, in Section 4, specifications for the model we propose are discussed throughout a brief overview of the literature on Markov-Switching models which constitute a special class of regime switching models, and on GARCH models which are generalized forms of heteroscedastic models. Section 5 gives a detailed description of the estimation method based on a Markov Chain Monte Carlo algorithm and the reasons for such a choice. Applications to both synthetic and real data are presented and the accuracy and robustness of the estimation method are assessed. A forecast evaluation on real data is performed in Section 6 where the performances
of our model are compared to current benchmark models for very short-term wind power fluctuations. Finally, Section 7 delivers concluding remarks.

2 Motivations based on the state-of-the-art

The motivation of this paper is twofold. First, with the planned deployment of large-scale offshore wind farms, there is an urging need to build up on the existing knowledge on these wind power fluctuations by characterizing the dynamics and identifying the factors which drive the wind power fluctuations in the very short-term. As a first step towards this understanding, [6] reported that at a temporal resolution of 10 minutes, certain weather conditions at Horns Rev and in particular north-westerly winds very much favored large wind power fluctuations. Then, [7] proposed an aggregated model of individual wind turbines and showed its relative ability to simulate consistent wind power fluctuations at different time scales, from a few minutes up to 2 hours ahead. Very recently, a spectral analysis of wind speed measurements at Horns Rev by [8] identified specific seasonal cycles as key features of wind variability.

Second, most of the state-of-the-art statistical methods gives focus to large prediction horizons, from 1 hour to a couple of days, and show limited forecasting skills for very short-term horizons, within tens of a minute, at which large wind power fluctuations must be monitored [9]. This low level of predictability is due to the complex nonlinearities in the output power dynamics which cannot be captured by conventional models. Hence, there is a need for dedicated statistical methods capable of generating accurate forecasts for very short-term horizons. In that regard, our approach on forecasting is probabilistic and the respective performance of the models presented in this paper will be evaluated accordingly [10].

As a first attempt to deal with the low predictability of the output power of large-scale offshore wind farm, regime-switching approaches and more specifically Markov-Switching models have received a growing interest within the wind power community. Since their very first introduction in econometrics by [11], they have been commonly used in many disciplines such as speech recognition [12] or computational biology [13], for instance. This class of models is prized for its ability to account for structural breaks or sudden changes in the process dynamics. In meteorology, Markov-Switching models are often used to estimate an unobservable climate state which ideally governs other climate variables such as wind speed or wind direction. For the specific case of large-scale offshore wind farms, the inferred states or regimes can be interpreted as changes of the wind farm behavior, in terms of power generation. Besides that, Markov-Switching AutoRegressive (MSAR) models are shown to have better point forecast performances than AutoRegressive Moving Average (ARMA), Smooth Transition AutoRegressive (STAR) and Self-Exciting Threshold AutoRegressive (SETAR) [14]. Alternatively, a MSAR model is proposed in [15] with adaptive estimation of the parameters which allows parameter estimates to change over time to better account for the long-term variations of the wind characteristics. Density forecasts generated with that method are shown to be much sharper and have a better calibration than those generated with AR models.

Nevertheless, one can argue that keeping the variance constant over time within each regime stands as a strong limitation for the forecasts sharpness when periods of different volatility levels alternate. This may mistakenly lead to over determine the optimal number of states when fitting the model to the data. One class of models capable of relaxing the constant variance assumption is the Generalized AutoRegressive Conditional Heteroscedasticity (GARCH) model, allowing the conditional variance in each regime to follow an ARMA process [16]. The GARCH class of models is appealing because it can cope with volatility clustering which is a clear issue when studying offshore wind power generation at high fre-
quencies. Therefore, the present study proposes to extend MSAR models with a GARCH specification for the conditional variance dynamic in each regime (hence the resulting model name MS-AR-GARCH). This extension of the original MSAR model is expected to allow for a better identification of the volatility clustering effect and to a more parsimonious parametrization regarding the number of regimes.

3 Data from large offshore wind farms

The data considered in the present study cover the time period from 16 February 2005 to 25 January 2006 and were recorded at Horns Rev I, the second largest offshore wind farm in operation in the world at that time. Horns Rev I is located 15 km away from the west coast of Jutland (Denmark) and consists of 80 turbines of 2MW, for a nominal capacity of 160 MW. Original data were provided as individual time series of wind power measurements for each of the 80 turbines at one second time intervals.

The original data are averaged in order to generate an aggregated time series of wind power fluctuations for the entire wind farm. A 10 minute resolution is arbitrarily chosen within the range of values over which significant power fluctuations are observed [4]. An other reason to justify this choice is that grid operators monitor offshore wind farms at similar temporal resolutions [9]. The sampling procedure first consists in producing spatio-temporal averages over 10 minute intervals for which a minimum of 75% of the data are of good quality. These averages are then normalized by the nominal capacity of the wind farm, following [17]. No attempt is made to fill in missing data points and many gaps remain present in the data. A 10 day episode of this time series is depicted on Figure 1. It can be noticed that the power generation is a double-bounded process, below and above. As a matter of fact, the power generation of a wind farm can neither be negative nor exceed its maximum capacity.

Figure 1: Time series of normalized wind power generation at Horns Rev I over a 10 day episode in August 2005. The time series is sampled at a time scale of 10 minutes.

Moreover, technical specificities and constraints of wind turbines make that wind power generation is not a linear function of the wind speed. The relationship between wind speed and power generation is described by the so-called power curve. This relationship is often estimated to convert wind speed forecasts into wind power forecasts. For a more detailed description of its use in practice, we refer to [18]. More generally, the power curve is considered a function of both the wind speed and the wind direction and must be estimated for every
single wind farm. Nevertheless, wind speed and wind direction are not the only two factors that are believed to govern wind farm behavior. In the specific case of large offshore wind farms, it is also commonly assumed that complex local meteorological phenomena have a strong impact on the power generation. Ongoing research works on these phenomena are still in an early stage, and identifying them would require to combine both meteorological and statistical approaches which is not the purpose of this study. As for now, early assumptions based on empirical observations have described these phenomena as combinations of intense precipitations and wind gusts [19].

From Figure 1, one can see periods characterized by very different dynamics alternate with various frequencies and durations. This latter observation reveals the non-stationary behavior of this wind power time series, whatever the time scale one considers. This issue is further discussed in [8]. Non-stationarity is one of the reasons why most linear time series models show limited prediction skills. This feature is further illustrated on figure 2 which plots the squared residuals of the best autoregressive model (of order 3), the associated autocorrelation function (ACF) and the partial ACF (PACF) for the wind power time series. The model was fitted to the whole time series but to enhance visualization of the results, the squared residuals are only plotted for the period of time spanning 1 August 2005 to 26 January 2006. First, a look at the squared residuals highlights the volatility clustering effect, meaning that large errors tend to be followed by large errors and similarly, small errors tend to be followed by small errors. It is a feature often observed for data sampled at a high frequency. Then, the ACF of the squared residuals indicates that the autocorrelation is significant up to very large lags which reveals the heteroscedastic behavior of the errors. Finally, the PACF allows one to evaluate the number of significant lags for the time series of squared residuals. It indicates that the conditional variance should be modeled as the weighted sum of approximately the last 20 squared errors. However, for the sake of parsimony, an ARCH process of large order can well be substituted by a GARCH specification [16]. This well spread empirical approach offers the double advantage of drastically reducing the number of coefficients to be estimated while conserving the model adequacy. It also introduces a decreasing weight structure, from the most recent to the oldest past squared errors, for the computation of the conditional variance.

4 Model specifications

4.1 Wind power predictive density

As mentioned in the previous section, the time series of wind power is nonlinear and non-stationary. The smoothing effect outlined when considering a collection of wind turbines scattered over a wide area does not apply in the case of a single large-scale offshore wind farm. Furthermore, wind turbines do not generate electricity for wind speeds below the so called cut-in speed (∼4 m.s\(^{-1}\)) or above the the cut-off speed (∼25 m.s\(^{-1}\)). In addition, for wind speeds ranging from 15 m.s\(^{-1}\) to 25 m.s\(^{-1}\), wind turbines operate at full capacity and produce a constant level of power. Consequently, the power generation drops to 0 or reaches its maximum in a significant number of occasions. From a statistical modeling perspective, it means that the process does meet its lower and upper bounds which generates mass points at the extremities of the wind power distribution. This prevents the use of a logistic transformation as adopted in [20] since the mass points would remain, even after transformation. In view of these limitations, truncated and censored normal distributions stand as appealing alternatives to the more classical Normal distribution. Recent developments that use the two former distributions applied to wind data include [21]. However, Markov-Switching models imply the computation of distribution mixtures. For the sake of the estimation method
(a) Squared residuals obtained after fitting an AR(3) model to the wind power time series.

(b) Autocorrelation function of the squared residuals.

(c) Partial autocorrelation function of the squared residuals.

Figure 2: Volatility clustering and heteroscedasticity of the wind power time series.

For simplicity, we choose to consider neither the truncation nor the censoring of the Normal distribution since mixtures of these distributions would be too cumbersome to compute. For similar reasons, the Generalized Logit-Normal distribution as proposed in [22] was not considered. Finally, we focused on 2 symmetric distributions, namely the Student-t and Normal distributions. The Student-t distribution has the advantage of being more heavy-tailed than the Normal distribution, making the regimes more stable [23]. Its drawback is that it has
one extra parameter (its degree of freedom) which is difficult to estimate [24]. The use of
the Normal distribution, though known as not optimal for wind power time series is there-
fore considered as a natural starting point for validating the model in this study. We leave
questions on more appropriate distributions for further research.

4.2 GARCH models in meteorology

An overview of the time series analysis literature shows that GARCH models have been
extensively used in econometrics and finance but remains rather unpopular in other fields.
In meteorology, GARCH models are often employed in a single regime framework and ap-
plied to wind speed or air temperature time series for characterizing their volatility. [25] first
fitted an AR-GARCH model to daily wind speed measurements from Canada and illustrated
the better in-sample performance of his heteroscedastic model over homoscedastic ones in
presence of high volatility in the data. A bivariate GARCH model was then used in [26]
to characterize wind components (i.e. the rectangular components of wind speed and wind
direction) and their variability at a time scale of 1 minute and relate them to local meteoro-
logical events in the Sydney harbor. An other meteorological application of GARCH models
presented the usefulness of a ARMA-GARCH-in-mean model to estimate the persistence in
the volatility of wind speed measurements at different heights [27]. Other works investigating
on the applicability of GARCH models to air temperature time series include [28].

In contrast to these latter studies whose primary focus is in-sample estimation, [29]
and [30] use AR-GARCH models to generate point and density forecasts for temperature and
weather derivative pricing, respectively. In addition, the recent work by [31] also presents
out-of-sample results. It extends the methodology developed in [29] and used several types of
GARCH models to generate daily wind speed density forecasts and converts them into wind
power forecasts. This work demonstrates the good ability of GARCH models for generating
density forecasts when compared to atmospheric models for early look ahead horizons, from
1 up to 4 days. Another methodology is proposed by [20] in which an ARIMA-GARCH
model is used to generate multi-step density forecasts of wind power, outperforming current
benchmark models in the short-term, from 15 minutes up to 6-12 hours. Interestingly, all
these studies give empirical evidence of the strong potential of using the GARCH class of
models for predicting weather related variables in the very short-term when these variables
are highly volatile.

4.3 Existing Markov-Switching models with GARCH errors

Seminal references of combining Markov Switching and AutoRegressive Conditional Het-
eroscedasticity (MS-ARCH) include [32] and [33]. In practice, capturing time-varying vari-
ance with a reasonable number of ARCH terms remains an issue. It often calls for a GARCH
specification instead in order to reduce the number of coefficients to be estimated. The diffi-
culty that arises when generalizing MS-ARCH to MS-GARCH relates to the historical path
dependency of the conditional variance which is intractable, making that generalization al-
most computationally infeasible.

Nevertheless, there exist a few approaches to avoid that problem. Regarding maximum
likelihood methods, the idea consists in approximating the conditional variance as a sum of
past conditional variance expectations as in [24]. This model was later extended by [23]
yielding improved volatility forecasts. Alternatively, [34] suggested a new formulation for
MS-GARCH models by disaggregating the overall variance process into separate processes
in each regime. An other way of tackling the path dependency problem consists in using
Monte Carlo Markov Chain (MCMC) simulations to infer that path by sampling from the
conditional distribution of the states of the Markov chain. This can be implemented by
data augmentation as described in [35]. The strength of this approach is that it can be applied for the estimation of many variants of Markov-Switching models. Closer to our problem, [36], [37], [38] proposed three different MCMC algorithms for the Bayesian estimation of MS-ARMA-GARCH, MS-ARX-GARCH and MS-GARCH models, respectively.

Some other difficulties arise when estimating MS-GARCH models. They may be caused by the structural specification of the model or else by the numerical tool used for parameter estimation. For instance, maximum likelihood estimation methods implemented with a numerical optimizer often encounter specific optimization problems due to starting values, inequality constraints or else local minima. Besides, the two formulations of the MS-GARCH model developed in [24] and [23] are based on an approximation for the recursive update of the conditional variance which leads to further estimation complexity. As for the MS-GARCH model in [34], it looses its initial appeal of being analytically tractable along with the inclusion of autoregressive terms in the mean equation which does not match with our model specification to combine AR and GARCH effects with Markov Switching. Along that last comment, it is important to emphasize that most of the studies involving likelihood estimation of MS-GARCH models have as a prime concern the capture of the heteroscedasticity present in the time series and were not designed to cope with data also featuring strong autocorrelation.

In comparison, Bayesian inference offers an alternative framework which allows to overcome most of likelihood estimation problems:

- the robustness of MCMC samplers to starting values can be evaluated by running several Markov chains with different starting values and tested for differences in their outputs,

- inequality constraints can be handled through the definition of prior distributions (Gibbs sampler) or through a rejection step when the constraint is violated (Metropolis-Hastings sampler),

- theoretically, local minima pitfalls are avoided by simulating the Markov chain over a sufficiently large number of iterations (law of large numbers)

- misspecification of the number of states of the Markov chain can be assessed by a visual inspection of the parameter posterior distributions (check for multiple modes).

Moreover, model parametrization limitations linked to the integration of autoregressive terms in the mean equation do not apply in Bayesian estimation and there is no fundamental implementation differences in estimating a MS-GARCH and a MS-ARMA-GARCH model. Of course, the present study would be very partial if the main bottlenecks in using MCMC simulations such as computational greediness or the tuning of the prior distributions were not mentioned. Therefore, we refer to subsection 4.4 for a detailed description of the main implementation issues of MCMC samplers. In addition, studies on the respective advantages and drawbacks of maximum likelihood and Bayesian estimation methods are available in [39].

To conclude this discussion, let us say that our goal is not to contribute to the pros and cons debate of maximum likelihood against Bayesian estimation but rather to find the method that is the most suitable for our problem. In this light, our choice to estimate the MS-AR-GARCH model in a Bayesian fashion was motivated by the enhanced flexibility in combining AR and GARCH effects under the assumption of structural breaks in the process.
4.4 The model definition

To model the stochastic behavior of a given time series of wind power \(\{y_t\}\), a MS\((m)\)-AR\((r)\)-GARCH\((p,q)\) model is proposed as follows:

\[
y_t = \theta^{(S_t)}_0 + \sum_{i=1}^{r} \theta^{(S_t)}_i y_{t-i} + \sqrt{h_t} \varepsilon_t
\]

\[
h_t = \alpha^{(S_t)}_0 + \sum_{i=1}^{q} \alpha^{(S_t)}_i \varepsilon_{t-i}^2 + \sum_{j=1}^{p} \beta^{(S_t)}_j h_{t-j}
\]

where \(\{h_t\}\) is the conditional variance at time \(t\), \(\{\varepsilon_t\}\) is a sequence of independently distributed random variables following a Normal distribution \(\mathcal{N}(0,1)\) and \(S = (S_1, \ldots, S_T)\) is a first order Markov chain with a discrete and finite number of states \(m\) and transition probability matrix \(P\) of elements:

\[
Pr(S_t = j | S_{t-1} = i) = p_{ij} \quad \text{for} \quad i, j = \{1, \ldots, m\}
\]

For full flexibility, all AR and GARCH coefficients are chosen to be state dependent. In addition, to ensure positivity of the conditional variance, constraints on the model coefficients are imposed as follows:

\[
\alpha^{(k)}_0 \geq 0, \quad \alpha^{(k)}_i > 0, \quad \beta^{(k)}_j \geq 0 \quad \text{for} \quad i = \{1, \ldots, p\}, \quad j = \{1, \ldots, q\}, \quad k = \{1, \ldots, m\}
\]

Finally, the following inequality constraints are applied to ensure covariance stationarity:

\[
0 < \sum_{i=1}^{q} \alpha^{(k)}_i + \sum_{j=1}^{p} \beta^{(k)}_j < 1 \quad \text{for} \quad k = \{1, \ldots, m\}
\]

From here on, we adopt the following notations:

\[
y = (y_1, y_2, \ldots, y_T)
\]

\[
y_{[1,t]} = (y_1, \ldots, y_t)
\]

\[
S_{[1,t]} = (S_1, \ldots, S_t)
\]

\[
S_{[t]} = (S_1, \ldots, S_{t-1}, S_{t+1}, \ldots, S_T)
\]

\[
\pi_k = (p_{k1}, \ldots, p_{km})' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\theta^{(k)} = [\theta^{(k)}_0, \ldots, \theta^{(k)}_r]' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\alpha^{(k)} = [\alpha^{(k)}_0, \ldots, \alpha^{(k)}_q, \beta^{(k)}_1, \ldots, \beta^{(k)}_p]' \quad \text{for} \quad k = \{1, \ldots, m\}
\]

\[
\Theta = [\theta^{(1)}, \ldots, \theta^{(m)}, \alpha^{(1)}, \ldots, \alpha^{(m)}, \pi_1, \ldots, \pi_m]
\]

5 MCMC implementation

Bayesian inference applied to complex models and large amounts of data has been strongly enhanced by the development of computational methods such as Markov chain simulations. Besides providing a robust and easy-to-implement solution to circumvent the path dependency problem when estimating the MS-GARCH class of models, MCMC techniques offer broader possibilities such as incorporating existing information on the parameter distributions and estimating their full conditional posterior distributions, for instance. Their major interest is the possibility to divide the set of unknown parameters \(\Theta\) into smaller blocks to sample from the block conditional posterior distributions instead of sampling from the
complex and joint posterior of the full set of parameters. For a practical presentation of MCMC techniques, we refer to [40].

Estimating MS-AR-GARCH models in a Bayesian framework is a procedure that implies sampling from the augmented parameter distribution \( p(S, \Theta | y) \):

\[
p(S, \Theta | y) \propto p(y | S, \Theta) p(S | \Theta) p(\Theta)
\]

This can be achieved through a 3 step procedure by implementing a MCMC algorithm that iterates as follows:

- sample the regime sequence by data augmentation,
- sample the transition probabilities from a Dirichlet distribution,
- sample the AR and GARCH coefficients with the Griddy-Gibbs sampler.

### 5.1 Sampling the regime sequence

Generating sample paths of the regime sequence \( S \) for Markov-Switching models is facilitated by a class of techniques known as data augmentation. The early idea by [41] is to recursively consider each of the latent state variables \( S_t \) of the hidden Markov chain as missing and compute its conditional distribution \( p(S_t | S_{\neq t}, \Theta) \). It becomes then possible to generate a random draw from that conditional distribution with the Gibbs sampler as in [42]. This procedure is called single-move sampling and requires the number of regimes \( m \) to be known and finite. Later variants for Hidden Markov Models (HMM) and Markov switching models are respectively reviewed in [43] and [35].

At a given time \( t \), the conditional distribution of the latent state variable \( S_t \) is obtained as follows:

\[
\forall \; k \in \{1, \ldots, m\}, \quad P(S_t = k | S_{\neq t}, y, \Theta) = \frac{P(y, S_t = k, S_{\neq t}, \Theta)}{P(y, S_{\neq t}, \Theta)} = \frac{P(y | S_t = k, S_{\neq t}, \Theta) P(S_t = k, S_{\neq t}, \Theta)}{P(y | S_{\neq t}, \Theta)}
\]

\[
= \frac{P(y | S_t = k, S_{\neq t}, \Theta) P(S_t = k, S_{\neq t}, \Theta)}{P(y | S_{\neq t}, \Theta)}
\]

And after discarding the scaling factor \( P(y | S_{\neq t}, \Theta) \), we obtain:

\[
P(S_t = k | S_{\neq t}, y, \Theta) \propto P(y | S_t = k, S_{\neq t}, \Theta) P(S_t = k | S_{\neq t}, \Theta)
\]

In the equation above, 2 different quantities have to be computed. First, \( P(y | S_t = k, S_{\neq t}, \Theta) \) is the complete data likelihood, conditioned on the chain being in state \( k \) at time \( t \) and given the full set of parameters \( \Theta \) and can be calculated as follows:

\[
P(y | S_t = k, S_{\neq t}, \Theta) = \prod_{t=\max(r,p,q)}^{T} P(y_t | S_t = k, S_{[1:t-1]}, y_{[1:t-1]}, \Theta)
\]

\[
= \prod_{t=\max(r,p,q)}^{T} \frac{1}{\sqrt{2\pi h_t}} \exp \left( - \frac{(y_t - \theta_0^{(S_t)})^2}{2h_t} - \sum_{i=1}^{r} \theta_i^{(S_t)} y_{t-i} \right)
\]

with \( h_t \) being defined as in equation (2).
Second, the Markov property applies on \( P(S_t = k|S_{\neq t}, \Theta) \). Given a sample \( S_{\neq t} \) of the entire regime sequence but at time \( t \), the state variable \( S_t \) only depends on \( S_{t-1} \), and \( S_{t+1} \) only depends on \( S_t \):

\[
P(S_t = k|S_{\neq t}, \Theta) = P(S_t = k|S_{t-1} = i, S_{t+1} = j) = \frac{p_{ik}p_{kj}}{\sum_{k=1}^{m} p_{ik}p_{kj}}
\]

(18)

Finally, the Gibbs sampler [44] is used to generate a random sample of the latent state variable \( S_t \) from its updated conditional distribution. The state of the Markov chain at time \( t \) can then be updated and this sampling procedure is recursively repeated for the remaining state variables of the hidden Markov chain.

Because of the path dependency structure of MS-GARCH models, computing marginal likelihood of the state variables is not feasible as it is for MSAR or MS-ARCH models [35]. Hence, the posterior distributions of the states variables can only be obtained in the form of smoothed probabilities. Let us recall that one can derive different quantities for the optimal inference of the regime sequence:

- the filtered probabilities \( P(S_t = k|y_{[1,t]}, \Theta) \) which infer the state variable \( S_t \) conditioning upon the vector of parameters and all past and present information \( y_{[1,t]} \),
- the smoothed probabilities \( P(S_t = k|y, \Theta) \) which are the outputs of the inference of \( S_t \) using the past, present and future information \( y = y_{[1,T]} \),
- the predicted probabilities \( P(S_{t+1} = k|y_{[1,t]}, \Theta) \) which correspond to the one-step ahead inference \( S_{t+1} \) at time \( t \) and only use past information \( y = y_{[1,t]} \).

For a given state variable \( S_t \), its posterior distribution \( P(S_t = k|y) \) is computed by averaging the number of occurrences of the Markov chain being in state \( k \) at time \( t \) over the \( N \) iterations of the algorithm:

\[
P(S_t = k|y) = \frac{1}{N} \sum_{n=1}^{N} \mathbb{1}\{S_t^{(n)} = k\} \quad \text{for} \quad k = \{1, \ldots, m\}
\]

(19)

with \( S_t^{(n)} \) being the draw of \( S_t \) at the \( n^{th} \) iteration of the MCMC algorithm.

### 5.2 Transition probability matrix sampling

Sampling the transition probability matrix \( \mathbf{P} \) is done by using a Dirichlet distribution [35]. The key assumption is that the rows of \( \mathbf{P} \) are mutually independent since \( \mathbf{P} \) only depends on the regime sequence \( \mathbf{S} \). Therefore, they can be sampled in a random order. Given an independent prior distribution \( p(\pi_k) \) and using Bayes’ theorem, we obtain the conditional distribution of the \( k^{th} \) row of \( \mathbf{P} \) as follows:

\[
p(\pi_k|y, \mathbf{S}, \Theta_{-\pi_k}) \propto p(\pi_k)p(\pi_k|\mathbf{S})
\]

\[
\propto p(\pi_k) \prod_{r} (d_{ki})^{\eta_{ki}} \cdots (d_{km})^{\eta_{km}}
\]

(20)

where the \( \eta_{ki} \)'s correspond to the numbers of one-step transitions from regime \( k \) to regime \( i \) in the hidden Markov chain and the \( d_{ki} \)'s are the parameters of the multivariate distribution modelling the transition probabilities.
For a 2 state Markov chain, the beta distribution is traditionally used as prior for binomial proportions, with parameters \(d_{k1}\) and \(d_{k2}\), resulting in the conditional distribution of the \(k^{th}\) row of \(P\) being Beta distributed:

\[
p(\pi_k|y, \Theta_{-\pi_k}) \sim B(\eta_{k1} + d_{k1}, \eta_{k2} + d_{k2})
\]

For a \(m\) state Markov chain, and \(m \geq 2\), the posterior Beta distribution can be generalized to a Dirichlet distribution \[45\]:

\[
p(\pi_k|y, S, \Theta_{-\pi_k}) \sim D(\eta_{k1} + d_{k1}, \eta_{k2} + d_{k2}, \ldots, \eta_{km} + d_{km})
\]

with \(d_{k1}, d_{k2}, \ldots, d_{km}\) being the parameters of the Dirichlet distribution used as prior.

The posterior estimates of the transition probabilities are obtained as the empirical means of the posterior densities:

\[
\hat{p}_{ij} = \frac{1}{N} \sum_{n=1}^{N} p_{ij}^{(n)} \text{ for } i, j = \{1, \ldots, m\}
\]

with \(p_{ij}^{(n)}\) being the random draw of \(p_{ij}\) at the \(n^{th}\) iteration of the MCMC algorithm.

5.3 AR and GARCH coefficient sampling

Existing MCMC algorithms for the estimation of MS-AR-GARCH models are proposed in \[36\] and \[37\]. Alternatively, it is possible to apply a MCMC algorithm for MS-GARCH models presented in \[38\] and include extra autoregressive terms in the mean equation, instead of a single intercept. The difference in those three algorithms lays in the sampler used for the estimation of the autoregressive and heteroscedastic coefficients. The two former sample the posterior distributions of the model coefficients with the Metropolis-Hastings sampler (MH) whereas the latter uses the Griddy-Gibbs sampler (GG). The MH sampler \[46\] is based on an acceptance/rejection rule and was designed to generate samples from a target distribution. However, the rate of acceptance can turn out to be very small for complex models and slow down the convergence of the chain. As for the GG sampler \[47\], it is based on a principle similar to the Gibbs sampler. The key idea is to discretize the support of the parameter to be estimated. At each knot point, the likelihood of the parameter is evaluated and by a numerical integration rule, the conditional distribution of the parameter can then be approximated.

Unlike the MH sampler, the GG sampler does not require to define the analytical form of the posterior distribution a priori. It is notably useful when the conditional posterior to sample from has a complex shape (multimodality, strongly skewed, fat tails) or when one does not want to impose a shape a priori because of a lack of knowledge. Its implementation fully relies in the informativeness of the data likelihood \(p(y|S, \Theta)\) and all priors are uniform, even for short time series. Tips for implementing the GG sampler for accurate estimation of posterior distributions are given in \[47\]. Its main drawback is its high computational cost because of the many likelihood evaluations at each iteration but this can be overcome by parallelization of the code. Empirical results presented in \[48\] and \[49\] for the classical GARCH model are consistent and conclude that estimation methods based on the MH or the GG sampler lead to posterior estimates of similar accuracy. One of the most notable differences is that the MH sampler does not fully explore the distribution tails. This is due to the shape of the target distribution chosen which in some cases may mislead the exploration of the posterior distribution. This type of problems is avoided when estimating posterior distributions with a GG sampler because it does not require the posterior density to be known in closed form. Taking these considerations into account, it was chosen to follow...
the methodology presented in [38] which uses the GG sampler for estimating MS-GARCH models. Adding extra autoregressive terms for the estimation of MS-AR-GARCH models is then straightforward.

Conditional posterior distributions of our model coefficients are derived from the Bayes’ theorem. Let us consider the case of an unknown AR or GARCH coefficients that will be noted $\gamma$, and $p(\gamma)$ its prior. Its conditional posterior distribution is defined as follows:

$$p(\gamma|y, S, \Theta_{-\gamma}) \propto p(\gamma)p(y|S, \Theta)$$

(24)

The conditional density and cumulative distribution function (cdf) of $\gamma$ are noted $g_\gamma$ and $G_\gamma$. Their numerical approximation are noted $f_\gamma = f(\gamma|y, S, \Theta_{-\gamma})$ and $F_\gamma$, respectively. At each iteration, the GG sampler builds a numerical approximation of the conditional posterior density of each AR and GARCH coefficient. The support of $\gamma$ is first discretized with $n$ knot points ($x_1, \ldots, x_n$). Further details on how to set up $n$ are discussed in the next subsection. Then, the complete data likelihood $P(y|\gamma = x_i, S, \Theta_{-\gamma})$ is evaluated for each knot point $x_i$ and by a numerical rule of integration, we obtain an approximation $f_\gamma(x_i)$ of the conditional density $g_\gamma$. Linear interpolation in between 2 successive knot points was found to be satisfactory in term of accuracy. Therefore, we use the trapezoidal integration method to compute $f_\gamma$. From there, approximating the cdf $G_{\gamma}$ is direct. Finally, a random number is uniformly generated on $[0, 1]$ and by inverse transformation of $F_\gamma$, we obtain a random draw of $\gamma$. The principle of the GG sampler is graphically summarized on Figure 3. The posterior estimates of the AR and GARCH coefficients are obtained by computing the means of the posterior densities.
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Figure 3: The conditional density $g_\gamma$ of a given coefficient $\gamma$ is approximated by numerical integration over a grid of points (left). An approximation $F_\gamma$ of the cdf $G_\gamma$ can then be computed. Finally, a random number is uniformly generated on $[0, 1]$ and by inverse transformation of $F_\gamma$, a random draw of $\gamma$ is obtained (right).

### 5.4 Implementation details

Obvious advantages of the GG sampler are its easiness of implementation and most definitely its ability to approximate posterior densities of various shapes (skewed, multimodal and/or fat-tailed) when other samplers are more restrictive on this latter aspect. However, there is
a number of issues that have to be handled carefully for its implementation when applied to models with many parameters to be estimated as in the present study.

5.4.1 Prior distributions

First, prior distributions have to be defined for sampling the transition probabilities. For a given regime \( k \in \{1, \ldots, m\} \), setting the parameters \( d_{kk} > d_{ki} \) with \( i \neq k \) is one way to reflect the prior knowledge that the probability of persistence (staying in the same regime) is larger than the probability of switching from regime \( k \) to \( i \). For instance, a \( B(8,2) \) distribution is used as prior in [37] whereas a uniform \( B(1,1) \) is preferred in [38]. Several simulations with various values for the \( d_{ij} \) parameters were run on synthetic time series with more than 1000 data points. The influence of the prior distributions was noticeable for \( d_{ij} \) of very high orders of magnitude, due to the length of the time series. For instance, a \( B(80,20) \) clearly influences the posterior distribution estimates of the transition probabilities while a \( B(8,2) \) almost not, even though these 2 distributions have equal means. Arguably, we found it relatively risky to favor some regimes over others. Therefore, we favored the approach with uniform priors, meaning that \( d_{k1} = d_{k2} = \ldots = d_{km} = 1 \).

Second, and most important, uniform distributions are required for the GG sampler. Defining these priors consists in setting their bounds which is all the more difficult when one has very little prior knowledge of the process being considered. For each AR and GARCH coefficient, one has to make sure that the bounds of the uniform prior encompass the entire support of the true conditional density. Poor settings of the prior bounds may either prevent the convergence of the Markov chain or lead to wrong posterior density and mean estimates. One easy solution is to use a coarse-to-fine strategy for the MCMC simulation which is divided into 3 phases:

- a burn-in phase whose draws are discarded until the Markov chain reaches its stationary distribution,
- a second phase at the end of which posterior density estimates are computed and prior bounds are refined (the draws generated during this second phase are also discarded),
- a last phase with adjusted prior bounds at the end of which the final posterior densities are computed.

Refinement of the prior bounds consists in computing the posterior mean and the standard deviation of the densities. The priors are then adjusted and centered around their respective mean with their radius set to 5 standard deviations. That way the uniform priors are shrunk when they were initially too large and enlarged when too small. This approach proved to be robust enough even in case of fat-tailed posterior densities.

5.4.2 Label switching

Not least, fine settings of the prior bounds can prevent the label switching problem affecting HMM models estimated with Bayesian methods. Since posterior densities are invariant to relabeling the states, that problem can cause erroneous multimodal posterior densities. This can be circumvent by imposing structural constraints on the regimes which can be identified with the permutation sampler presented in [35]. For the specific case of MS-AR-GARCH models, the most effective constraint against label switching was set on the intercept parameters of the GARCH equation as follows: \( \alpha_0^{(1)} < \alpha_0^{(2)} < \ldots < \alpha_0^{(m)} \). At each iteration, the inequality is checked and if not true, regimes are permutated. Another way to make sure that this constraint is true is to define the bounds of the uniform priors of the \( \alpha_0^{(k)} \) such that they do not fully overlap.
5.4.3 Grid shape

Support discretization for the GG sampler implies choosing a suitable structure for the grid along with a fine number of knot points \( n \). As for the structure, [47] advised to use an evolutive grid with more knot points over areas of high mass and fewer knot points over areas of low mass. Simulations on synthetic data show that this type of grid is difficult to implement in practice and that it yields relatively low gains in accuracy. The use of such a grid is not necessary in this study and instead a grid with equidistant knot points is preferred. A grid made of 42 knot points is generated for each coefficient to be estimated, with the likelihood of the 2 knot points at the extremities of the grid being set to 0, by default. This number was found sufficiently large to accurately approximate conditional densities and is comparable to the 33 knot points used in [38].

5.4.4 Mixing of the MCMC chain

MCMC simulations on synthetic time series reveal that, within a same regime, AR coefficients are strongly correlated with each others, resulting in a poorly mixing chain, slow convergence rate and significant estimation errors. The same observations were made for the GARCH parameters. In order to improve the mixing of the chain, the GG sampler is implemented with random sweeps [50]. At each iteration of the MCMC algorithm, instead of updating the AR and GARCH coefficients in a deterministic order, we generate a random permutation of the sequence \((1, \ldots, m(2 + r + p + q))\) to determine which coefficients to update first, second and so on. For the empirical study on the wind power time series, it was found that the mixing of the chain could be further improved by repeating the sampling of the AR and GARCH coefficients a given number of times for every update of the state sequence. These implementation details positively enhance the well mixing behavior of the chain and lead to much sharper posterior densities (i.e. smaller estimation errors and standard deviations) of the AR and GARCH coefficients, notably.

5.4.5 Implementation summary

In order to enhance the implementation understanding and to summarize the key steps of our method, we report its structure in Algorithm 1. For the sake of the notation simplicity, let us note \( \gamma_i \) the \( i \)th AR or GARCH coefficients of the vector of parameters \((\theta^{(1)}, \ldots, \theta^{(m)}, \alpha^{(1)}, \ldots, \alpha^{(m)})\). The vector of parameters is now noted \((\gamma_1, \ldots, \gamma_{m(2+r+p+q)})\).

5.5 Simulation on synthetic time series

Before moving on to the time series of wind power, the MCMC estimation procedure is tested on a synthetic MS-AR-GARCH process that is plotted on Figure 4 and whose coefficients are reported in Table 1. This process is composed of 2 regimes, each one of them combining an autoregressive structure of order 2 for the conditional mean equation along with a GARCH(1,1) specification for the conditional variance. The values of its coefficients are chosen so as to generate a simplistic series with two well differentiated dynamics for the 2 regimes. The values of the autoregressive coefficients are set so that the autoregressive process in each regime is stationary. The GARCH coefficients in each regime are defined so that the constraint ensuring a finite variance holds. Finally, the errors are normally distributed. The process simulated hereafter neither aims at recreating nor mimicking the wind power fluctuations presented in Section 3. It simply stands for a test case to assess the robustness and the efficiency of our estimation method.

50 series of 1500 data points are generated. Following the coarse-to-fine strategy described in the previous subsection, the bounds of the uniform prior distributions are set coarsely so
Algorithm 1 MCMC procedure for the estimation of MS-AR-GARCH models

Initialize prior distribution: \(p(\gamma_1, \ldots, p(\gamma_{m(2+r+p+q)}))\)
Initialize regime sequence and parameter: \(S^{(0)}, \Theta^{(0)}\)

\[
\text{while Convergence of the Markov chain is not reached do} \\
n = n + 1 \\
\text{for } t = 1 \text{ to } T \text{ do} \\
\quad \text{Sample } S_t^{(n)} \text{ from } p(S_t^{(n)} = k|S_1^{(n)}, S_2^{(n)}, \ldots, S_{t-1}^{(n)}, S_t^{(n-1)}, \Theta^{(n-1)}, y) \text{ by the single-move } \\
\quad \text{procedure} \\
\text{end for} \\
\text{Compute the Dirichlet parameters } \eta_1^{(n)}, \ldots, \eta_m^{(n)} \\
\text{for } k = 1 \text{ to } m \text{ do} \\
\quad \text{Sample } \pi_k^{(n)} \text{ from } D(\eta_{k1}^{(n)} + 1, \eta_{k2}^{(n)} + 1, \ldots, \eta_{km}^{(n)} + 1) \\
\text{end for} \\
\text{Generate a random permutation } \rho \text{ of } \{1, \ldots, m(2 + r + p + q)\} \\
\text{for } i = 1 \text{ to } m(2 + r + p + q) \text{ do} \\
\quad \text{Sample } \gamma_{\rho(i)}^{(n)} \text{ from } p(\gamma_{\rho(i)}^{(n)}|S_1^{(n)}, P_1^{(n)}, \gamma_{\rho(1)}^{(n)}, \ldots, \gamma_{\rho(i-1)}^{(n)}, \gamma_{\rho(i+1)}^{(n)}, \gamma_{\rho(m(2+r+p+q))}) \text{ with the } \\
\quad \text{Griddy-Gibbs sampler} \\
\text{end for} \\
\text{if End of the second phase is reached then} \\
\quad \text{Adjust/update the prior distributions} \\
\text{end if} \\
\text{end while}

Table 1: Statistics on the posterior estimates for a synthetic MS(2)-AR(2)-GARCH(1,1) process, for 1 and 50 samples: Posterior means, standard deviations and coverage probabilities (CP).

<table>
<thead>
<tr>
<th>( \theta_0^{(1)} )</th>
<th>( \theta_0^{(2)} )</th>
<th>( \alpha_0^{(1)} )</th>
<th>( \alpha_0^{(2)} )</th>
<th>( \beta_1^{(1)} )</th>
<th>( \beta_1^{(2)} )</th>
<th>( \beta_0^{(1)} )</th>
<th>( \beta_0^{(2)} )</th>
<th>( p_{22} )</th>
<th>( p_{21} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.5 )</td>
<td>( 0.2 )</td>
<td>( 0.1 )</td>
<td>( 0.4 )</td>
<td>( 0.6 )</td>
<td>( -0.3 )</td>
<td>( 0.98 )</td>
<td>( 0.96 )</td>
<td>( 0.98 )</td>
<td>( 0.96 )</td>
</tr>
<tr>
<td>([-0.2 ; 1.2] )</td>
<td>([-0.2 ; 1.2] )</td>
<td>([0 ; 0.5] )</td>
<td>([0.1 ; 0.8] )</td>
<td>([-1 ; 0.2] )</td>
<td>([-0.7 ; 0.7] )</td>
<td>([-0.7 ; 0.7] )</td>
<td>([0.1 ; 0.8] )</td>
<td>([0 ; 1] )</td>
<td>([0 ; 1] )</td>
</tr>
<tr>
<td>( 0.500 )</td>
<td>( 0.502 )</td>
<td>( 0.199 )</td>
<td>( 0.512 )</td>
<td>( 0.593 )</td>
<td>( 0.015 )</td>
<td>( 0.512 )</td>
<td>( 0.114 )</td>
<td>( 0.977 )</td>
<td>( 0.950 )</td>
</tr>
<tr>
<td>( 0.072 )</td>
<td>( 0.054 )</td>
<td>( 0.051 )</td>
<td>( 0.189 )</td>
<td>( 0.041 )</td>
<td>( 0.041 )</td>
<td>( 0.189 )</td>
<td>( 0.073 )</td>
<td>( 0.009 )</td>
<td>( 0.023 )</td>
</tr>
<tr>
<td>( 96% )</td>
<td>( 98% )</td>
<td>( 98% )</td>
<td>( 94% )</td>
<td>( 94% )</td>
<td>( 94% )</td>
<td>( 94% )</td>
<td>( 92% )</td>
<td>( 90% )</td>
<td>( 92% )</td>
</tr>
<tr>
<td>( [0.20 ; 0.78] )</td>
<td>( [0.26 ; 0.72] )</td>
<td>( [-0.01 ; 0.43] )</td>
<td>( [0 ; 0.38] )</td>
<td>( [0.36 ; 0.88] )</td>
<td>( [-0.44 ; 0.36] )</td>
<td>( [0 ; 0.82] )</td>
<td>( [0 ; 0.33] )</td>
<td>( [0 ; 1] )</td>
<td>( [0 ; 1] )</td>
</tr>
<tr>
<td>( [0.488 )</td>
<td>( 0.495 )</td>
<td>( 0.212 )</td>
<td>( 0.764 )</td>
<td>( 0.621 )</td>
<td>( 0.059 )</td>
<td>( 0.373 )</td>
<td>( 0.135 )</td>
<td>( 0.961 )</td>
<td>( 0.961 )</td>
</tr>
</tbody>
</table>
Figure 4: Simulation of a MS(2)-AR(2)-GARCH(1,1) whose coefficients and transition probability values are given in Table 1. Top: simulated process $y = (y_1, \ldots, y_T)$. Bottom: regime sequence $S = (S_1, \ldots, S_T)$.

supports are then discretized with 42 equidistant points. Starting values for the regime sequence and all 16 parameters are randomly initialized within the range of possible values defined by their respective prior support. 50000 iterations of the MCMC algorithm are run of which the last 30000 iterations are used for posterior inference, the first 10000 being discarded as burn-in and the second 10000 being used to refine the prior supports. For each simulation, convergence of the chain is assessed with the diagnostic proposed in [51] by running 3 chains in parallel, with different starting values. No evidence of non-convergence was noticed. When considering single sample, large estimation bias can be observed on both AR and GARCH coefficients. More satisfactorily, when considering 50 samples, absolute estimation errors for all parameters are smaller than their corresponding posterior standard deviations. As observed in [37], the largest estimation errors are found for the posterior distributions of the GARCH coefficients whereas AR coefficients are estimated with a much higher accuracy. In each of the two regimes, $\beta_1$ is biased downwards and $\alpha_0$ is biased upwards, which is a well-known issue with MS-GARCH models. For a given parameter, the coverage probability (CP) correspond to the probability of its true value being encompassed within the interval defined by the 2.5% and 97.5% quantiles of its posterior distribution. In other words, these probabilities are the nominal 95% confidence intervals of the posterior estimates. Large deviations could indicate recurrent failure of the estimation method for
some parameters. Globally, the estimated CP are all close to 95% and no large deviation is observed which is satisfactory. The grid refinement procedure shows that the supports of the AR coefficients are significantly smaller than the initial supports coarsely set. As for the final supports of GARCH coefficients, they consist of small adjustments of their initial supports. The verification for label switching is performed by analyzing the full posterior densities displayed on Figure 5 where no bimodality is observed. We can also add that the sampler performs quite well in terms of mixing since the densities are rather peaky and have small tails.

Inference on the regime sequence can also be performed. However, methods for global decoding such as the Viterbi algorithm [52] are not applicable to MCMC outputs since the sole smoothed probabilities of the regime sequence can be computed. Instead, we use a simple labelling rule to infer the regime sequence: state variables with a smoothed probability of being in regime $k$ larger than 0.5 are classified as being in regime $k$. Following that rule, we can compute the successful regime inference rate and the probability of regime retrieval (the probability of the true regime being $k$ knowing that the inferred regime is $k$). Results are reported in Table 2. Ideally, these quantities should be as close to 1 as possible. The rate of successful inference is higher for regime 1 (96%) than for regime 2 (90%). The same result holds for the probability of successful regime retrieval. These results are reasonably good according to the complexity of the model dynamics. Three of the model features may explain these differences: (i) regime 1 is characterized by a higher persistence probability that regime 2 ($p_{11} > p_{22}$), (ii) the unconditional variance ($\sigma^{(k)} = \frac{\alpha_0^{(k)}}{1-\alpha_1^{(k)}-\beta_1^{(k)}}$) in regime 1 ($\sigma^{(1)} = 0.5$) is lower than in regime 2 ($\sigma^{(2)} = 8$) and (iii) persistence of shocks measured by $\alpha_1^{(k)} + \beta_1^{(k)}$ is also lower in regime 1 than in regime 2. The higher persistence probability makes that parameters defining the first regime can be estimated over a larger number of data points and over longer time intervals clear off any structural breaks, on average, which leads to more accurate posterior estimates. The lower unconditional variance combined to the lower persistence to shocks in regime 1 makes that the autoregressive and the conditional variance dynamics are easier to identify and separate. These latter comments are confirmed by the estimated posterior standard deviations of the model parameters (see Table 1) which are smaller in regime 1 than in regime 2, for corresponding parameters.

Table 2: Statistics on the inferred regime sequence.

<table>
<thead>
<tr>
<th>Rate of successful regime inference</th>
<th>Probability of regime retrieval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(\hat{S}_t = 1</td>
<td>S_t = 1) = 0.96$</td>
</tr>
<tr>
<td>$P(\hat{S}_t = 2</td>
<td>S_t = 2) = 0.90$</td>
</tr>
</tbody>
</table>

5.6 Study on an empirical time series of wind power

One of the main issue that arises when fitting Markov-Switching models to an empirical time series is the determination of the number of states $m$ of the Markov chain. Theoretically, its determination is not to be separated of the autoregressive and conditional variance structure (orders $r$, $p$ and $q$ in equations 1 and 2). Along that idea, [53] review different penalized likelihood criteria for the joint determination of the number of hidden states and autoregressive order for MSAR models. However, in practise, misspecification in the parametrization of the model may result in over estimating the optimal number of regimes. For instance, ignored volatility clustering effects can falsely be reported as regime-switching effects [54].
The model identification approach taken in this study is to define the autoregressive and conditional variance orders a priori and determine the optimal number of regimes accordingly. Most studies involving Markov-Switching test for a limited number of regimes, from 1 to 4. The underlying theoretical reason is that regime switchings occur infrequently. The more practical reason is that the number of parameters to be estimated grows quadratically with respect to the number of regimes and constraints for regime identification become more difficult to define.

One reason to proceed that way and not by computing the Bayesian Information Criterion is that there is no method for computing the marginal likelihood of MS-GARCH models to our knowledge. An empirical cross-validation procedure is used instead. The time series of interest is the one presented in Section 3 for which measurements from the Horns Rev 1 wind farm are averaged over 10 minute intervals. All available observations from August 2005 (i.e. 4125 observations) are used for estimating the posterior distributions of the MS-AR-GARCH model. Several parametrizations with respect to \( m, r, p \) and \( q \) are tested. Then, all available observations from September 2005 (i.e. 4320 observations) are used for cross-validation and the parametrization resulting in the best one-step ahead Continuous Ranked Probability Score [10] was chosen. The best performances were obtained for models with 3 autoregressive lags and a GARCH(1,1) structure for the conditional variance in each regime. The autoregressive order is in agreement with previous studies on the same data set [15, 55]. To keep the computational complexity and burden reasonable, only models defined with 1 and 2 regimes were tested. Furthermore, no constraint for regime identification could be found for a number of regimes larger than 2. Posterior estimates for MS(m)-AR(3)-GARCH(1,1) with \( m = 1 \) and \( m = 2 \) are reported in Table 3. Posterior densities for the MS(2)-AR(3)-GARCH(1,1) are shown on Figure 7.

One of the reasons why we prefer the GG over the MH sampler is that it can estimate posterior densities of various shape without prior knowledge of their closed form. From Figure 7, it can be noticed that the posterior densities of the GARCH equation are asymmetric, more notably in regime 2. This is due to the constraints imposed in (4) and (5) and the asymmetry becomes stronger as the posterior mean of a given parameter is close to the bounds of the constraints. \( \alpha_0^{(1)} \) is numerically close to 0 and its posterior density has the shape of a mass point. Omitting this parameter for fitting the model makes the regimes less stable and it is decided to keep it in the formulation of the MS(2)-AR(3)-GARCH(1,1) model. The posterior densities of the AR equation have symmetric shapes. However, they are characterized by large posterior standard deviations and rather flat shapes which is the consequence of the strong autocorrelation between coefficients within a same regime, as mentioned earlier in this Section. That problem was neither encountered in our simulations on synthetic data nor in other studies such as [37], [38] or [36] since the parametrization of the conditional mean equation is restricted to one lag at most. Since it may affect the final posterior mean estimates used for prediction, further research will be dedicated to investigate potential techniques to overcome it.

In addition, analyzing the posterior estimates of our model may reveal interesting features on the very short-term wind power fluctuations of the Horns Rev 1 wind farm. The low (respectively high) frequency wind power fluctuations are captured by the AR (respectively GARCH) coefficients of the model and different profiles of fluctuations are expected across regimes. In addition, transition probability estimates may indicate whether one regime is more persistent over time than the other.

Regarding the model with one regime, AR(3)-GARCH(1,1), we report its posterior estimates in order to illustrate the transition from a single regime model to a two regime model and appraise how the posterior estimates of the 2 regime model may relate to those of the single regime model. Initial prior bounds were defined based on the estimates obtained by numerical maximization of the likelihood function (NML). The posterior estimates of the AR
coefficients are in close agreement with those obtained by NML while the posterior estimates of the GARCH coefficients deviate more. After verification, this can be due to a bimodality on the posterior density of the $\alpha_0$ coefficient which makes that its estimated posterior mean is larger than the one estimated by NML. These results are not presented here in order to save space but are available upon request.

As for the MS(2)-AR(3)-GARCH(1,1), the autoregressive dynamics are rather similar in the two regimes but for the intercept terms $\theta_0^{(1)}$ and $\theta_0^{(2)}$ which confirms the earliest results in [15]. More interestingly, the dynamics of the conditional variance in the two regimes differ in several ways. First, the intercept terms in regime 1 is significantly lower than in regime 2 ($\alpha_0^{(1)} \ll \alpha_0^{(2)}$) which means that regime 2 can be interpreted as the regime for which the amplitude of the wind power fluctuations are the largest. Then the posterior mean estimates of the GARCH coefficients in regime 1, $\alpha_1^{(1)}$ and $\beta_1^{(1)}$ are approximately equal which indicates that small prediction errors are followed by fast decreases of the conditional variance value while large errors give rise to sudden explosions. In regime 2, $\beta_1^{(2)} \gg \alpha_1^{(2)}$ makes that the conditional variance level is more stable between successive observations and has a longer memory of large errors. Finally, one can also notice that $p_{11} > p_{22}$ which translates into regime 1 being more persistent than regime 2 (i.e. periods of low volatility last longer than periods of high volatility).

An illustration of the estimated sequence of smoothed probabilities for the MS-AR-GARCH model is given on Figure 6. In particular, it depicts the smoothed probabilities of being in regime 1. It can be noticed that the 2 regimes do not seem to be well separated but for periods where the wind power generation is null or close to its nominal capacity $P_{\text{nom}}$, with smoothed probabilities close to 1. Even though a clear separation of the regimes is a very desirable feature, it does not automatically translate into a loss of predictive power of the Markov-Switching model. This aspect will be further addressed in the next Section of this study.

First, simulations on synthetic data have allowed us to design and tune our estimation method for MS-AR-GARCH models. Then, its applicability to an empirical time series of wind power is tested and demonstrated a good ability to estimate posterior densities of various shapes despite some limitations regarding the posterior densities of the autoregressive coefficients. Nevertheless, our will is not to identify the best class of models for the modeling of very short-term wind power fluctuations but rather to investigate new alternatives such as the proposed MS-AR-GARCH model for (i) providing additional insights on these wind power fluctuations and (ii) investigating on their potential predictive power.

6 Wind power forecast evaluation

Forecasting wind power fluctuations of large offshore wind farms at a time scale of a few minutes is a relatively new and difficult challenge. The difficulty stems from the lack of meteorological observations in the neighborhood of the wind farm. The consequences are that state-of-the-art models often fail in predicting wind power fluctuations of large amplitude caused by sudden changes in the weather conditions nearby the wind farm. In practise, naive forecasts are difficult to significantly outperform [14].

The literature on short-term wind power forecasting is abundant and a recent overview is available in [56]. Originally, the quality and accuracy of statistical forecasts of wind power were evaluated with respect to point prediction scores. From a decision making perspective, the drawback of such an approach is that it clearly neglects the uncertainty associated with the forecast, often leading to sub-optimal control strategies. Therefore, quantifying the probability of all potential outcomes greatly enhances the usefulness of wind power forecasts [57]. These probabilistic forecasts can either take the form of density functions or
Table 3: Statistics on the posterior estimates of the AR(3)-GARCH(1,1) and MS(2)-AR(3)-GARCH(1,1) model fitted to the time series of wind power.

<table>
<thead>
<tr>
<th></th>
<th>1 Regime: AR(3)-GARCH(1,1)</th>
<th>2 Regimes: MS(2)-AR(3)-GARCH(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial prior support</td>
<td>Refined prior support</td>
</tr>
<tr>
<td>$\theta_0^{(1)}$</td>
<td>[-0.01 ; 0.01]</td>
<td>[-0.007 ; 0.006]</td>
</tr>
<tr>
<td>$\theta_1^{(1)}$</td>
<td>[1 ; 1.7]</td>
<td>[0.68 ; 2.11]</td>
</tr>
<tr>
<td>$\theta_2^{(1)}$</td>
<td>[-0.85 ; -0.05]</td>
<td>[-1.33 ; 0.34]</td>
</tr>
<tr>
<td>$\theta_3^{(1)}$</td>
<td>[-0.15 ; 0.35]</td>
<td>[-0.52 ; 0.72]</td>
</tr>
<tr>
<td>$\alpha_0^{(1)}$</td>
<td>[0 ; 3.10$^{-4}$]</td>
<td>[0 ; 3.10$^{-4}$]</td>
</tr>
<tr>
<td>$\alpha_1^{(1)}$</td>
<td>[0.2 ; 1]</td>
<td>[0.03 ; 1]</td>
</tr>
<tr>
<td>$\beta_1^{(1)}$</td>
<td>[0 ; 0.7]</td>
<td>[0 ; 0.95]</td>
</tr>
<tr>
<td>$\theta_0^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\theta_1^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\theta_2^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\theta_3^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_0^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\alpha_1^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\beta_1^{(2)}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$p_{11}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$p_{22}$</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Prediction intervals when numerically approximated and should preferably be evaluated with respect to their calibration and sharpness [10]. Accurate quantification of the uncertainty associated with a point forecast is an information as valuable as the value of the forecast itself. It could first assist wind farm operators in anticipating the risks of unexpected wind power fluctuations when point forecast fail in doing so. And, ultimately, it could help them in determining backup strategies based on available energy reserves.

One of the drawbacks of MS-GARCH models is that the conditional variance becomes intractable with the addition of autoregressive terms in the model formulation. This stands as a clear limitation for the use of such class of models for prediction applications. To bypass that problem, the approach chosen in [37] is to repeat the estimation of the model over a sliding window and generate one-step ahead forecasts based on the new set of estimates. We think that this approach is too computationally intensive and instead, we prefer to use the recursive update formula of the conditional variance as presented by Gray in [24].

### 6.1 Approximating the conditional variance for prediction applications

The formula developed in [24] recursively approximates the conditional variance as the weighted average of past conditional variances. One of its advantages is that it is flexible and it can be extended to include autoregressive terms. One may then argue and wonder why we did not use that formula to estimate our MS-AR-GARCH model. We did investigate the possibility of using it with an estimation method based on numerical maximization of the Likelihood function. Nevertheless, the complexity of the Likelihood function made that parameter either ended up on the bounds of the constraints (4) and (5) or convergence could
not be reached which prevented its use for the estimation step of the study.

For a MS(m)-AR(t)-GARCH(1,1) model, the approximated conditional variance at time 
\( t, h_t \), is defined as follows:

\[
    h_t = E[y_t^2|y_{[1,t-1]}, \Theta] - E[y_t|y_{[1,t-1]}, \Theta]^2
\]  

(25)

First, the term \( E[y_t|y_{[1,t-1]}, \Theta] \) is the optimal one-step predictor and, under normality
conditions, can be calculated as the weighted sum of the predictions in each regime:

\[
    E[y_t|y_{[1,t-1]}, \Theta] = \hat{y}_{t|t-1} = \sum_{k=1}^{m} \hat{\xi}_{t|t-1}^{(k)} (\theta_0^{(k)} + \sum_{i=1}^{r} \theta_i^{(k)} y_{t-i})
\]  

(26)

Second, the term \( E[y_t^2|y_{[1,t-1]}, \Theta] \) can be computed as follows:

\[
    E[y_t^2|y_{[1,t-1]}, \Theta] = \sum_{k=1}^{m} \hat{\xi}_{t|t-1}^{(k)} (h_t^{(k)} + (\theta_0^{(k)} + \sum_{i=1}^{r} \theta_i^{(k)} y_{t-i})^2)
\]  

(27)

with \( h_t^{(k)} \) the one-step ahead predicted conditional variance in regime \( k \) computed as follows:

\[
    h_t^{(k)} = \alpha_0^{(k)} + \alpha_1^{(k)} \hat{e}_{t-1}^2 + \beta_1^{(k)} h_{t-1}
\]  

(28)

and \( \hat{\xi}_{t|t-1}^{(k)} \) the predictive probability of being in regime \( k \) at time \( t \), given all information available at time \( t-1 \). The vector of predictive probabilities \( \hat{\xi}_{t|t-1} = [\hat{\xi}_{t|t-1}^{(1)}, \ldots, \hat{\xi}_{t|t-1}^{(m)}]^T \) can be computed in a recursive manner as follows:

\[
    \hat{\xi}_{t|t-1} = P^T \hat{\xi}_{t-1|t-1}
\]  

(29)

with \( \hat{\xi}_{t-1|t-1} = [\hat{\xi}_{t-1|t-1}^{(1)}, \ldots, \hat{\xi}_{t-1|t-1}^{(m)}]^T \) the vector of filtered probabilities at time \( t - 1 \) whose elements can be computed as follows:

\[
    \hat{\xi}_{t-1|t-1}^{(k)} = \frac{\xi_{t-1|t-2}^{(k)} \times f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}, \Theta)}{\sum_{k=1}^{m} \xi_{t-1|t-2}^{(k)} \times f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}, \Theta)}
\]  

(30)

where \( f(y_{t-1}|S_{t-1} = k, y_{[1,t-2]}, \Theta) \) is the conditional density of \( y_{t-1} \) given the set of information available at time \( t - 2 \).

We are aware that the approximation presented here above is not optimal for prediction applications since it may introduce a permanent bias in the computation of the conditional variance. It is a choice governed by the necessity to bypass a problem not yet solved and to minimize its computational cost. It could then be expected that the prediction skills of our model would benefit from advances towards a better tracking of the conditional variance for MS-AR-GARCH models. As for now, we can proceed to the evaluation of the prediction skills of our model.

6.2 Evaluation of point forecasts

The out-of-sample predictive power of our MS-AR-GARCH model is evaluated based on its performance on one-step ahead forecasts. Point forecast skills are first considered and compared to common benchmark models for very short-term wind power fluctuations as well as state-of-the-art models. Common benchmark models include persistence (i.e. \( \hat{y}_t = y_{t-1} \)) and the simple but robust AR model. State-of-the-art models include the class of MSAR models as initially applied to wind power time series in [14]. MSAR models were not estimated with the method presented in the previous Section since more robust estimation methods exist.
for that type of models. Instead, they were estimated by numerical maximization of the Likelihood function. Following the standardized framework for the performance evaluation of wind power forecasts discussed in [17], the proposed score functions to be minimized are the Normalized Mean Absolute Error (NMAE) and Root Mean Square Error (NRMSE). A higher importance is given to the NRMSE over the NMAE in the final evaluation of point forecast skills because the RMSE is a quadratic score function and is more likely to highlight the power of a given model to reduce large errors. Reducing these large prediction errors is indeed a very desirable ability of prediction models that we aim at developing. The out-of-sample evaluation is performed over more than 21000 data points of which more than 3000 are missing (from September 2005 to January 2006). The optimal parametrization for each of the models cited here above was defined by cross validation in the same way as for the MS-AR-GARCH model. NMAE and NRMSE scores are computed for all models and reported in Table 4 and 5. For Markov-Switching models, the optimal one-step ahead predictor is given by equation (26).

Table 4: NMAE score given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for persistence, an AR model with 3 lags AR(3), a MSAR model with 2 regimes and 3 lags in the conditional mean equation MSAR(2,3), a MSAR model with 3 regimes and 3 lags in the conditional mean equation MSAR(3,3), an AR-GARCH model with 3 lags in the conditional mean equation and a GARCH(1,1) specification for the conditional variance, and finally for the MS-AR-GARCH model estimated in Section 5.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>2.50</td>
<td>2.41</td>
<td>2.58</td>
<td>3.01</td>
<td>2.47</td>
<td>2.55</td>
</tr>
<tr>
<td>AR(3)</td>
<td>2.44</td>
<td>2.36</td>
<td>2.64</td>
<td>2.98</td>
<td>2.46</td>
<td>2.53</td>
</tr>
<tr>
<td>AR(3)-GARCH(1,1)</td>
<td>2.39</td>
<td>2.29</td>
<td>2.60</td>
<td>2.95</td>
<td>2.41</td>
<td>2.49</td>
</tr>
<tr>
<td>MS(2)-AR(3)-GARCH(1,1)</td>
<td>2.38</td>
<td>2.27</td>
<td>2.50</td>
<td>2.89</td>
<td>2.38</td>
<td>2.44</td>
</tr>
<tr>
<td>MSAR(2,3)</td>
<td>2.38</td>
<td>2.28</td>
<td>2.49</td>
<td>2.89</td>
<td>2.37</td>
<td>2.44</td>
</tr>
<tr>
<td>MSAR(3,3)</td>
<td>2.36</td>
<td>2.26</td>
<td>2.49</td>
<td>2.89</td>
<td>2.36</td>
<td>2.42</td>
</tr>
</tbody>
</table>

Table 5: NRMSE score given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for the same models as for the NMAE.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>4.66</td>
<td>4.17</td>
<td>6.22</td>
<td>5.76</td>
<td>4.28</td>
<td>5.02</td>
</tr>
<tr>
<td>AR(3)-GARCH(1,1)</td>
<td>4.50</td>
<td>4.00</td>
<td>6.18</td>
<td>5.72</td>
<td>4.24</td>
<td>4.93</td>
</tr>
<tr>
<td>AR(3)</td>
<td>4.45</td>
<td>3.98</td>
<td>5.99</td>
<td>5.56</td>
<td>4.17</td>
<td>4.83</td>
</tr>
<tr>
<td>MS(2)-AR(3)-GARCH(1,1)</td>
<td>4.43</td>
<td>3.96</td>
<td>6.00</td>
<td>5.55</td>
<td>4.15</td>
<td>4.82</td>
</tr>
<tr>
<td>MSAR(2,3)</td>
<td>4.43</td>
<td>3.98</td>
<td>5.95</td>
<td>5.55</td>
<td>4.17</td>
<td>4.81</td>
</tr>
<tr>
<td>MSAR(3,3)</td>
<td>4.42</td>
<td>3.96</td>
<td>5.95</td>
<td>5.55</td>
<td>4.17</td>
<td>4.80</td>
</tr>
</tbody>
</table>

As it could have been expected, MSAR models, with 2 or 3 regimes, outperform all other models for both the NMAE and NRMSE. The best improvement in NMAE over persistence is about 5.1% while it is 4.4% for the NRMSE. These levels of improvement agree with earlier results in [14] and [55]. If moving from AR to MSAR models leads to appreciable improvements, moving from AR to AR-GARCH models results in the opposite effect. However, moving from single regime AR-GARCH to regime switching AR-GARCH has a significant
positive effect, more notably for the NRMSE. The relatively good performances of the MS-AR-GARCH model are comparable to those of the MSAR model with 2 regimes. All these results tend to indicate that the MSAR class of models, explicitly designed to capture regime switching and autocorrelation effects, has better point prediction skills.

If accounting for heteroscedastic effects in regime switching models makes that part of the dynamics originally captured by the AR component of MSAR models is instead captured by the GARCH component and results in lower performances in point forecasting. It can then be expected that this will translate into better performances for probabilistic forecasts of models explicitly designed to capture the heteroscedastic effects such as the AR-GARCH and MS-AR-GARCH models.

6.3 Evaluation of interval and density forecasts

Probabilistic forecasts are very useful in the sense that they provide us with a measure of the uncertainty associated with a point forecast. They can either take the form of density or interval forecasts. For their evaluation we follow the framework presented in [58].

First, we consider the overall skill of the probabilistic forecasts generated by the proposed MS-AR-GARCH model. The traditional approach consists in evaluating the calibration and sharpness of the density forecasts. The calibration of a forecast relates to its statistical consistency (i.e. the conditional bias of the observations given the forecasts). As for the sharpness of a forecast, it refers to its concentration or, in other words, to its variance. The smaller the variance, the better, given calibration. One score function known to assess both the calibration and sharpness of density forecasts simultaneously is the Continuous Ranked Probability Score (CRPS). The exercise consists in generating one-step ahead density forecasts. For the single regime model, these density forecasts take the form of Normal density functions while for Markov-Switching models, they takes the form of mixtures of conditional Normal distributions weighted by the predictive probabilities of being in each of the given regime. The CRPS criterion is computed for the same models as for the point prediction exercise and the results are reported in Table 6.

Table 6: CRPS criterion given in percentage of the nominal capacity of the Horns Rev 1 wind farm. Results are given for the same models as for the point prediction exercise.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(3)</td>
<td>2.08</td>
<td>1.99</td>
<td>2.33</td>
<td>2.48</td>
<td>2.02</td>
<td>2.15</td>
</tr>
<tr>
<td>MSAR(2,3)</td>
<td>1.89</td>
<td>1.81</td>
<td>2.01</td>
<td>2.26</td>
<td>1.88</td>
<td>1.94</td>
</tr>
<tr>
<td>MSAR(3,3)</td>
<td>1.85</td>
<td>1.78</td>
<td>1.98</td>
<td>2.24</td>
<td>1.85</td>
<td>1.91</td>
</tr>
<tr>
<td>AR(3)-GARCH(1,1)</td>
<td>1.84</td>
<td>1.76</td>
<td>1.99</td>
<td>2.24</td>
<td>1.85</td>
<td>1.91</td>
</tr>
<tr>
<td>MS(2)-AR(3)-GARCH(1,1)</td>
<td>1.83</td>
<td>1.76</td>
<td>1.95</td>
<td>2.20</td>
<td>1.83</td>
<td>1.88</td>
</tr>
</tbody>
</table>

From Table 6, it can noticed that the proposed MS-AR-GARCH model has the best overall skill. Its improvement over AR models is about 12.6%. More generally, GARCH models outperform non GARCH models even though the improvements are very small in some cases. The relatively good performance of the MSAR model with 3 regimes tend to indicate that the volatility clustering effect captured by GARCH models may partly be captured as a regime switching effect by MSAR models. This may appear as a paradox but it is not, in our opinion. As noticed in [15], the respective dynamics in the three regimes of the MSAR model can be more easily characterized with respect to the values of their respective variance rather than their respective conditional mean dynamics. While GARCH models are explicitly designed for capturing the heteroscedastic effect, the formulation of MSAR models
Table 7: Nominal coverage rates and Empirical coverage rates of interval forecasts generated by the following three models: AR(3), MSAR(3,3) and MS(2)-AR(3)-GARCH(1,1). The coverage rates are expressed in %.

<table>
<thead>
<tr>
<th>Nom. cov</th>
<th>Emp. cov. AR(3)</th>
<th>Emp. cov. MSAR(3,3)</th>
<th>Emp. cov. MS(2)-AR(3)-GARCH(1,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>13.2</td>
<td>07.1</td>
<td>09.4</td>
</tr>
<tr>
<td>20</td>
<td>42.6</td>
<td>25.8</td>
<td>20.7</td>
</tr>
<tr>
<td>30</td>
<td>55.5</td>
<td>35.2</td>
<td>31.3</td>
</tr>
<tr>
<td>40</td>
<td>64.3</td>
<td>43.9</td>
<td>42.3</td>
</tr>
<tr>
<td>50</td>
<td>71.4</td>
<td>52.4</td>
<td>63.2</td>
</tr>
<tr>
<td>60</td>
<td>77.2</td>
<td>60.3</td>
<td>71.2</td>
</tr>
<tr>
<td>70</td>
<td>81.6</td>
<td>68.8</td>
<td>78.1</td>
</tr>
<tr>
<td>80</td>
<td>89.9</td>
<td>77.7</td>
<td>84.4</td>
</tr>
<tr>
<td>90</td>
<td>90.0</td>
<td>86.9</td>
<td>90.0</td>
</tr>
</tbody>
</table>

makes that the same effect can be captured in an implicit manner by the combination of several dynamics with different variances. The consequence of these findings is that MS-AR-GARCH models which combine both a Markov-Switching and GARCH formulation are not very powerful for separating the regimes (see Figure 6) since there may be a conflict in their formulation. However, it does not automatically affect their predictive power since a clear separation of the regimes may not automatically translate into better prediction skills. Instead, it is reflected in a more parsimonious parametrization of the MS-AR-GARCH models regarding the optimal number of regimes.

In order to better evaluate the contribution of the calibration to the overall skill of probabilistic forecasts, one can compare the empirical coverage rates of intervals forecasts to the nominal ones. Intervals forecasts can be computed by means of two quantiles which define a lower and an upper bound. They are centered around the median (i.e. the quantile with nominal proportion 0.5). For instance, the interval forecast with a coverage rate of 0.8 is defined by the two quantiles with nominal proportion 0.1 and 0.9. Empirical coverage rates of interval forecasts generated from an AR, MSAR and MS-AR-GARCH are computed and reported in Table 6.3. Recurrent and large positive deviations are observed for the interval forecasts generated from the AR model, indicating that the intervals are too wide. In contrast, the empirical coverage rate of the interval forecasts generated from the MSAR model exhibit a relatively good match with the nominal coverage rates. The maximum deviation is around 6%. While these intervals seem too wide for small nominal coverage rates (i.e. from 10 up to 50%), they become too narrow for large nominal coverages. As for the intervals generated from the MS-AR-GARCH models, the agreement is excellent for the smallest nominal coverage rates (i.e. from 10 up to 40%) and the largest one (i.e. 90%) whereas it significantly deviates from the nominal coverage of intermediate widths. This latter result may be the consequence of a bias introduced by the approximation of the conditional variance as presented earlier. This also tends to indicate that the relatively good overall skill of probabilistic forecasts generated from MS-AR-GARCH models are more likely to be the result of sharp forecasts rather than consistent.

7 Discussion and concluding remarks

We presented a general model formulation for the modeling and forecasting of very-short term wind power fluctuations at large offshore wind farms. The dynamics of these fluctuations
are very complex and developing models for prediction applications is an ongoing challenge within the wind power community. The interest of the proposed MS-AR-GARCH model is that it extends the state-of-the-art methodology based on MSAR models and specifies the conditional variance in each regime as a GARCH model in order to better account for heteroscedastic effects. This calls for an advanced estimation method to overcome the problem linked to the historical path dependency of the conditional variance. In that regard, Bayesian methods offer an alternative framework to methods based on Maximum Likelihood Estimation. In particular, they allow to break down the complexity of the global estimation problem into a set of smaller problems more easily handleable.

In a first stage, we gave a thorough introduction on the estimation method based on a MCMC algorithm. Then, we addressed its practical implementation issues in details. In a second stage, the estimation method for the proposed MS-AR-GARCH model was tested on both synthetic and empirical time series. It proved to apply successfully on synthetic time series. The results on the empirical time series of wind power are more mixed. In particular, the method encountered clear problems to deal with the high correlation of the AR coefficients of the model which resulted in rather flat posterior densities. On the opposite, it seemed to work well for the other model parameters (i.e. GARCH coefficients and transition probabilities). In that respect, directions for future research could include the investigation of more appropriate sampling methods for the AR coefficients.

The predictive ability of the MS-AR-GARCH model was evaluated on a one-step ahead forecasting exercise of wind power time series sampled over a 10 minute intervals. Empirical comparisons of its performances against common benchmark and state-of-the-art models showed that (i) it is slightly outperformed by MSAR models for point forecasts according to NMAE and NRMSE score functions, (ii) it outperforms all other models in terms of overall skill of probabilistic forecasts evaluated with respect to the CRPS criterion. However, these results need to be put into a broader perspective. First, both point forecast improvements of MSAR and MS-AR-GARCH models over the simple but robust AR model are very small for the NRMSE score function while they are larger for the NMAE score function. This tends to indicate that Markov-Switching models contribute to reduce point forecast errors over periods where the wind power fluctuations are characterized by small rather than large amplitude. Second, and more interestingly, all three MSAR, AR-GARCH and MS-AR-GARCH models are able to capture periods characterized by different volatility levels of wind power fluctuations at the Horns Rev 1 wind farm. For the time being and in the absence of meteorological observations to explain the origin of the volatility, these models do not have the ability to anticipate the most abrupt changes in the dynamics of the wind power fluctuations. In contrast, future approaches based on the integration of observations of local weather conditions are likely to fill in that gap. A first step was achieved in [55] with the integration of on-site wind speed and direction measurements into prediction models, resulting in appreciable improvements of wind power fluctuation predictability. An other lead was given in [19] with the observations of convective rain cells during episodes of extreme wind speed variability. Following these observations, a weather radar capable of measuring rain reflectivity at high spatio temporal resolution is currently operated at the offshore site of Horns Rev in order to provide additional insights on these wind power fluctuations and help improving their predictability.
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Figure 5: Estimated posterior densities of the simulated MS(2)-AR(2)-GARCH(1,1) process parameters.
Figure 6: Time series of wind power and its estimated sequence of smoothed probabilities of being in regime 1 (i.e. low volatility regime).
Figure 7: Estimated posterior densities of the MS(2)-AR(3)-GARCH(1,1) model fitted to the time series of wind power.
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