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Abstract

Much attention is focused on increasing the energy efficiency to decrease fuel costs and CO₂ emissions throughout industrial sectors. The organic Rankine cycle (ORC) is a relatively simple but efficient process that can be used for this purpose by converting low and medium temperature waste heat to power. In this study we propose four linear regression models to predict the maximum obtainable thermal efficiency for simple and recuperated ORCs. A previously derived methodology is able to determine the maximum thermal efficiency among many combinations of fluids and processes, given the boundary conditions of the process. Hundreds of optimised cases with varied design parameters are used as observations in four multiple regression analyses. We analyse the model assumptions, prediction abilities and extrapolations, and compare the results with recent studies in the literature. The models are in agreement with the literature, and they present an opportunity for accurate prediction of the potential of an ORC to convert heat sources with temperatures from 80 to 360°C, without detailed knowledge or need for simulation of the process.
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1. Introduction

With the continued and widespread focus on improvements of the energy efficiency in many types of industrial processes, waste heat recovery (WHR) systems are becoming increasingly relevant. The organic Rankine cycle (ORC) is a promising technology which is able to convert waste heat into power and electricity without fuel input and CO₂ emissions, besides those associated with the plant construction. The process is relatively simple, compared to the steam Rankine cycle [1], and it can obtain high conversion efficiencies of low temperature heat compared to competing technologies.

The main reason for the relatively high efficiency of the ORC is that the working fluid can be selected to suit the heat source thermodynamically. Hence, a much studied subject and a non-trivial task is the selection of the most suitable working fluid. Due to the large number of potential fluid candidates, it is a relatively laborious task to determine the maximum potential efficiency when applying an ORC to utilise a given (waste) heat source. The main reason is that finding the maximum potential of the ORC involves the simultaneous selection of the optimum fluid, process parameters and process layout.

The use of various working fluids have been studied in the literature and correlations have been proposed for the prediction of process efficiencies. Liu et al. [2] proposed an equation for the prediction of the thermal efficiency of an ORC plant using isentropic fluids, based on the evaporation, condensing and critical temperatures of the working fluid. The equation was shown to be in reasonable agreement with a limited number of model results. Teng et al. [3] derived a very similar relation in 2007 [3]. Recently, Wang et al. [4] also described a similar correlation. Kuo et al. [5] presented a thorough study of the Jacob number which was shown to be very useful for the prediction of thermal efficiency. Additionally, a new figure of merit was able to extend the use of the Jacob
number, to make predictions at various condensation and evaporation temperatures. Wang et al. [6] later included the Jacob number in two prediction models: one for thermal efficiency and one for exergetic efficiency.

Common for the mentioned correlations is that the prediction of the efficiency is based on fluid properties, which are specific for a given fluid candidate. While being very useful, the correlations do not provide the knowledge of what could maximally be obtained from a given heat source when using the best fluid. The Carnot efficiency can provide the idealistic maximum for a constant temperature heat source, and the Trilateral cycle efficiency equation can be used for a non-isothermal heat source [7]. The Trilateral efficiency is derived from the Carnot cycle efficiency and provides an idealistic estimate where the heat source is utilised fully; however, in many cases not all the heat available can be used. An example is when the heat is supplied by exhaust gas where condensation of sulphuric acid in heat exchangers must be avoided, and another is when the cooler part of a heat source is needed for heating purposes.

Previous work by the present authors [8] derived a methodology useful for determining the maximum obtainable thermal efficiency, given the heat source and other process parameters, while considering a wide range of working fluids, pressures and process layouts. It was concluded that the maximum thermal efficiency obtainable across the solution domain, is very strongly correlated with the heat source inlet temperature. Furthermore, it was concluded that the optimum working fluid depended upon the heat source inlet temperature, a finding which has also been obtained by Wang et al. 2013 [6] among others.

In the present study we present four correlations which can be used as models to predict with good accuracy the maximum obtainable thermal efficiency of simple and recuperated ORCs. The maximum potential performance of many waste heat recovery systems can thus be predicted using only a few key design parameters and without the need of knowledge of working fluid properties and their use in ORCs. Furthermore, the influence of each of the design parameters can be straightforward evaluated using the proposed models.

The correlations are based on multiple regression analyses of the results in a large number of optimisation cases. The optimisations cover cases with and without recuperation, sub- and supercritical pressure processes and 109 possible fluid candidates (wet, dry and isentropic) and the optimisation methodology (previously derived [8]) allowed for the simultaneous optimisation of the process, fluid and process parameters.

The four correlations cover a heat source temperature range from 80 to 360°C. The parameters in the models are the heat source inlet and outlet temperatures, the expander efficiency, the condensation tem-
temperature and the minimum allowed temperature difference in the boiler and recuperator.

We believe that the models can help increase the accessibility of the ORC technology by significantly reducing the resources needed to evaluate the potential of its implementation. As an example, the models can be used in preliminary studies of combined cycles and other integrated energy systems.

A brief description of the applied modelling and optimisation methodology is provided in section 2, which also includes an outline of the method used in the regressions analysis. Section 3 presents a statistical analysis of the results including the four regression models. We present a discussion of the results in section 4, and we discuss how the findings relate to results found in the literature as well as the limitations of the model.

2. Methodology

This section provides a brief outline of the previously derived methodology, which was applied to obtain the data on which the regression model was built. The governing equations are described in detail in previous work by the authors [8]. Also provided are the relevant statistical aspects for obtaining the regression models and for their evaluation.

The ORC model was built with Matlab R2010b software [9] using NIST Refprop [10] equations of state to resolve the thermodynamic states in the process.

The model was made for optimisation purposes, such that all kinds of fluids can be included in the optimisation search. Also, both sub- and supercritical evaporation pressure levels can be included, and the process layouts available with the model include ORCs with and without a preheater, recuperator and superheater (in any combination). Figure 1 is a sketch of the process model where the optional components are indicated using dotted lines. Hence, this ORC modelling methodology aims at finding the maximum obtainable efficiency among a wide range of options.

The boiler heat exchangers were modelled using a discretisation which enables the inclusion of processes with supercritical pressures as well as fluid mixtures (although we have not yet considered mixtures) for which the minimum temperature approach cannot be predicted a priori.

The expander was modelled using a polytropic efficiency. This was chosen because the optimisation was employed at a wide range of pressures and since it was desirable to have a comparable level of technology and cost of the expander in all cases. Since the influence of the pump efficiency on the overall process is relatively small, the pump was modelled using an isentropic and not a polytropic efficiency to reduce computation time.

Generally the modelling was done under the assumptions of steady-state, homogeneous flow, homogeneous temperatures and pressures. No pressure or heat losses were accounted for. The minimum allowed vapour quality at any point in the expander was set to 85% in order to accommodate wet fluids. The pump efficiency was set to 70%.

Two algorithms were used for optimisation: a Matlab function fminbnd, which uses the Golden section search method and the Parabolic interpolation method [9], was used to optimise the superheater approach. A genetic algorithm (GA) [11] was used to optimise the working fluid and boiler pressure, and in each individual simulation in the GA optimisation, the superheater approach was optimised. The upper limit for the boiler pressure was set to 120 bar. In principle, the GA would be able also to optimise the superheater approach, but the mentioned approach was found to be faster. Table 1 presents the parameters used for the GA optimisation.

<table>
<thead>
<tr>
<th>Table 1: Genetic algorithm parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generations</td>
</tr>
<tr>
<td>Sub-populations</td>
</tr>
<tr>
<td>Individuals</td>
</tr>
<tr>
<td>Cross-over rate</td>
</tr>
<tr>
<td>Generation gap</td>
</tr>
<tr>
<td>Mutation rate</td>
</tr>
<tr>
<td>Insertion rate</td>
</tr>
<tr>
<td>Migration rate</td>
</tr>
<tr>
<td>Generations between migrations</td>
</tr>
</tbody>
</table>
2.1. Regression analysis

In order to obtain reasonable accuracy for the models, two low temperature models were derived covering the heat source inlet temperature range 80-180°C: one for simple (no recuperation) ORCs and one for recuperated (whenever advantageous) ORCs, and similarly, two high temperature models covering the heat source inlet temperature range 180-360°C.

The models were derived based on a number of random observations of the model results: for the high temperature cases 100 and for the low temperature cases 85. The lower number is due to the lower number of parameters in the low temperature models.

<table>
<thead>
<tr>
<th>Table 2: Parameters interval limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Low</td>
</tr>
<tr>
<td>$T_{hs,i}$ (°C)</td>
</tr>
<tr>
<td>$T_{hs,o}$ (°C)</td>
</tr>
<tr>
<td>$\eta_{p,e}$ (%)</td>
</tr>
<tr>
<td>$T_c$ (°C)</td>
</tr>
<tr>
<td>$\Delta T_{pp}$ (°C)</td>
</tr>
</tbody>
</table>

The input parameters for the modelled results were varied randomly within the intervals shown in Table 2, and for each case the maximum thermal efficiency was found. There seems to be a general consensus within the relevant literature that these are the key process parameters, which were investigated most recently by Wang et al. [12].

$T$ is temperature, $\eta$ is efficiency, subscripts $hs$, $i$, $o$, $p$, $e$, $c$ and $pp$ are short for the heat source inlet and outlet conditions, polytropic, expander, condensation and pinch point, respectively.

A linear multiple regression model may be represented by the following equation:

$$y_j = \beta_0 + \beta_1 z_{j1} + \beta_2 z_{j2} + \ldots + \beta_r z_{jr} + e_j \quad (1)$$

where $y_j$ is the $j$th response to be predicted using the (predictor) variables, $z_{j1}$ to $z_{jr}$ given as input. $r$ is the number of predictor variables and $\beta$ the regression coefficients. $e_j$ is the $j$th residual or error between the predicted response and the observation. The observations are the optimised thermal efficiencies.

The least squares principle was used to determine the regression coefficients. The method determines the coefficients that produce the minimum sum of squared residual values, i.e. the best fitted regression line. Non-linear models were also investigated, but the linear model showed to provide the best fit with the observed data in all four cases.

In order to evaluate the regression models statistically, the following assumptions regarding the residuals (or standardised residuals) were verified as according to Larsen et al. [13]:

1. The mean value of residuals ($e_j$) is equal to zero.
2. The residuals can be plotted as a normal distribution.
3. The residuals have constant variance (homoscedasticity).
4. The residuals are independent (or random), i.e. there is no correlation with regression coefficients or the response.

The first assumption is easily verified, while the remaining are checked using plots of the standardised residuals. If assumption (2) is correct, a normal probability plot of the standardized residuals should produce a straight line. Scatter plots showing the relationship between the standardised residuals and the predicted values can be used to evaluate assumptions (3) and (4). If the residuals are evenly and randomly distributed around zero, then the assumptions hold true. These four points are verified in the next section.

3. Results

In the following, the models for the ORCs with a recuperator allowed, but not necessarily applied, are called ORCs. The models for the ORCs without a recuperator are called simple ORCs. Next, the models and the regression analyses results are presented including results of testing the model assumptions.

3.1. Regression models

Table 3 presents the regression coefficients and standard errors for both the low temperature models. Each of the coefficients indicates the influence of each predictor variable ($T_{hs,i}$, $T_{hs,o}$ and $\eta_{p,e}$) on the thermal efficiency. For example, the coefficient for the heat source inlet temperature is lower for the simple ORC, indicating that the benefit of increasing the heat source inlet temperature is relatively smaller compared to the ORC. The standard errors of each of the coefficients are the margins for the model output to remain within a 95% confidence interval of the observed (simulated) values. They are all seen to be minor compared to the coefficients.
Table 3: Model coefficients and statistics for low temperature heat sources

<table>
<thead>
<tr>
<th>ORC</th>
<th>Simple ORC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>Std. error</td>
</tr>
<tr>
<td>Constant (β₀)</td>
<td>-16.32</td>
</tr>
<tr>
<td>( T_{hs,i} )</td>
<td>0.08402</td>
</tr>
<tr>
<td>( T_{hs,o} )</td>
<td>0.08349</td>
</tr>
<tr>
<td>( \eta_{p,e} )</td>
<td>0.1583</td>
</tr>
</tbody>
</table>

Table 4 presents the regression model coefficients and the associated statistics for the high temperature models. It is seen that the influence of \( T_{hs,i} \) on the model output (thermal efficiency) is again smaller for the simple ORC model. This is also the case for the other variables \( T_{hs,o}, T_c \) and \( \Delta T_{pp} \), except the expander efficiency. This suggests that the expander efficiency is more influential on the simple ORC efficiency.

Table 4: Model coefficients and statistics for high temperature heat sources

<table>
<thead>
<tr>
<th>ORC</th>
<th>Simple ORC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coeff.</td>
<td>Std. error</td>
</tr>
<tr>
<td>Constant (β₀)</td>
<td>-12.76</td>
</tr>
<tr>
<td>( T_{hs,i} )</td>
<td>0.06428</td>
</tr>
<tr>
<td>( T_{hs,o} )</td>
<td>0.05897</td>
</tr>
<tr>
<td>( \eta_{p,e} )</td>
<td>0.2576</td>
</tr>
<tr>
<td>( T_c )</td>
<td>-0.1727</td>
</tr>
<tr>
<td>( \Delta T_{pp} )</td>
<td>-0.1556</td>
</tr>
</tbody>
</table>

Consequently, the regression models for predicting the maximum obtainable thermal efficiencies of the ORC are:

\[
\eta_{th,max} = -16.32 + 0.08402T_{hs,i} + 0.08349T_{hs,o} + 0.1583\eta_{p,e}
\]

\[
\eta_{th,max} = -14.92 + 0.07339T_{hs,i} + 0.08363T_{hs,o} + 0.1464\eta_{p,e}
\]

\[
\eta_{th,max} = -12.76 + 0.06428T_{hs,i} + 0.05897T_{hs,o} + 0.2576\eta_{p,e} - 0.1727T_c - 0.1556\Delta T_{pp}
\]

\[
\eta_{th,max} = -12.33 + 0.05858T_{hs,i} + 0.03350T_{hs,o} + 0.2666\eta_{p,e} - 0.1552T_c - 0.0810\Delta T_{pp}
\]

where Eq. 2 is for ORCs with heat sources with an inlet temperature of 80-180°C, and Eq. 3 predicts the maximum performance of simple ORCs within the same temperature range. Temperatures are given in degrees Celsius and the efficiencies in percent. Subscripts \( th \) and \( max \) are short for thermal and maximum, respectively. Equations 4 and 5 yield predictions for heat sources from 180-360°C for ORCs and simple ORCs, respectively.

In order to obtain reasonable accuracy, the number of parameters in the low temperature models is limited to the three shown in Eqs. 2 and 3. It should thus be noted that the low temperature cases are only valid for a condensing temperature of 25°C and a \( \Delta T_{pp} \) of 5°C. However, the high temperature models can maintain better prediction accuracies; hence, the models include the condensing temperature and \( \Delta T_{pp} \) parameters as well.

### 3.2. Statistical evaluation

The regression statistics are listed in Table 5. The adjusted \( R^2 \) value (coefficient of determination) takes into account the size of the data set and the number of predictor variables [14], and for all the models it is seen to approach unity. The statistically strongest model is the high temperature ORC; however, all the models are statistically strong judging from the F-significances.

Table 5: Regression statistics

<table>
<thead>
<tr>
<th></th>
<th>Adjusted ( R^2 )</th>
<th>Std. error</th>
<th>F-significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORC, low</td>
<td>0.961</td>
<td>0.343</td>
<td>6.4*10^{-91}</td>
</tr>
<tr>
<td>Simple ORC, low</td>
<td>0.966</td>
<td>0.500</td>
<td>9.0*10^{-58}</td>
</tr>
<tr>
<td>ORC, high</td>
<td>0.994</td>
<td>0.353</td>
<td>3.5*10^{-104}</td>
</tr>
<tr>
<td>Simple ORC, high</td>
<td>0.965</td>
<td>0.694</td>
<td>3.6*10^{-57}</td>
</tr>
</tbody>
</table>

Additionally, the P-values (not listed) for each of the coefficients represent the probability of each of the predictor variables being insignificant for the model result. For all the coefficients in the four models, the P-values are in the range of \( 1*10^{-30} \) to \( 1*10^{-100} \), i.e. it is certain that the variables are important for the predicted maximum thermal efficiency, as should be expected. One exception is the \( \Delta T_{pp} \) variable in the high temperature simple ORC model which has a P-significance of \( 3*10^{-5} \).

### 3.3. Verification of model assumptions

Due to the comparable results, verification is omitted for models other than the high temperature ORC model. However, a brief discussion illustrates the outcome of these additional verifications.

For all four models, the mean value of the residuals is about \( 1*10^{-15} \), i.e. very close to zero; hence, this first assumption is verified. The second assumption to be verified is that the residuals present a normal
distribution. Figure 2 shows how this is true to a relatively high degree, since the residuals form a fairly straight line, as the linear trend line also drawn has a $R^2$ value of 98.5%. Similarly, when plotting the residuals of the data for the other three models, the $R^2$ values are 99.1% and 98.3% for the low temperature ORC and simple ORC models, respectively, and 97.3% for the simple ORC high temperature model.

![Figure 2: Normal probability plot](image)

Figure 2 shows how this is true to a relatively high degree, since the residuals form a fairly straight line, as the linear trend line also drawn has a $R^2$ value of 98.5%. Similarly, when plotting the residuals of the data for the other three models, the $R^2$ values are 99.1% and 98.3% for the low temperature ORC and simple ORC models, respectively, and 97.3% for the simple ORC high temperature model.

Figure 3 (a-f) depicts the residuals plotted against each of the five predictor variables and the predicted thermal efficiency. The figure shows how all five variables have been properly varied within their respective ranges. No specific pattern formed by the residuals can be observed, thus verifying the assumptions of constant variance and independence of the residuals. When examining the residuals for the other three models similar pictures are seen.

3.4. Prediction ability

As was seen in Table 5, the standard error for all the models is relatively small compared to the ranges of thermal efficiencies. This is illustrated in Fig. 4, where the predicted values for the high temperature ORC model are plotted against the observed (simulated). It is evident that the predicted maximum obtainable thermal efficiencies are very close to the simulated and optimised values.

Similarly, Fig. 5 presents the predicted against the observed values for the low temperature ORC model. The prediction is seen to be not as good with this model compared to the high temperature model.
the simple ORC models, the predictions show a very similar picture as in Fig. 5.

![Figure 5: Prediction ability for the low temperature ORC model](image)

3.5. Extrapolation

Model extrapolation outside the scope of the observed values (see Table 2) will result in predictions which are increasingly inaccurate. Figure 6 presents predictions using the low and high temperature models with extrapolations. In both cases shown, the heat source outlet temperature is kept at 60°C, the expander efficiency at 70%, the condensation temperature at 25°C and the ΔT_{pp} at 5°C. The figure illustrates how the two models diverge from each other when varying the heat source inlet temperature beyond the observation data ranges. The divergence is seen to be significant compared to the predicted values. Similar trends are present when extrapolating the other predictor variables.

3.6. Comparison with the theoretical maximum

The Trilateral cycle efficiency, which is derived from the Carnot cycle efficiency, can be used as a measure of the maximum obtainable efficiency for a non-isothermal heat source which is cooled to the condensing temperature [7]. In cases where the heat source is not cooled to that extent, the efficiency is higher due to the higher average temperature of the heat added to the process. Assuming that the heat source is cooled by the working fluid while describing a linear function, the Trilateral efficiency ($\eta_t$) can be described by the following equation:

$$\eta_t = 1 - \frac{T_s \ln(T_{hs}/T_s)}{T_{hs} - T_s}$$

where $T_s$ is the sink temperature. Figure 7 presents a comparison of the maximum obtainable thermal efficiencies for the ORC, the simple ORC and the Trilateral cycle. The four regression models have been combined to cover the temperature range from 80 to 360°C. The heat source outlet temperature is kept at 60°C, the expander efficiency at 70%, the condensation temperature at 25°C and the ΔT_{pp} at 5°C, in order to be able to connect the low and high temperature models for each process.

It is seen that the difference between the ORC and the simple ORC is relatively small. It should be noted that with values of $T_{hs,o}$ higher than the 60°C used for the figure, the predicted efficiency can easily exceed the Trilateral efficiency for any given heat source inlet temperature.

A sudden change at around 180°C is seen in the figure for the simple ORC model. This is where the low and high temperature models meet, and as seen, it is not given that the two models coincide at their respective end points. This sudden change can be seen as an indicator of the size of the inaccuracy of the models.

3.7. Optimum working fluids

For coherence reasons Figs. 8 and 9 provide information on the working fluids leading to the results on
For the simple ORC, acetone is present in the temperature range 180 to 360 °C. For the ORC, it is noted that with values of $T_{hs,i}$, the optimum working fluids are cis-2-butene, butane, R245fa, etc. As $T_{hs,i}$ gets closer to 120 °C, the optimum working fluids are cis-2-butene, butane, R245fa, etc. It is noted, however, that many of the fluids are optimum at more than one heat source inlet temperature. This is because the optimum fluid is also dependent on the other parameters.

The fluids are also aligned in the columns from the top down with increasing $T_{hs,i}$. For example, Fig. 8 shows that with the lowest value of $T_{hs,i}$ (80 °C), the optimum working fluid is R236fa. As $T_{hs,i}$ gets closer to 120 °C, the optimum working fluids are cis-2-butene, butane, R245fa, etc. It is noted, however, that many of the fluids are optimum at more than one heat source inlet temperature. This is because the optimum fluid is also dependent on the other parameters.

Figure 9 presents the optimum working fluids for the simple ORC. It is seen that the fluids are not the same as in Fig. 8. Moreover, the number of fluids in each column is smaller in comparison. This means that for the simple ORC fewer fluids dominate as the optimum fluids, across the temperature range.

In both Figs. 8 and 9 acetone is present in the temperature range 180 to 360 °C. For the ORC, the refrigerants and alkanes (dry fluids) dominate the figure, while ammonia and ethanol (wet fluids) are frequently the optimum fluid for the simple ORC.
4. Discussion

Here we will discuss the limitations associated with the proposed regression models and provide points of comparison with recent literature.

4.1. Limitations

However useful the proposed models may be, it is important to note the following limitations. The work presented relies on the accuracy of the thermodynamic states provided by the NIST Refprop software. However, in the process of constructing the equations of state, the goal is to produce the best fit, i.e. the model has the least average deviation from measured data. Hence, it can be assumed that the errors are randomly distributed, and consequently the effects of the errors may be somewhat balanced out. While further studies should be made to confirm this, Thorin et al. [15] investigated the effect of using different equations of state in power cycles and found that they resulted in very similar process efficiencies.

It is required in the linear regression analysis that the errors of the models are evenly and randomly distributed as shown in Fig. 3. Consequently, the relative error increases with decreasing predicted efficiency. This is particularly relevant for the low temperature models, and consequently in this work, we have limited the models by keeping the condensing temperature and pinch point temperature differences constant. Initially we attempted to include these two variables also for the low temperature models. However, the resulting models became very inaccurate with relative errors of more than 50%.

Due to the above, the efficiency of small scale ORC plants for utilising low temperature heat sources is not predicted very accurately. Additionally, for this application type, factors other than the proposed ($T_{hs,i}$, $T_{hs,o}$ and $\eta_{p,e}$) influence the process, as for example, the pump efficiency. Thus the low temperature models may be considered too simplified, and further studies dedicated to low temperature heat sources are therefore proposed for future work.

Another important limitation is that the models are valid only for heat sources with a relatively constant specific heat over the temperatures of the heat source from inlet to outlet. Condensing heat sources can thus not be considered and neither can combinations of more than one heat source (at different temperature levels).

The upper limit of 120 bar in the optimisation of the boiler pressure does in practice not limit the efficiency in the model results used for the regression analyses. The average optimum boiler pressure was found to be about 40 bar. However, in the simple ORC high temperature model cases, the optimum boiler pressure was generally very high (near 100 bar) when ammonia was found to be the optimum fluid. Cis-2-butene, methanol and ethanol were also found to require relatively high pressures. Due to the many available fluid alternatives, it is not expected that a significant decrease in efficiency will occur when substituting the optimum fluid with fluids having a lower optimum pressure, as was found in previous studies by the authors [8].

More important are the many other requirements for a suitable ORC working fluid. There seems to be a consensus in the literature that the following aspects are important: Global Warming Potential, Ozone Depletion Potential, chemical/thermal stability, cost, heat transfer properties, corrosiveness and levels of toxicity and fire hazards. For these reasons the proposed regression models should be seen as idealistic in the sense that they can only predict the thermodynamically calculated maximum obtainable conditions.
efficiency. Despite the many requirements, the fluids found as optimum in the present study are commonly found in the relevant literature, as is discussed next.

4.2. Comparison with other studies

Bao et al. [16] recently provided an excellent literature review on ORC working fluids where the recommended fluids of various authors are listed. Among those are a number of refrigerants, which we have chosen to disregard in the present work, since they will be banned in the near future. However, fluids matching with the presently found optimum fluids and temperature levels (Figs. 8, 9) are benzene, R236ea, butane, hexane, toluene, R245ca, ammonia, R134a, ethanol and R227ea.

A number of recent studies allow for a comparison of modelled results with the regression model predictions. It is noted that the results found in these studies are not described as the maximum obtainable thermal efficiency as predicted with the regression models.

Dai et al. [17] compared the optimum performance of ten different working fluids in both the simple cycle and the recuperated cycle. With the parameters used (\(T_{hs,i}, T_{hs,o}, \eta_{p,e}\) equal to 145°C, 73°C, 85%, respectively) Dai et al. [17] found an efficiency of 12.27% and the regression model finds 14.8% for a simple ORC. For a recuperated process Dai et al. [17] finds with similar data an efficiency of 12.54%, while the model finds 15.5%. Dai et al. [17] uses a pinch point temperature difference of 8°C and the regression model assumes 5°C. Also, the expander efficiency is slightly above the valid area for the regression model. However, this does neither account for the difference nor the inherent regression model error. Instead, this difference suggests that a more efficient working fluid and/or process conditions may be available.

Walraven et al. [18] presented results which are in good agreement with the present model. The optimum efficiencies are 11.5 and 14.5% for the simple and the recuperated ORC where the regression model predicts 11.7 and 16.4%, respectively. There is also good agreement when comparing the results of Trapp et al. [19]. The optimum efficiency in this study is 13.1%, and the regression model predicts a maximum of 12.8% under the given conditions. The discrepancy is within the error margin of the model.

Last, it should be noted that the predicted efficiencies are well beyond what can be found in current ORC plants, particularly for smaller scale systems. Quoilin et al. [1] states that current thermal efficiencies for ORC plants do not exceed 24%.

5. Conclusion

Four multiple regression models have been presented. The models are able to predict the maximum obtainable thermal efficiency of ORCs utilising heat sources from 80-360°C.

The regression models are based on results from hundreds of optimised cases using ORC models with various boundary conditions. The optimisation methodology enables the determination of the optimum process layout, working fluid and process parameters given the heat source inlet and outlet temperatures, expander efficiency, condensing temperature and minimum temperature differences in the process.

Analyses suggests that the multiple linear regression models predict the modelled results very well, and analyses of the residuals proved to verify the model assumptions.

While a number of important limitations apply, the results presented were found to be in agreement with recent literature.

To assist decision makers with little or no specific knowledge of the ORC, the regression models can, together with models for prediction of the cost of an ORC plant, provide a foundation and reduce the need for process simulation and optimisation in a preliminary evaluation of the potential.

The models allow, to some degree, a straightforward evaluation of the influence of each of the included design parameters, on the potential efficiency of the ORC given the conditions.
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