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Abstract—Volumetric imaging can be performed using 1-D arrays in combination with mechanical motion. Outside the elevation focus of the array, the resolution and contrast typically degrade compared with the lateral plane, because of the fixed transducer focus.

This paper shows the feasibility of using synthetic aperture focusing for enhancing the elevation focus for a convex rocking array. The method uses a virtual source (VS) for defocused multi-element transmit, and another VS in the elevation focus point. This allows a direct time-of-flight to be calculated for a given 3-D point. To avoid artifacts and increase SNR at the elevation VS, a plane-wave VS approach has been implemented. Simulations and measurements using an experimental scanner with a convex rocking array show an average improvement in resolution of 26% and 33%, respectively. This improvement is also seen in in vivo measurements. An evaluation of how a change in transducer design will affect the resolution improvement shows a potential for using a modified transducer for 3-D imaging with improved elevation focusing and contrast.

I. INTRODUCTION

ULTRASOUND (US) imaging is most often done using 2-D images, which show a single slice through soft tissue. For diagnostic purposes, it is often required to do many images of the same organ to visualize several properties. The exact position and orientation of the slice will depend on the person performing the scan as well as the anatomy of the patient. For post-evaluation, this can cause the images to be inadequate because something is missing or the evaluating physician is using to viewing the image differently. This can result in a false diagnosis or having the patient in for a second scan, which at best increases costs. 3-D ultrasound imaging allows the physician to create the necessary imaging planes after the scan has been performed, reducing the requirement for the operator to match the exact planes required by the physician.

This will allow a more complete view of the imaged tissue as well as a reduction in additional scans.

Conventional 3-D US is done either using a moving 1-D transducer or a 2-D phased array transducer. Rocking arrays function by imaging 2-D slices while moving, creating a 3-D volume by stacking the individual 2-D planes in the elevation direction. The volume has a good lateral-depth resolution, but a limited range of use in depth, because the elevation resolution will rapidly deteriorate outside the focal point because of the small elevation aperture and the fixed lens focus. These arrays are readily available from commercial manufacturers and many commercial scanners are able to use them to gather a 3-D data set. 2-D phased array transducers are becoming more common and have been shown to be feasible for fast 3-D imaging [1], [2]. 2-D arrays have several advantages compared with mechanical probes. They are able to focus their beam in any given direction and depth, and do not rely on any synchronization between the scanner and the mover in the transducer. Compared with 1-D arrays they are still very expensive and difficult to produce because of the many transducer elements.

To generate a volume using focused ultrasound presents several challenges. The acquisition of an entire volume is time-consuming, and with a single transmit focus the useful range of depth is limited. Acquiring several lines simultaneously is possible using, e.g., multiple receive lines [2]. For a 1-D array, this technique is of limited use because it only allows a single focusing dimension. To allow a faster volume acquisition, 3-D synthetic aperture focusing (SAF) is used.

Applying an SAF technique to improve the resolution of a fixed-focus transducer has been shown feasible in [3]. This has further been used in [4]–[6] with linear and phased array transducers, to allow both lateral and elevation focusing. The methods presented here use a 2-step beamforming approach, in which the lateral direction is beamformed first, giving a conventional 2-D data set. The beamformed data are then used for beamforming in the elevation direction, achieving lateral and elevation focusing independently. The basic SNR of SAF is further investigated in [7]–[11] where virtual sources (VS) and frequency modulation (FM) are used. Both these methods are employed here to improve the SNR.

Previous work has shown a significant increase in both elevation resolution and SNR when applying the 2-step 3-D beamforming method [4]. A drawback of this method
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is that it requires intermediate storage of beamformed data. The 2-step method also has to sample densely in the first step to reduce interpolation errors, which can give rise to high side-lobes. Alternatively, an advanced interpolation method can be applied in the second beamforming step [12].

This paper presents the feasibility of implementing a direct 3-D time-of-flight (ToF) calculation on a rocking convex array for use with SAF to improve the elevation resolution. The ToF method has previously been used for improving the elevation resolution and contrast for a translated linear array [13]. The method uses the positions of 2 virtual sources (VS) to calculate the ToF in 3-D, but only a single interpolation step, as opposed to two interpolation steps used by previously described methods. Because the rocking array is moving continuously during acquisition, a plane-wave VS approach has been used in the elevation direction to increase the number of emissions used close to the focal point.

Transducers designed for conventional focused emission have the elevation focus set at the depth of interest, making it difficult to improve the resolution here using SAF. Results will be shown for simulations which investigate the effect of changing the f-number to be more suitable for 3-D SAF.

Section II describes the equations for the method used, the measurement setup is described in Section III, and Section IV shows the results from both simulation, phantoms, and in vivo measurements. Section IV-A presents the results for changing the f-number. The paper is concluded in Section V.

II. METHOD

Simple synthetic aperture ultrasound is based on the summation of several emissions, where the transmit position changes for each emission. Each emission is made by a single unfocused element, which allows the pulse to insonify the entire medium. A single emission can then be used to beamform a full image, although with no transmit focusing, resulting in a poor resolution. These images are referred to as low-resolution images. A set of low-resolution images can then be combined to form a high-resolution image, with the signals delayed so they are summed in phase, allowing dynamic receive and transmit focusing [14]–[17].

A single element emission gives a low SNR and often cannot be assumed to emit the wave equally in all directions. To increase the emitted energy and allow for a more accurate focusing, virtual sources (VS) [5], [18]–[20] are used. They allow the focal point, of either a fixed-focus element or from a focused emission by several elements, to be treated as the point of origin. A drawback of this technique is that the emissions can only be applied to points within the acceptance angle of the VS. This limits the maximum synthetic aperture size to an f-number equal to that at the virtual source.

The method presented in [21] describes the ToF calculation for a given 3-D-point for a linear array. This method has been implemented for a convex rocking array. A VS is placed near the transducer surface to increase the emitted energy, which functions in the lateral-depth plane. Another VS is placed at the elevation focal point for each emission to allow focusing in the elevation-depth plane. The VS in elevation is rotated around the center of the convex array curvature, so it is at the center of the direction of propagation.

A. Rotation

To allow for an easier calculation using the rocking array, the ToF will be calculated using a rotated coordinate system. \( [x, y, z] \) will denote the lateral, elevation, and depth directions, respectively. Two rotations are performed to place the emitting virtual source at the origin in the \( x-y \) direction with the propagation direction along the \( z \)-axis, which reduces computational complexity. The first rotation is to counter the rocking motion, changing coordinates by

\[
\tilde{r}_p = (\tilde{r}_p - \tilde{v}_{\text{ele,origo}}) \cdot M(\phi) + \tilde{v}_{\text{ele,origo}}
\]

(1)

where \( \tilde{r}_p \) is the point of interest, \( \tilde{r}_p \) is the rotated point, \( \tilde{v}_{\text{ele,origo}} \) is the point of rotation for the elevation rocking motion, and \( M(\phi) \) is the rotation matrix around the \( x \)-axis, which is dependent on the tilt of the array in the elevation direction. \( M(\phi) \) is given by

\[
M(\phi) = \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\phi) & \sin(\phi) \\
0 & -\sin(\phi) & \cos(\phi)
\end{bmatrix}
\]

The second rotation is done by

\[
\tilde{r}_p = (\tilde{r}_p - \tilde{v}_{\text{lat,origo}}) \cdot M(\theta) + \tilde{v}_{\text{lat,origo}}
\]

(2)

where \( \tilde{r}_p \) is the point of interest rotated in the \( y-z \) plane, \( \tilde{r}_p \) is the final rotated point, \( \tilde{v}_{\text{lat,origo}} \) is the point of origin for the convex array curvature, and \( M(\theta) \) is the rotation matrix along the rotated \( y \)-axis, where \( \theta \) is equal to the angle between the center of the array and the virtual transmit source. \( M(\theta) \) is given by

\[
M(\theta) = \begin{bmatrix}
\cos(\theta) & 0 & -\sin(\theta) \\
0 & 1 & 0 \\
\sin(\theta) & 0 & \cos(\theta)
\end{bmatrix}
\]

B. Time-of-Flight Calculation

When SAF focusing is applied to 3-D data sets, it is usually only applied in one dimension at a time. Either it is only interesting to do resolution improvement in one dimension, or the data generated from the first step is reused in the second steps. This approach reduces the
complexity, and allows the methods to apply the same algorithm to different data sets. A drawback of this method is that one must either improve the resolution in only one dimension, or save an intermediate data set. In addition, performing the beamforming in two steps will put larger emphasis on the need for adequate interpolation routines to avoid high side-lobes [12].

This paper uses a method that allows a time-of-flight (ToF) value to be calculated for a given 3-D point. This allows for a more dynamic beamforming, for which only the needed points are beamformed, and only a single interpolation step is required. The process of calculating the ToF uses a VS in both the lateral and elevation directions. The process is shown in Fig. 1(a), using the rotated coordinate system, in which the point \( \tilde{r}_v \) is the desired beamformed point, the dotted lines in the \( \tilde{x}\tilde{z} \) plane show the acceptance angle for the transmit VS and the dashed lines show the acceptance angle for the VS placed at the elevation focus. The lateral VS is denoted VSlat and the elevation VS is denoted VSele. The point \( \tilde{r}_p \) is projected onto the \( \tilde{x}\tilde{z} \) plane by letting the depth of the point be the distance traveled by the sound on a plane orthogonal to the \( \tilde{x}\tilde{z} \) plane. The distance is calculated from the depth of VSlat to the depth of VSele, and to the point \( \tilde{r}_p \) on the \( \tilde{y}\tilde{z} \) plane. This depth is given by

\[
z_{\text{proj}} = \sqrt{\tilde{r}^2_{p, y} + (\tilde{r}_{p,z} - \text{VS}_{\text{ele},z})^2} \cdot \text{sign}(\tilde{r}_{p,z} - \text{VS}_{\text{ele},z}) + \text{VS}_{\text{ele},z},
\]

where \( \tilde{r}_{p,y} \) and \( \tilde{r}_{p,z} \) are, respectively, the elevation and depth positions of \( \tilde{r}_p \) relative to the transducer, and \( \text{VS}_{\text{ele}} \) is the depth of the elevation VS. A new virtual point \( \tilde{r}_v \) is used for the ToF calculation using in-plane SA focusing. \( \tilde{r}_v \) will have the coordinates \( (\tilde{r}_{p,x}, 0, z_{\text{ele}}) \). The equation for the total ToF for a transmission to the \( m \)th receive element is given by

\[
t_{\text{ToF},m} = \frac{|\tilde{r}_v - \text{VS}_{\text{lat}}| + |\tilde{r}_v - \tilde{r}_{\text{rev},m}|}{c},
\]

where \( \tilde{r}_{\text{rev},m} \) is the position of the \( m \)th receiving element, and \( c \) is the speed of sound. The path is shown by the solid line in Fig. 1(a). The signal amplitude for a single point is given by summing the received signals at the time instances calculated by (4), which yields

\[
s(\tilde{r}_p) = \sum_{m=1}^{M} \sum_{n=1}^{N} a_{m,n} \cdot g_{m,n}(t_{\text{ToF},m}),
\]

where \( a_{m,n} \) is the apodization and \( g_{m,n} \) is the signal for the \( m \)th receive channel of the \( n \)th emission. \( M \) is the number of receive elements and \( N \) is the number of transmit VSs.

C. Plane Wave Virtual Source

The VS methods presented in the literature all assume the source can be approximated by a single point, reject-
ing all samples lying off-axis at the depth of the virtual source. As the transducer rocks over the region of interest, only a single emission or few emissions are used near the focal point. This is usually in the area of interest and will reduce image quality noticeably. To allow more emissions to contribute to the points near the elevation focus, an expanded width of acceptance is chosen at the virtual source. This allows points near the virtual source to be used, which are usually outside the acceptance angle.

The transducer used in this paper has an f-number \( \approx 5.5 \) making the point spread function broad at the focal point. Assuming a point emission near this point is not very representative, because the wave will be plane at the focal depth. Fig. 2 shows the received pulse echo for three scatterers being scanned in the elevation plane with the conventional acceptance angle. The simulations show the change from curved to plane wave. The focal point has been set to 40 mm for the visualization.

A correction in the ToF model to encompass this property is made with a simple approximation. At the focal point depth, a plane-wave is assumed in the elevation direction. The plane-wave ToF is equal to the ToF calculated for the 2-D SAF case in the \( x\)-\( z \) plane. Above and below \( z = z_{\text{el}} \), an average of the plane-wave ToF and the ToF calculation done in (4) is made. The total depth distance where an average is used has been chosen as two times the elevation FWHM. The weighting between each ToF method is calculated with a Hanning weighting, giving a combined ToF of

\[
t_{\text{comb}} = w \cdot t_{\text{ToF,em}} + (1 - w) t_{\text{ToF,2D}}, \tag{6}
\]

where \( w \) is the weighting function and given by

\[
w = \begin{cases} 
\frac{1}{2} \left(1 + \cos \left( \pi \frac{z - z_{\text{el}}}{\gamma_{\text{FWHM}}} \right) \right), & \text{if } |z - z_{\text{el}}| \leq z_{\text{max}} \\
1, & \text{if } |z - z_{\text{el}}| > z_{\text{max}}. 
\end{cases} \tag{7}
\]

A substitution of (6) into (5) gives the new equation for the ToF near the virtual source. Figs. 3 and 4 show the delayed and apodized RF-lines before summation marked with the expanded acceptance angle. The scatterers above and below the virtual source have been correctly delayed. Fig. 3 shows a circular oscillation at the focal point, which is what the VS-model is assuming. The sum of these lines will be very different from what is desired, because the oscillation will give a much lower value than if the signal is summed in phase. Fig. 4 shows the result from the combined ToF equation, which allows the plane-wave to pass through, allowing both several emissions to contribute without creating destructive interference.

### III. Measurement Setup

Phantom and in vivo measurements were performed with the RASMUS experimental scanner available at the
TABLE I: TRANSDUCER PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of transducer elements</td>
<td>128</td>
</tr>
<tr>
<td>Center frequency, $f_0$</td>
<td>4.4 MHz</td>
</tr>
<tr>
<td>Transducer element pitch</td>
<td>3/4 λ</td>
</tr>
<tr>
<td>Transducer element height</td>
<td>11 mm</td>
</tr>
<tr>
<td>Elevation focus</td>
<td>62 mm</td>
</tr>
<tr>
<td>Convex curvature radius</td>
<td>38.9 mm</td>
</tr>
<tr>
<td>Rocking radius</td>
<td>22.6 mm</td>
</tr>
</tbody>
</table>

Center for Fast Ultrasound imaging (CFU). RASMUS is an abbreviation for Remotely Accessible Software configurable Multi-channel Ultrasound Sampling system, and was designed as a very flexible US system capable of transmitting arbitrary waveforms and storage of raw array channel data. A more detailed description is found in [22]. The transducer used is a convex array (GE Kretztechnik, Zipf, Austria) with a stepping motor to allow for a continuous back and forth rocking motion. The rocking system is controlled via a program using an USB-interface to a separate control box. Synchronization is attained by measuring a trigger signal emitted from the control box on the RASMUS system. Transducer parameters can be found in Table I. The transducer has a rocking radius large enough that the motion will be close to a translation motion for small rocking angles. The array still changes direction, but the motion should not be thought of as simply a rotation around the array center.

A basic implementation of SAF has a low SNR caused by few transmitting elements. To increase the SNR, a FM excitation pulse with a matched filter applied for pulse compression is used in combination with a multi-element VS emission [7], [9]–[11]. All the parameters for FM and VS emissions are given in Table II. The negative f-number denotes that the depth of the VS is negative, placing the VS behind the transducer elements, giving a defocused emission. Scan number 1 and 2 are for the phantom measurements performed, whereas number 3 is used for in vivo measurements.

The FM chirp using a linear frequency shift is calculated by

$$c(t) = w(t) \sin \left\{ 2\pi f_0 \left( t - \frac{T}{2} \right) \left[ 1 + \frac{B}{T} \left( t - \frac{T}{2} \right) \right] \right\},$$

(8)

where $f_0$ is the center frequency of the transducer, $T$ is the duration of the chirp, $B$ is the bandwidth of the transducer, and $w(t)$ is a Blackman weighting applied to reduce temporal side-lobes. The emission sequence is performed by a series of multi-element defocused VS emissions using 7 elements for each VS. The sequence places 80 VSs in the lateral direction placed at the same lateral position as the 80 center elements of the transducer. Each transmit VS is fired in a sequence starting with $\{1, 21, 41, 61, 2, 42, 62, \ldots, 60, 80\}$ to give a more smooth transmit aperture. This sequence is repeated for the full scan duration. As the transducer moves in the elevation direction, the number of VSs used to beamform each point is limited by the rocking speed and the acceptance angle of the elevation VS. The number of VSs is given by the intersection of the point rotated on a circle and the elevation acceptance angle lines compared with the $f_{\text{pht}}$. The intersection is given by

$$\ddot{x}(z_p) = \sqrt{z_p^2 \gamma - z_{\text{VS}}^2 - 2Fz_{\text{VS}}}$$

(9)

$$\ddot{z}(z_p) = 2F \ddot{x} + z_{\text{VS}}$$

(10)

where $z_p$ is the depth of the point, $z_{\text{VS}}$ is the depth of the elevation virtual source relative to the point of rotation, $F$ is the f-number of the transducer, and $\gamma = 1 + (2F)^2$. The equation assumes the coordinate system is rotated as described in Section II. The total number of VSs for a given depth $z_{\text{max}}$ is given by combining (9) and (10) into

$$N(z_{\text{max}}) = \frac{2}{\Delta \theta} \arctan \left( \frac{\ddot{x}}{\ddot{z}} \right) + 1,$$

(11)

where $\Delta \theta$ is the angular distance in azimuth between two emissions. For a rocking array, the depth of the VS is equal to the sum of the rocking radius and the elevation focal depth. The number of VSs used are shown for points between 20 and 130 mm of depth in Fig. 5. The solid line is the number of used VSs if limited by the conventional acceptance angle. To avoid having a low lateral focusing, the acceptance angle is opened to $2^\circ$ and used in combination with the ToF calculation described in (6).

In vivo measurements were performed on healthy volunteers where a volume in the right abdomen was scanned.

TABLE II: MEASUREMENT PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Scan 1</th>
<th>Scan 2</th>
<th>Scan 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elements in virtual source</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Emissions for full STA</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Lateral VS focusing f-number</td>
<td>-1/2</td>
<td>-1/2</td>
<td>-1/2</td>
</tr>
<tr>
<td>FM-Chirp length</td>
<td>15 µs</td>
<td>15 µs</td>
<td>15 µs</td>
</tr>
<tr>
<td>Scan depth</td>
<td>100 mm</td>
<td>100 mm</td>
<td>145 mm</td>
</tr>
<tr>
<td>Receive apodization</td>
<td>Hanning</td>
<td>Hanning</td>
<td>Hanning</td>
</tr>
<tr>
<td>Lateral apodization f-number</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rocking sector</td>
<td>35°</td>
<td>35°</td>
<td>35°</td>
</tr>
<tr>
<td>$f_{\text{pht}}$</td>
<td>4500</td>
<td>7000</td>
<td>5000</td>
</tr>
<tr>
<td>Volumes per second</td>
<td>3.5</td>
<td>3.8</td>
<td>3.0 to 3.5</td>
</tr>
</tbody>
</table>
IV. Results

The results are divided into three sections. Section IV-A evaluates how a change in transducer geometry will affect the potential of applying SAF to rocking arrays. Section IV-B will show initial wire phantom measurements compared with a simulation of the same setup. The ability of SAF to improve resolution is dependent on how large an aperture can be synthesized, which for this setup is limited by transducer geometry. Section IV-C shows the results of in vivo measurements performed with the current array both with and without SAF. All simulations are performed using Field II [23, 24].

To evaluate the methods ability to improve elevation resolution, the full-width at half-maximum (FWHM) is calculated for the simulated scatterers. The main-lobe to side-lobe ratio (MLSL) is calculated for the simulated scatterers. The main-lobe width used to calculate the MLSL is defined at $-20\,\text{dB}$ for the PSF created with 3-D SA focusing. The side-lobe limit is defined as 5 times the width of the $-20\,\text{dB}$ main-lobe. The MLSL ratio is calculated by

$$
\text{MLSL} = 10 \log_{10} \left\{ \frac{\sum_{n=n_1}^{n_2} s(n)^2}{\sum_{n=k_1}^{n_2} s(n)^2 + \sum_{n=n_2+1}^{n} s(n)^2} \right\},
$$

where $s(n)$ is the sampled PSF projected in the lateral direction, $n_1$ and $n_2$ are the index of the beginning and end of the main-lobe, respectively, and $k_1$ and $k_2$ are the beginning and end of the side-lobe, respectively.

A. Transducer Design

Synthetic aperture focusing is based on its ability to synthesize a large effective aperture by applying multiple emissions to the same beamformed point. The transducer used in this paper is designed to create a narrow beam

profile with a focal point at the depth of interest. This limits the ability of SAF to combine more emissions, limiting the size of the effective aperture. This paper limits the change of transducer design to the elevation focus, because the f-number of the elevation focus is the most significant property for determining the possible number of emissions to combine. The f-number can be changed by either the elevation focus or the width of the transducer elements, but changing the width either reduces the amount of emitted energy or increases the footprint of the transducer. A change in elevation focus is largely dependent of the focusing lens added to the transducer, and can be done without changing other parts of the transducer like, e.g., housing and wiring. A drawback of moving the focal point closer to the transducer surface is an increase in acoustical pressure at the focal point. This could limit the emitted power if the value at the focal point exceeds the limits set by the FDA [25]. Fig. 6 shows the acceptance angle for different elevation focus depths. This clearly shows that for a low f-number, a much larger effective aperture can be synthesized. This larger acceptance angle spreads out the energy more, so it’s important to compare the gain in resolution to the effect on SNR.

An expression of the theoretical resolution based on the f-number is desirable to compare with the achieved resolution of the system. It will also allow a manufacturer to make a quick parameter estimate based on the requirements of the system. Usually SAF is able to maintain a constant focusing f-number only restricted by aperture size or motion restrictions. Because a rocking array is moving on a limited section of a circle, the effective aperture is not increased linearly. To estimate the $-6\,\text{dB}$ beamwidth of the synthetic aperture, an approximation of the resolution is made using
where $z$ is the depth relative to the center of rotation, $z_{VS}$ is the depth of the elevation virtual source, $z_{rot}$ is the rotation radius of the array, and $L(z)$ is the synthetic aperture size for the given depth. The effective aperture for a given depth can be calculated using (11), but this will create a complex expression if combined with (13). The effective aperture can also be calculated by approximating the intersection with the acceptance angle by

$$\bar{z}(z) = z$$

(14)

$$\bar{x}(z) = \frac{z - (z_{VS} + z_{rot})}{2F}$$

(15)

where $z_{VS}$ is the depth of the elevation virtual source and $z_{rot}$ is the rotation radius of the array. The total angular rotation for a point inside the acceptance angle will then be

$$\Delta \theta(z) = 2 \arctan \left( \frac{\bar{x}}{z} \right)$$

(16)

$$= 2 \arctan \left( \frac{z - (z_{VS} + z_{rot})}{2Fz} \right).$$

The size of the synthetic aperture can be calculated from the angular motion from (16), and approximated by

$$L(z) = 2 \tan \left( \frac{\Delta \theta(z)}{2} \right) (z_{VS} + z_{rot})$$

$$= \frac{(z - (z_{VS} + z_{rot})) (z_{VS} + z_{rot})}{Fz}$$

(17)

Combining (13) and (17) gives us an approximate expression for the resolution equal to

$$\text{FWHM}(z) = \frac{zF \lambda}{z_{VS} + z_{rot}}.$$  

(18)

The expression in (18) shows that the resolution scales linearly with depth, and scales with the f-number and the rotation distance of the virtual source. This shows that reducing the f-number by 50% will only reduce the FWHM by the same amount if the reduction is caused by an increase in element height. If the virtual source is also moved toward the transducer surface, the resolution will be reduced, but the improvement will be limited by the reduction in virtual source rotation depth.

The transducer parameters are the same as given in Table I except for the elevation focus. The elevation focus will be changed to cover a range of f-numbers going from 1.5 to 5.5 with a 1.0 spacing. Simulated point scatterers are placed between 20 and 120 mm of depth and the rocking motion of the transducer is taken from a measurement, to be identical to the actual transducer motion. The scan-parameters for the simulations are identical to those of Scan 3 in Table II. The evaluation is the FWHM in both the lateral and elevation direction and also the MLSL ratio. The ML width is defined at −20 dB from the peak. SNR is calculated relative to the peak value of each scatterer compared with that attained by using an f-number of 5.5, which is the same as the current transducer. The gain in SNR is calculated by

$$\text{SNR}_{\text{gain}} = \frac{p_{\text{sp}}^2}{p_{\text{sp,F}=5.5}^2 \sum_{n=1}^{N} a_{n}^2}.$$  

(19)

where $p_{\text{sp}}$ is the amplitude at the spatial peak of the investigated scatterer, $p_{\text{sp,F}=5.5}$ is the amplitude of the scatterer using an f-number of 5.5, and $a_{n}$ is the apodization value from (5). This equation calculates the increase in energy at peak of the PSF and compares to the increase in noise-energy.

The elevation PSF of a scatterer placed at a 70 mm depth is shown in Fig. 7. Here it can be seen that a reduction in f-number improves the resolution but also has significant side-lobes. The side-lobes are caused by edge-waves generated by the elevation focusing of the transducer. To suppress these side-lobes a Hanning apodization along the elevation direction of the elements is used. Element apodization is not common but has been investigated in [26]–[28]. The effect of this apodization is seen in Fig. 8, where the side-lobes are attenuated. The main-lobe is also seen to widen, which is caused by the weighting. All other results will be presented using this apodization, which reduces the potential resolution but retains a good overall quality of the PSF. The estimate given by (18) has to be increased by a factor of 1.50 to give an accurate estimate of the new resolution.

The FWHM achieved for simulated point scatterers using different elevation focus and depths are shown in Fig. 9. The improvement in resolution is well-behaved and does not have sudden spikes. Fig. 10 shows the estimated FWHM given by (18). It can be seen that the estimate overestimates the size of the synthetic aperture for more deeply placed scatterers compared with what is achievable with simulations. Regardless, the approximation gives a
good estimate of what the resolution will be, and makes an accurate description of the resolution as a function of depth. The average reduction in FWHM is shown in Fig. 11. The improvement is relative to the FWHM with the possibility of reducing it by almost a factor of 2 compared with what is possible now.

Fig. 12 shows the lateral resolution. This is almost constant for all the different setups with a slight increase in FWHM for a low f-number. The PSF can be seen for a depth of 70 mm in Fig. 13, which shows an almost unchanged PSF. A slight increase in side-lobes below −50 dB is seen for the current transducer setup.

Fig. 8. Elevation PSF for a scatterer placed at 70 mm depth for different f-numbers with a Hanning transducer element apodization.

Fig. 9. Elevation FWHM for scatterers placed between 20 and 120 mm depth using different elevation focus.

Fig. 10. Estimated Elevation FWHM using a simple approximation.

Fig. 11. Relative FWHM for a reduced f-number compared with f-number = 5.5.

Fig. 12. Lateral FWHM for scatterers placed between 20 and 120 mm depth using different elevation focus.

Fig. 13. Lateral PSF for a scatterer placed at 70 mm of depth for different f-numbers.
To quantify the energy in the side-lobes for different setups, the M\textsubscript{LSL} ratio is calculated. The main-lobe width used for each scatterer is chosen to be the $-20$ dB width using an f-number $= 5.5$. An increase in M\textsubscript{LSL} is caused by less energy placed outside this width, resulting in a better contrast. Fig. 14 shows the M\textsubscript{LSL} is $\approx 25$ dB for the current setup, but can be increased by up to 10 dB by reducing the f-number of the transducer.

A common concern with SA focusing is that it has a low SNR caused by the spread of energy. For conventional arrays, this can be alleviated by applying multi-element VS emissions. Because the surface area in the elevation direction is kept constant regardless of focusing, the emitted energy will be spread over a larger area. It is not possible to increase the amplitude because the emission is still focused and increasing the amplitude might violate FDA regulations [25]. Because SAF allows more emissions to be used because of this spread, this will increase the SNR again. The resulting SNR is calculated by (19) and compared with the reference case. To ease interpretation, the SNR is normalized to 0 dB for f-number $= 5.5$, shown in Fig. 15. The figure shows two points of interest.

The first is that the SNR for a given depth is lower if the focal point is near, which indicates that the energy is not as focused as the VS model indicates. This is shown by an increase in SNR for most setups compared with the reference around the focal point, and a decrease in SNR at depths close to the focal point of the other setups. In addition, the SNR is seen to be reduced by up to 8 dB when reducing the f-number. For scatterers below $\approx 80$ mm depth, all setups have lower or equal SNR compared with the reference setup. The amplitude of the beamformed scatterers are only increased slightly, but because the acceptance angles are widened significantly, more noise is introduced.

## B. Wire Phantom

A wire phantom was measured twice at different depths to cover a larger range. The measurements are performed using the parameters from scan numbers 1 and 2, found in Table II. The two measurements are combined even though there is a change in the $f_{\text{prf}}$. The simulation is performed using the scan number 1 parameters in Table II with point scatterers placed between 30 and 140 mm of depth. Fig. 16 shows the FWHM for two measurements of a wire phantom on top of the results from the simulated scatterers. The improvement in FWHM for simulated and measured scatterers is very similar, with an average reduction of 26.4\% for the simulation and 33.8\% for the measurements. The method is not able to synthesize a constant f-number regardless of depth, which is assumed to be caused by the high physical f-number of the transducer and the rocking motion.

To see the change in the PSF, Figs. 17 and 18 show the projected PSF at a depth of 80 and 88 mm. The method
can be seen to improve the width of the PSF for both simulation and measurements. The simulation shows a reduction in width for all levels down to $\approx -50$ dB, in which the PSF without 3-D SA focusing has slightly lower side-lobes. The measurements show a consistently better PSF with a clear reduction for both the main-lobe width and the side-lobe level.

C. In Vivo

In vivo measurements were performed on healthy volunteers by scanning a volume of the right lumbar region. The transducer was held at an angle of $45^\circ$ to obtain images from the right liver lobe. The scans are shown in pairs where the left is beamformed with the method shown in this paper and the right has been beamformed with conventional 2-D SAF and stacked to a 3-D volume. The images in Fig. 19 show the C-scans and B-scan of the liver for three male volunteers. Figs. 19(a) and 19(b) show a vein in the middle right part, but of most interest is the speckle in the liver. The images clearly show a reduction in the elevation direction, confirming the simulation and wire phantom measurements. Figs. 19(c)–19(f) only show a little improvement compared with the conventional stacking method, and in addition they show some ringing artifacts, most significant at the edges. The origin of these artifacts is not fully understood, but can originate from uncertainty of the rocking motion of the transducer, effects caused by the shell covering the rocking array, or effects caused by the elevation beam-profile of the transducer. Figs. 19(g) and 19(h) show, like Fig. 19(a) and 19(b), an improvement in the elevation direction and a better edge-definition of some of the blood vessels in the image.

V. Conclusion

The method for 3-D SAF has been successfully implemented for a rocking convex array. The method is able to improve the elevation resolution for a measured wire-phantom, and shows a good agreement between measurements and simulations. The method shows an average improvement to the elevation FWHM of 26.4% for simulated scatterers and 33.8% for a measured wire phantom.

Overall, the method has the potential to improve both resolution and contrast significantly by a better transducer design. The improvement is strongly related to the f-number; a reduction in f-number will improve resolution more effectively if it can be created by an increase of the element height, because the focal depth can remain constant. For the investigated parameter range, a transducer designed for better utilization of 3-D SAF was found to have an f-number of around 2 to 3 as well as an apodization in elevation to reduce edge-waves. It is possible to choose a design with improved resolution, contrast, and SNR at around a 60 mm depth, which is the depth of interest for the current transducer, but at a cost of a slight reduction in penetration. A trade-off between SNR and image quality must be made if the f-number is reduced even further. A drawback of making this change in transducer geometry is that the transducer will have very poor imaging qualities using conventional 2-D imaging for orientation, limiting the transducer to 3-D imaging. This can potentially be alleviated by employing 1.5-D arrays with pre-focusing in the handle, giving the potential to switch elevation focus, but will increase the cost and complexity of the transducer.

Several 3-D in vivo volumes were acquired from healthy volunteers and compared with a conventional 2-D SAF approach. The results for the current transducer show a mix of improvement and artifacts. The resolution of the in vivo images could be improved by reducing the f-number, and a better understanding of the shell and motion might reduce the artifacts seen in the images.
Fig. 19. In vivo measurements showing three C-scans and an elevation B-scan of three healthy male volunteers. (a) C-scan of liver vein using 3-D SAF, (b) C-scan of liver vein with no elevation focusing, (c) C-scan of two liver veins using 3-D SAF, (d) C-scan of two liver veins with no elevation focusing, (e) C-scan of liver vein branch using 3-D SAF, (f) C-scan of liver vein branch with no elevation focusing, (g) elevation plane of liver using 3-D SAF, (h) elevation plane of liver with no elevation focusing.
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