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A generalized two-dimensional semiclassical Holstein model with a realistic on-site potential that contains anharmonicity is studied. More precisely, the lattice subsystem of anharmonic on-site oscillators is supposed to have a restricting core. The core plays the role of an effective saturation nonlinearity for the polaron (self-trapped) solutions. We apply the “logarithmic” potential approximation which allows us to use effectively a variational approach, on one hand, and to study the realistic situation of the potential core and saturation nonlinearity, on the other hand. Analytical estimates suggest the existence of wide polarons, contrary to the case with harmonic on-site potential. Numerical simulations confirm these estimates and show stability of such polaron solutions. We develop a numerical technique which allows us to obtain the profile of extended moving polarons. Simulations show that these polarons can propagate for long distances on the plane retaining their shape and velocity. Collision effects of the two-dimensional polarons are also investigated.
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I. INTRODUCTION

It is more than 60 years since Landau\(^1\) presented the idea about self-localization or self-trapping of an excess electron in a polarized field created by itself. Later, on the basis of this idea, Pekar\(^2\) introduced the notion of a polaron as an extra electron or a hole localized within a potential well that it creates by displacing the atoms (ions) that surround it. The polaron concept is ubiquitous in physics and a lot of studies have been performed during the past half-century, including the contributions by Fröhlich,\(^3\) Holstein,\(^4\) Toyozawa,\(^5\) Rashba,\(^6\) Emin and Holstein,\(^7,8\) Davydov and Kislukha,\(^9\) Scott\(^10\) and many others.\(^12-14\)

In general, the polaron theory applies to any quantum particle or a quasiparticle interacting with relatively massive atoms (groups of atoms or even molecules) surrounding it. For example, replacing the electron or hole with an exciton, one obtains the theory of the formation and motion of self-trapped excitons.\(^9,10\) Therefore the term “polaron” is used to denote a wide variety of excitations being self-localized through interactions with optical\(^2,4,13,14\) and/or acoustic\(^5,9,10\) phonons of a lattice. However, it should be noticed that ions in real materials are damped and subject to finite temperature (stochastic forcing). As a rule, disorder and different defects are also present in real crystals. Obviously, all these factors destroy any coherent polaron transport. Moreover, when the electron-phonon coupling is sufficiently strong compared to the intersite exchange interaction, the pure polaron states have small size and they appear to be pinned to the lattice. In this case there is no coherent polaron motion as well and only the small-polaron hopping mechanism occurs due to temperature.\(^8\) Nevertheless, the research on the dynamics of pure self-trapped states, essentially in higher dimensions, continues at an accelerating pace.

An explosion of interest in movable polarons has arisen beginning from the pioneering paper by Davydov and Kislukha\(^9\) after which the polarons (both acoustic and optical) were often called solitons as mobile objects that maintain dynamical integrity by balancing the effects of nonlinearity (electron-phonon or exciton-phonon coupling) against those of dispersion (exchange or resonance intersite interaction) during their uniform propagation. However, all these studies, except for the recent paper by La Magna et al.\(^15\) were carried out only in one dimension. On the other hand, the generalizations of the lattice models to higher dimensions\(^16-19\) are necessary because of natural interest to real two- and three-dimensional crystalline systems. In particular, it is appealing to investigate the polaron dynamics in multidimensional lattices interacting with extra electrons. Emin and Holstein\(^7\) using scaling arguments in the continuum limit and Kalosakas et al.\(^20\) applying a discrete variational approach, analyzed the Holstein model with the short-range (local) electron-lattice interaction\(^4,7\) within the adiabatic theory. They have shown that in one dimension the standing polaron is always a ground state of the electron-lattice system, so that there is a continuous transition from the small-polaron regime obtained for strong electron-phonon coupling to the large-polaron regime at weak coupling. In the former case the width of the self-trapped state (the electron wave function and the accompanied lattice deformation) is of few lattice sites only while in the latter one the polaron state extends to lengths significantly larger than the lattice spacing. The similar situation takes place for Davydov’s soliton,\(^11,12\) in general, for the one-dimensional...
acoustic polaron.\textsuperscript{21} In higher dimensions these results drastically change: for sufficiently strong electron-lattice coupling small (quite narrow) polarons exist, but when the coupling decreases, the polaron disappears.\textsuperscript{20} Since the small polaron is pinned to the lattice, it cannot propagate. However, as shown in the present paper, when a saturable anharmonicity is taken into account for the on-site oscillators in the Holstein model, the polaron width can be extended significantly, resulting in the uniform polaron propagation on the two-dimensional or three-dimensional lattice. The saturation effect means that the motion of ions is bounded, e.g., while displacing from equilibria, the ions have a finite amplitude including the case of strong electron-phonon coupling. Such a limited ion motion can happen if the potential for ions has some core, so that when an ion approaches the core, its energy tends to infinity. The saturation of the ion (atom) displacements causes the saturation of the nonlinearity of the electron-lattice interaction. Note that the saturable nonlinearity has recently been used to describe successfully the propagation of radially symmetric self-focused light beams.\textsuperscript{22–28}

The present paper aims at studying both analytically and numerically the propagation of the polaron on the two-dimensional square lattice in the framework of the semiclassical Holstein model. The on-site potential of the model is generalized to have a restricting core that does not allow the lattice ions (atoms) to displace at any distance as in the harmonic version of the model. The core plays the role of the saturable nonlinearity for the formation of self-trapped states. We apply a “logarithmic” approximation for the on-site potential that still has a core being close to the realistic situation, on one hand, and allows us to use effectively a variational approach, on the other hand. Analytical estimates suggest the existence of the polarons with large width, contrary to the case with the harmonic on-site potential.\textsuperscript{20} Numerical simulations confirm these estimates and show stability of such polaron solutions. We develop a numerical scheme which allows us to obtain the profile of moving polarons with large width. The simulations of the equations of motion show that these polarons can propagate for long distances on the lattice retaining their shape and velocity.

The paper is organized as follows. In the next section we derive the equations of motion that describe the coupled system: an excess electron interacting with classical oscillators on a two-dimensional (2D) lattice. In Sec. III we study standing polaron solutions analytically, using variational approximations, and numerically. Moving polaron solutions are obtained and studied numerically in Sec. IV. The polaron collision is also investigated in this section. Finally, some concluding remarks are given in Sec. V.

\section{II. THE MODEL AND BASIC EQUATIONS}

We consider a square lattice of noninteracting particles of mass $M$, the equilibria of which are situated at the sites labeled by the 2D vector $(m,n)$ with $m$ and $n$ running over all the integers. Each of these particles is subjected to an anharmonic on-site potential $V$ of the realistic shape shown in Fig. 1 (see curve 1), forming the on-site classical nonlinear oscillator. When an external electron (or, in general, a quantum quasiparticle) is added to such a 2D lattice, each of the oscillators is supposed to interact with this electron locally.

This is the issue of the standard semiclassical Holstein model\textsuperscript{4} with local electron-phonon coupling when the anharmonicity of the lattice subsystem is included. In the adiabatic limit the Lagrangian function of such a lattice interacting with an excess electron can be written in the form

$$
\mathcal{L} = \sum_{m,n} \left\{ \psi_{m,n}^* \hbar \dot{\psi}_{m,n} - (E_0 + \chi Q_{m,n}) \psi_{m,n} + J (\psi_{m-1,n} + \psi_{m,n-1} + \psi_{m+1,n} + \psi_{m,n+1}) \right\} + \frac{1}{2} M Q_{m,n}^2 - M \alpha^2 \omega_0^2 V(Q_{m,n}/\alpha),
$$

where the dots denote differentiation with respect to time $t$ and the complex-valued lattice field $\psi_{m,n}(t)$ (the coefficient functions of the one-electron state vector) describes the probability amplitude to find the electron at the $(m,n)$th lattice site, so that it must be normalized to unity:

$$
\sum_{m,n} |\psi_{m,n}(t)|^2 = 1.
$$

The constant $J > 0$ is the exchange (overlapping) integral that describes the probability of the electron hopping from one lattice site to any of its nearest-neighbor ones, $E_0$ is the on-site electron energy when the lattice is undistorted, i.e., when the particles of the lattice are found in their equilibria and $\chi > 0$ is the coupling constant of the electron-lattice interaction. The states of the lattice subsystem are described by the real-valued lattice field $Q_{m,n}(t)$, each of $Q_{m,n}$ being the displacement of the $(m,n)$th lattice particle from its equilibrium position. The dimensionless on-site potential $V(u)$ is normalized by the relations $V(0) = 0$ and $V'(0) = 1$, so that the constant $\omega_0 = \sqrt{K/M}$, with $K$ being the elastic constant, is the characteristic frequency of each on-site oscillator (the eigenfrequency of small-amplitude oscillations of lattice particles). We consider the realistic form of the potential $V(u)$ with a core which prevents the nearest-neighbor lattice particles from approaching each other on very close distances. It could be the standard (12,6) Lennard-Jones (LJ) potential.
shown in Fig. 1 by curve 1. However, any potential that has two cores, one for \( u < 0 \) and the other for \( u > 0 \), seems to be even more realistic. Since \( \chi > 0 \), the total energy of the system goes down [see the Lagrangian function (1)], if all or some of \( Q_{mn} \) become negative. Therefore only the left branch of the potential \( V(u) \) is of interest when self-trapped states are considered. The distance between the core and the equilibrium position is normalized to unity, so that the particle displacements from the equilibria are measured in the units of the constant \( a \) being the maximally possible negative displacement of the lattice particles (the characteristic length). This constant should be significantly less than the lattice spacing \( l \).

The form of the potential (3) is very inconvenient for analytical studies and therefore its harmonic approximation shown in Fig. 1 by curve 2 is commonly used in the polaron theory.\(^{4,7,20}\) Here we introduce another approximation which keeps the main feature of any realistic potential, namely, the presence of a core, and allows us to perform some analytical studies, at least, for the static polaron solutions. This approximation is chosen in the following form:

\[
V(u) = u - \ln(1 + u) = \sum_{j=2}^{\infty} (-u)^j / j
\]

(4)

with the expansion series being valid in the interval \(-1 < u \leq 1\). We call the potential (4) the “logarithmic” approximation illustrated in Fig. 1 by curve 3. The first term of the series (4) is the harmonic approximation. From the comparison of the shapes of the three potentials depicted in Fig. 1 one can conclude that the logarithmic approximation is much better than the harmonic one, particularly, in the region of negative values of the variable \( u \). Note that the polaron (self-trapped) states are formed with only negative displacements \( Q_{mn} \), so that the polaron theory deals only with this region of the lattice displacements.

There are two convenient ways to rewrite the Lagrangian (1) or the corresponding equations of motion in dimensionless form. One of these is to use the characteristic time scale of the electron subsystem, namely, to introduce the scaled time as \( \tau = Jt/\hbar \). In this paper we use the characteristic time scale for the lattice subsystem and therefore define the scaled (dimensionless) time by

\[
\tau = \omega_0 t.
\]

(5)

Then it is convenient to introduce the new (dimensionless) lattice fields

\[
\phi_{mn}(\tau) = \psi_{mn}(t) \exp \left[ -\frac{i}{\hbar}(E_0 - 4J)t \right], \quad u_{mn}(\tau) = \frac{Q_{mn}(t)}{a}
\]

(6)

and to rewrite the Lagrangian function (1) in the following (dimensionless) form:

\[
L = \frac{\mathcal{L}}{J} = \sum_{m,n} \left\{ \phi_{mn}^* \left( \frac{i}{\hbar} \frac{d\phi_{mn}}{d\tau} + \phi_{m+1,n} + \phi_{m,n+1} \right) \right. \\
- 4\phi_{mn}^{*} \phi_{m-1,n} + \phi_{m,n+1} - \alpha u_{mn} \phi_{mn} \right\} + \frac{\alpha}{\beta} \left( \frac{1}{2} \left( \frac{d\phi_{mn}}{d\tau} \right)^2 - V(u_{mn}) \right)
\]

(7)

with the three characteristic dimensionless parameters

\[
\alpha = \frac{\chi a}{J}, \quad \beta = \frac{\chi}{M \omega_0 a} = \frac{\chi}{K a}, \quad \sigma = \frac{J}{\hbar \omega_0}.
\]

(8)

Then the corresponding Euler-Lagrange equations are written as follows:

\[
\left( \frac{i}{\hbar} \frac{d\phi_{mn}}{d\tau} \right) + 4\phi_{mn}^{*} + \phi_{m+1,n} + \phi_{m,n+1} - \alpha u_{mn} \phi_{mn} = 0,
\]

(9)

\[
\frac{d^2u_{mn}}{d\tau^2} = -V'(u_{mn}) - \beta |\phi_{mn}|^2,
\]

(10)

and the normalization condition (2) becomes

\[
\sum_{m,n} |\phi_{mn}(\tau)|^2 = 1.
\]

(11)

Each of the parameters \( \alpha, \beta, \) and \( \sigma \) defined by Eqs. (8) has the definite physical meaning. Thus, according to the linear Schrödinger equation (9), in which the displacement field \( u_{mn} \) forms a potential well caused by the lattice deformation, the parameter \( \alpha \) measures the depth of this well (given by the electron-phonon coupling constant \( \chi \)) compared to its width (given by the electron dispersion constant \( J \)). Therefore the parameter \( \alpha \) describes the magnitude of the electron trapping by lattice deformation. In contrast, the parameter \( \beta \) measures the response of the electron on the lattice. According to the linear lattice equation (10) with the source created by the electron, the parameter \( \beta \) describes the magnitude of the source that distorts the lattice, i.e., “digs” a potential well for itself. The third parameter \( \sigma \) is a dynamical one; it disappears in the static theory and measures the ratio of characteristic time scales of both the subsystems (electron and lattice).

Let us now evaluate the possible values of the parameters \( \alpha, \beta, \) and \( \sigma \) which are reasonable from the physical point of view. Using some data described by Scott\(^{10}\) as well as other data from the references therein, we may choose the following characteristic values: \( a = 0.1 \) Å, \( J = 5 \) cm\(^{-1}\), \( M = m_p \) where \( m_p \) is the proton mass, \( \omega_0 = 10^{13} \) s\(^{-1}\), and \( \chi = (2-6) \times 10^{-11} \) Newtons. If we take, for instance, \( \chi = 2 \times 10^{-11} \) Newtons, then the dimensionless constants \( \alpha, \beta, \) and \( \sigma \) calculated according Eqs. (8) take the values: \( \alpha = 2.0, \beta = 12.0, \) and \( \sigma = 0.94 \). These values or a little bit bigger will be used below in our numerical calculations. Note that the increase of the exchange interaction \( J \) to the values more reasonable for crystals leads to increasing the polaron size and therefore to higher polaron movability.
We need to have also the general expression for the Hamiltonian function (the total energy) of our system. To write it, we define the following conjugate momenta:

\[ \Pi_{mn} = \frac{\partial L}{\partial (d\phi_{mn}/d\tau)} = i\sigma \phi_{mn}^* , \]

where the Lagrangian function \( L \) is given by Eq. (7). Then the dimensionless Hamiltonian function (in units of \( J \)) takes the form

\[ P_{mn} = \frac{\partial L}{\partial (d\phi_{mn}/d\tau)} = \frac{du_{mn}}{d\tau} , \]

We look for the solutions of the equations of motion (9) and (10) in the form of a modulated plane wave propagating in any direction on the 2D lattice given by the wave vector \( \mathbf{k} = (k_1, k_2) \). Therefore we substitute the ansatz

\[ \phi_{mn}(\tau) = \varphi_{mn}(\tau) \exp\left[i(mk_1 + nk_2 - \sigma(\varepsilon_0 + \varepsilon) \tau)\right] , \]

where

\[ \varepsilon_0 = 2(2 - \cos k_1 - \cos k_2) \]

is the free-electron energy band, into the basic equations presented above. Thus, the equations of motion (9) and (10) are reduced to the three equations:

\[ -\cos k_1(\varphi_{m+1,n} - \varphi_{mn}) - \cos k_2(\varphi_{m,n+1} - \varphi_{mn}) + \alpha u_{mn} \varphi_{mn} = \varepsilon \varphi_{mn} , \]

\[ \frac{d\varphi_{mn}}{d\tau} = -\sigma \left[ \sin k_1(\varphi_{m+1,n} - \varphi_{m-1,n}) + \sin k_2(\varphi_{m,n+1} - \varphi_{m,n-1}) \right] , \]

\[ \frac{d^2u_{mn}}{d\tau^2} = -V'(u_{mn}) - \beta \varphi_{mn}^2 . \]

Using next the normalization condition [see Eqs. (11) and (14)]

\[ \sum_{m,n} \varphi_{mn}^2 = 1 , \]

the Lagrangian and Hamiltonian functions (7) and (13) are transformed to

\[ L = -\sum_{m,n} \left[ \cos k_1(\varphi_{m+1,n} - \varphi_{mn})^2 + \cos k_2(\varphi_{m,n+1} - \varphi_{mn})^2 + \alpha u_{mn} \varphi_{mn}^2 - \varepsilon \varphi_{mn}^2 \right. \]
\[ \left. -\frac{\alpha}{\beta} \left[ \frac{1}{2} \left( \frac{du_{mn}}{d\tau} \right)^2 - V(u_{mn}) \right] \right] , \]

\[ H = \sum_{m,n} \left\{ \cos k_1(\varphi_{m+1,n} - \varphi_{mn})^2 + \cos k_2(\varphi_{m,n+1} - \varphi_{mn})^2 + \alpha u_{mn} \varphi_{mn}^2 \right. \]
\[ \left. + \alpha \left[ \frac{1}{2} \left( \frac{du_{mn}}{d\tau} \right)^2 + V(u_{mn}) \right] \right\} , \]

respectively.

The dimensionless energy \( \varepsilon < 0 \) of binding the electron to a lattice deformation is the spectral parameter of the stationary 2D Schrödinger equation (16). This parameter is to be found together with the lattice deformation field. However, it can be expressed in terms of both the lattice fields \( \varphi_{mn} \) and \( u_{mn} \) as follows. Indeed, multiplying both sides of Eq. (16) by \( \varphi_{mn} \), summing them over all \((m,n)\)'s and using the normalization condition (19), we obtain

\[ \varepsilon = \sum_{m,n} \left[ \cos k_1(\varphi_{m+1,n} - \varphi_{mn})^2 + \cos k_2(\varphi_{m,n+1} - \varphi_{mn})^2 + \alpha u_{mn} \varphi_{mn}^2 \right] . \]

On the other hand, the total energy \( E \) of the electron-phonon system [i.e., the Hamiltonian function (21)] can be expressed in terms of the binding energy \( \varepsilon \) as

\[ E = H = \varepsilon_0 + \varepsilon + \frac{\alpha}{\beta} \sum_{m,n} \left[ \frac{1}{2} \left( \frac{du_{mn}}{d\tau} \right)^2 + V(u_{mn}) \right] , \]

where \( \varepsilon_0 \) is given by Eq. (15). Therefore the total energy \( E \) is split into the two parts: the electron and lattice ones, each of these consisting of both the kinetic and potential energies.

To conclude this section, we consider the limiting case when the lattice is undistorted \( (u_{mn} = 0) \). In this limit the binding energy \( \varepsilon \to 0 \) and, according to the linear dispersion law (15), the group velocity in the electron subsystem is

\[ v = \frac{Jl}{\hbar} \frac{\partial \varepsilon_0}{\partial k} = \frac{2Jl}{\hbar} (\sin k_1, \sin k_2) \]

with \( l \) being the lattice spacing. Therefore we may define the dimensionless velocity

\[ s = v/l\omega_0 = 2\sigma(\sin k_1, \sin k_2) \].
which describes the propagation velocity of the linear waves of electron probability if the lattice is undistorted.

III. STANDING 2D POLARON SOLUTIONS

First we consider the particular case of standing (static) solutions for the logarithmic potential (4). Using that \(d^2u_n/dt^2 = 0\), from Eq. (18) [see also Eq. (10)] we obtain

\[
u_{mn} = -\frac{\beta|\phi_{mn}|^2}{1 + \beta|\phi_{mn}|^2} = -\frac{\beta\phi_{mn}^2}{1 + \beta\phi_{mn}^2}.
\]

(26)

Inserting this expression into the Lagrangian (20) or the Hamiltonian (21) and using that \(k_1 = k_2 = 0\) for the static case [see Eq. (17)], we find that the energy of the system can be written in the form

\[E = -L = \sum_{m,n} \left[ (\varphi_{m+1,n} - \varphi_{mn})^2 + (\varphi_{m,n+1} - \varphi_{mn})^2 - (\alpha/\beta)V(\varphi_{mn}^2) \right]
\]

(27)

where the potential \(V\) is given by Eq. (4) and the term with the spectral parameter (binding energy) \(e\) has been omitted because it is constant due to the normalization condition (19). Next, substituting the solution (26) into Eq. (16), we get the discrete nonlinear Schrödinger (DNLS) equation of the form

\[\varphi_{m+1,n} + \varphi_{m,n+1} - 4\varphi_{mn} + \varphi_{m-1,n} + \varphi_{m,n-1} + g\varphi_{mn}^3(1 + \beta\varphi_{mn}^2) + e\varphi_{mn} = 0,
\]

(28)

where the parameters \(\alpha\) and \(\beta\) in the nonlinear term appear in the form of the product which we denote by

\[g = \alpha\beta = \chi^2/JM\omega_0^2.
\]

(29)

When the constant \(\beta \to 0\), Eq. (28) is reduced to the standard DNLS equation with cubic nonlinearity which corresponds to the harmonic Holstein model. In this limit both the parameters are "sticked" together, forming only one characteristic parameter \(g\), which can be referred to as the self-trapping coupling constant. Indeed, it describes both the effects in the self-trapping mechanism: (i) the capture of an electron by the potential well of the lattice deformation field \((\alpha)\) and (ii) the creation of the potential well by the electron acting as an external force \((\beta)\). However, in the anharmonic case, this mutual proportionality is broken because the influence of the electron on the lattice becomes nonlinear as seen from the equation of motion (18).

In the opposite limit \(\beta \to \infty\), the nonlinear term in the DNLS equation (28) is transformed to the linear one, so that the nonlinearity in this equation disappears and, as a result, the localization effect should diminish. In other words, the nonlinearity is saturated and one should expect that wide (extended) polaron solutions can exist as well, contrary to the harmonic Holstein model which admits either very narrow polaron solutions or completely extended (delocalized) states. Therefore, the core anharmonicity leads to the DNLS equation with the saturation nonlinearity. It follows from Fig. 1 that realistic potentials should reveal the saturation effect even more.

To study analytically the polaron solutions to Eqs. (16) and (18) with the constraint (19), we use a variational approach, using both a discrete trial function defined on the 2D lattice and a 2D continuous trial function. Each of these functions is chosen to have only one variational parameter describing the size of localization. Substituting a discrete trial function into the expression for the energy (27) or a continuous trial function into the continuum version of this energy, we shall obtain a corresponding function with respect to the variational parameter which can be minimized and its optimal value can be calculated.

A. Discrete variational approximation

In this subsection we use the discrete variational approach, assuming the exponentially decreasing behavior of a trial 2D lattice function for the field \(\varphi_{mn}\) normalized by the condition (19). From the symmetric point of view the following two "opposite" positions of the polaron center should be considered: (i) the polaron is located exactly at a lattice site and (ii) at the middle point between the four nearest-neighbor lattice sites (the central point of the lattice cell). Intuitively, the on-site position (i) seems to have lower energy. However, this should be checked. For this first case we consider the discrete normalized trial function

\[\varphi_{mn} = Aq^{m+n}|n|, \quad A = A(q) = \frac{1 - q^2}{1 + q^2},
\]

(30)

with the variational parameter \(q, 0 < q < 1\), which determines how strongly the polaron is localized. The substitution of this trial function into the expression (27) yields

\[E = 4 \left(1 - q^2\right)^2 \left[\right] - \alpha\left[\right] - \alpha\left[\right] + 4\left[\right] + 4\left[\right],
\]

(31)

For the polaron states centered in the middle of the lattice cell we consider the second ansatz as follows:

\[\varphi_{mn} = \frac{1}{2}\theta(q)(1 - q^2)^2 q^{m+n},
\]

(32)

where \(\theta(q) = q^{-2}\) if \(m \geq 1\) and \(n \geq 1\), \(\theta(q) = q^{-1}\) if \(m \leq 0\) and \(n \geq 1\) or \(m \geq 1\) and \(n \leq 0\), and \(\theta(q) = 1\) if \(m \leq 0\) and \(n \leq 0\). Substituting this ansatz into Eq. (27), we obtain the second expression for the variational energy:

\[E = 2(1 - q^2) - \left[\right] + \left[\right] \times \sum_{m,n} \left[\right],
\]

(33)
We find the optimal value $q = q_0$ from the condition that the energy $E$ attains a minimum at this value. As a result, we have found that the energy (31) is lower than the energy (33). Therefore, in what follows we shall use only the trial function (30). In the harmonic limit the energy (31) is reduced to the expression

$$E = \frac{4(1-q)^2}{1+q^2} - \frac{g}{2} \frac{(1-q)^2(1+q^4)^2}{(1+q^2)^5}$$

obtained by Kalosakas et al.\textsuperscript{20} Note that in the limit of extended states $q \rightarrow 1$ and for this case the trial ansatz (30) is transformed to the explicit form which should be written for any finite square domain consisting of $N^2$ lattice sites. The normalized function $\varphi_{mn}$ for the uniformly extended states is $\varphi_{mn} = N^{-1}$, so that the energy (31) for this square becomes

$$E_N = \alpha \left[ (N^2/\beta) \ln(1 + \beta N^2) - 1 \right].$$

In the limit of the infinite square domain we have $\lim_{N \rightarrow \infty} E_N = 0$. Therefore, for localized states there should be a certain value $q = q_0$ at which the variational energy (31) takes its minimal (negative) value.

The variational energy of the system $E$ given by Eq. (31) is plotted in Fig. 2 as a function of the parameter $q$ for different values of the characteristic parameters $\alpha$ and $\beta$. Let $q = q_0 = q_0(\alpha, \beta)$ be the minimum of each curve $E = E(q)$. Contrary to the results for the harmonic approximation,\textsuperscript{20} the polaron width, which depends drastically on the parameters $\alpha$ and $\beta$, can be quite large. Indeed, we have $q_0 = 0.242$ for $\alpha = 7$ and $\beta = 12$ (curve 1) which corresponds to the narrow solution, but $q_0 = 0.562$ for $\alpha = 3$ and $\beta = 10$ (curve 2) which is the intermediate case, and even $q_0 = 0.841$ at $\alpha = 1$ and $\beta = 20$ (curve 3). The latter set of the parameter values for $\alpha$ and $\beta$ provides a fairly extended profile. The cross section of the 2D profile $|\varphi_{mn}| = \varphi_{mn}$ at $m = 0$ calculated according to the ansatz (30) for these three solutions $q = q_0$ is plotted in Fig. 3. Therefore, we have shown, at least, within the logarithmic approximation, the existence of the 2D polaron solutions admitting, in dependence of the parameters $\alpha$ and $\beta$, the whole spectrum of polaron widths, contrary to the case of the harmonic approximation\textsuperscript{20} where only narrow localized states can exist.

Now let us analyze the role of the parameters $\alpha$ and $\beta$ in the polaron formation more precisely. We have calculated the two dependences of the solution $q = q_0$ on $\alpha$ for $\beta$ fixed and, vice versa, $\beta$ for $\alpha$ fixed. The solution $q_0 = q_0(\alpha)$ as a function of $\alpha$ is presented in Fig. 4 for three values of the parameter $\beta$: $\beta = 3$ (curve 1), $\beta = 5$ (curve 2), and $\beta = 10$ (curve 3). The important result is that the polaron state does not exist for all values of $\alpha$, but only for $\alpha$ greater than a critical value $\alpha_c = \alpha_c(\beta)$. At $\alpha = \alpha_c$ the optimal variational parameter $q_0$ attains its maximum value that corresponds to the broad polaron solution and it decreases gradually with the increase of $\alpha$. This means that the polaron is getting more and more narrow when the nonlinear term in Eq. (28) increases, but the saturation parameter $\beta$ is constant. Figure 4 also demonstrates how the critical value $\alpha_c$ depends on the parameter $\beta$: it decreases when $\beta$ increases. This behavior can be explained by the form of the nonlinear term in Eq. (28): the decrease of $\alpha$ and the increase at the same time of

![FIG. 2. The total energy $E(q)$ given by Eq. (31) and plotted as a function of the variational parameter $q$ for the following three sets of parameter values: $\alpha = 7$ and $\beta = 6$ (curve 1), $\alpha = 3$ and $\beta = 10$ (curve 2), and $\alpha = 1$, $\beta = 20$ (curve 3).](image1)

![FIG. 3. The $m = 0$ section of the polaron profile for the normalized lattice function $|\varphi_{0n}| = \varphi_{0n}$ at $\alpha = 7$, $\beta = 6$ (curve 1), $\alpha = 3$, $\beta = 10$ (curve 2), and $\alpha = 1$, $\beta = 20$ (curve 3).](image2)

![FIG. 4. Optimal value, $q_0$, of the variational parameter $q$ as a function of $\alpha$ at the three values of $\beta$: $\beta = 10$ (curve 1), $\beta = 5$ (curve 2), and $\beta = 3$ (curve 3).](image3)
\[ E = \int [ (\nabla \varphi)^2 - (\alpha/\beta) V(\beta \varphi^2) ] dx_1 \ldots dx_d, \]
\[ \nabla = (\partial_{x_1}, \ldots, \partial_{x_d}). \quad (36) \]

From the point of view of analytical calculations it is convenient to use the following continuous normalized trial function:

\[ \varphi = \varphi(x_1, \ldots, x_d) = (\mu/2)^{d/2} \sum_{i=1}^{d} \text{sech}(\mu x_i) \quad (37) \]

with the variational parameter \( \mu \). Using the series expansion (4) and the trial function (37), by straightforward calculations we obtain

\[ E(\mu) = \frac{d}{3} \mu^2 + \alpha \sum_{j=2}^{\infty} \frac{c_j^2}{j} [-\beta(\mu/2)^d]^{j-1}, \quad (38) \]

where the constants \( c_j \)'s are defined by

\[ c_j = \frac{1}{2} \int \text{sech}^2 \xi d\xi = \frac{(2j-2)!!}{(2j-1)!!}. \quad (39) \]

Since all the coefficients \( c_j \) are bounded from above, say, beginning from \( j \geq 4 \), we have \( c_j \leq 48/105 < 1/2 \), the series in the energy (38) is well-defined in the interval \( 0 < \mu \leq 2(2\beta^{-1})^{1/d} \). Therefore for sufficiently small solutions \( \mu \) (when the continuum limit indeed can be applied) we can get some reasonable results. Particularly, we can consider the harmonic limit which is easily obtained from the expansion (38) if only the term with \( j = 2 \) is kept. Consequently, taking into account that \( c_2 = 2/3 \), one can write the following expression for the variational energy in the harmonic limit:

\[ E(\mu) = (d/3) \mu^2 - (g/2)(\mu/3)^d. \quad (40) \]

Similarly, rewriting Eq. (22) in the continuum limit, one can calculate the binding energy \( e \) in the harmonic approximation:

B. A variational approach in the continuum limit

The discrete approximation described in the previous subsection is supposed to work well for narrow solutions while for broad polarons this approach seems to be crude. In order to check this, it is reasonable to treat our system in the continuum limit, using an appropriate 2D continuous trial function. To compare the results for the 2D case with those for other dimensions and since the calculations can be easily performed for any dimension \( d \), we consider here the general case. Thus, in the continuum limit we substitute the \( d \)-dimensional lattice vector \((n_1, \ldots, n_d)\) by the continuous vector \((x_1, \ldots, x_d)\), setting \( x_1 = n_1, \ldots, x_d = n_d \). Then the discrete expression (27) is transformed to
\[ e(\mu) = (d/3)\mu^2 - g(\mu/3)^d. \] (41)

The total variational energy \( E(\mu) \) given by Eq. (40) has a nontrivial minimum only in the 1D case. This minimum is attained at \( \mu_0 = g/4 \), so that the variational solution for the 1D Holstein model:

\[ \varphi(x) = (g/8)^{1/2} \text{sech}(gx/4), \quad \varepsilon = -g^2/16 \] (42)

coinsides with the exact solution (in the harmonic limit) of the corresponding continuum version of the DNLS equation [see Eq. (28)]

\[ \varphi'' + g \varphi^3 + \varepsilon \varphi = 0, \] (43)

where the function \( \varphi(x) \) satisfies the continuum version of the normalization condition (19). It is important to note that this solution is valid for sufficiently small values of the coupling parameter \( g \) (\( g \ll 1 \)) when the continuum approximation is applied.

As for the 2D case, the minimum of the energy (40) is indefinite, but it occurs only at the fixed value of the coupling constant: \( g = 1/12 \); it takes the zero value, the same as for the delocalized state. There are no minima in higher dimensions. However, if any anharmonicity is involved, a minimum may appear in the two dimensions. Indeed, let us consider the next term in the series expansion (38) when \( d = 2 \). Then we obtain the expression

\[ E(\mu) = \frac{2}{3} \mu^2 \left(1 - \frac{g}{12} + \frac{2}{225}g^2 \beta \mu^2 \right). \] (44)

For the continuum limit to be applied we need the variational parameter \( \mu \) to be as small as possible (\( \mu \ll 1 \)). One can see from expression (44) that this happens if the coupling parameter \( g \) exceeds 12, so that the sum of the first two terms is negative and it is close to 1 while the second (positive) term should increase as much as possible. This can be achieved for large values of \( \beta \). The minimum of the energy (44) occurs at

\[ \mu_0 = \frac{15}{2\beta} \sqrt{\frac{\beta}{12}} \frac{1}{\alpha}. \] (45)

Thus, contrary to the 1D case (where the inequality \( g \ll 1 \) is required for the existence of wide polaron profiles), the broad 2D polaron solutions can exist only if the inequality \( g > 12 \) is approximately satisfied. Below this will be confirmed numerically by exact results. Therefore, it should be emphasized that the range of the system parameters for which well-defined polaron solutions exist critically depends on spatial dimensionality.

Similarly, one can also calculate the binding energy \( \varepsilon \) adding the next term in the series expansion to the harmonic approximation (41). Using then the solution (45), we obtain the dependence

\[ \varepsilon = \varepsilon(\alpha, \beta) = -\frac{25}{4\beta} \left(11 + \frac{5}{g} + \frac{4}{3}\right). \] (46)

This energy is negative for all \( g > 12 \) and it decreases linearly (approximately) with the increase of the parameter \( \alpha \) at fixed values of \( \beta \). It also decreases with the growth of the parameter \( \beta \) at fixed values of \( \alpha \). This behavior described by the

\[ \text{FIG. 7. Amplitude } A \text{ of the } \varphi_{mn} \text{ lattice field against the saturation parameter } \beta \text{ obtained at the value } \alpha = 1 \text{ within the discrete variational approach (dotted curve), in the continuum limit (dashed curve), and by minimization (solid curve).} \]

C. Results obtained by minimization

In the previous two subsections we have studied the system of Eqs. (16) and (18) under the various approximations in order to have an idea about its general features. Now we want to establish how good our variational approximations are and also whether the polaron solutions are stable or not. Exact standing polaron solutions to the problem can be found numerically by minimization of the energy (27) under the constraint (19). This constraint means that the polaron solutions (more precisely, the \( \varphi_{mn} \) profile) have to be found on the multidimensional sphere (19). This conditional minimization problem was solved by using the conjugate-gradients method. The results of the discrete variational approximation were used as initial conditions for the minimization procedure. For narrow polaron solutions they appeared to be quite good approximations. The comparison of the exact results obtained by minimization with both the variational approximations is given in Fig. 7. Here we have plotted the amplitude \( A = \max[\phi_{mn}] = \max[\varphi_{mn}] \) found by these three different techniques: the dotted curve was obtained by the discrete variational procedure and calculated according to Eq. (31), the dashed curve was found using the continuous variational approach and calculated by summing the series (38) with \( d = 2 \), and the solid curve is the numerical solution obtained by minimization. Each of these solutions demonstrates the nonexistence of localized solutions for sufficiently small \( \beta < \beta_c \). As illustrated by the dashed and solid curves, near the critical value \( \beta_c \), where the polaron solutions are extended, the results obtained by minimization and the continuous variational method practically coincide. On the other hand, far away from the point \( \beta_c \), when the polaron solutions become narrow, the discrete variational solution is close to that obtained by minimization (compare the dotted and solid curves).
The 2D profiles of the $u_{mn}$ and $\omega_{mn}$ components which were obtained by minimization are shown in Fig. 8. In Fig. 9 we show a direct comparison between the numerically obtained solution and the one obtained by the discrete variational method for the case in Fig. 8. The agreement of the results is excellent for both the polaron components. Similarly, we examined the continuous variational method. The two-component polaron profile shown in Fig. 10 is quite wide and therefore it is reasonable to compare it with the corresponding results obtained within the continuous variational approach. Such a comparison is presented in Fig. 11 for the $m=0$ section of both the polaron components. Again, the agreement is quite satisfactory. Finally, the polaron profiles obtained by minimization were used as initial data for the simulations of the basic equations of motion (9) and (10), using the fourth-order Runge-Kutta method. The solutions were found to be real stationary; the initial profile did not change during the time evolution of 1000 periods $T = 2\pi/\sigma e$ of carrier oscillations.

Using the minimization procedure, we have also calculated the dependence of the binding energy $\varepsilon$ on the system parameters $\alpha$ and $\beta$, using the expression [see Eqs. (22) and (26)]

$$\varepsilon = \sum_{m,n} \left[ (\varphi_{m+1,n} - \varphi_{mn})^2 + (\varphi_{m,n+1} - \varphi_{mn})^2 \right]$$

$$- g \varphi_{mn}^4 / (1 + \beta \varphi_{mn}^2).$$

Particularly, the solid curve in Fig. 12 describes the behavior of $\varepsilon$ as a function of the saturation parameter $\beta$ at a fixed value of $\alpha$. The dashed line in this figure illustrates the approximate dependence (46) which approaches the exact curve for small values of $\beta$, as expected due to taking into account only the cubic term in the series expansion. As mentioned above, the dependence $\varepsilon = \varepsilon(\alpha, \beta)$ is in correspondence with the stability criterion obtained previously$^{29,30}$ in the case of the 2D DNLS equation. Also, the full numerical solutions with the polaron as an initial condition indicate stability.
would allow us to find for each velocity fact, we need to have some numerical procedure which width is sufficiently large, i.e., in the continuum limit. In to the lattice, we expect to get their motion when the polarons. Since the polarons with narrow profile are pinned by using appropriate discretizations of spatial partial derivatives.

In order to find soliton solutions of large extent in the 1D case which are smooth lattice fields, the numerical procedure is quite simple. However, it becomes much more sophisticated in higher dimensions. Below we develop this approach by using appropriate discretizations of spatial partial derivatives.

Let us consider the propagation of some stationary profile with a constant velocity \( s = (s_1, s_2) \) in the direction given by

\[
\frac{d^2 u_n}{d \tau^2} = (s_1 \partial_x^2 + 2 s_1 s_2 \partial_x \partial_y + s_2 \partial_y^2) \varphi
\]

\[
= s_1^2 (\varphi_{m+1,n} - 2 \varphi_{mn} + \varphi_{m-1,n}) + 2 s_1 s_2 (u_{m+1,n} + u_{m,n+1} - 2 u_{mn} - u_{m+1,n-1} - u_{m-1,n+1} + u_{m,n-1})
\]

\[
+ u_{m-1,n}) + s_2^2 (\varphi_{m,n+1} - 2 \varphi_{mn} + \varphi_{m,n-1})
\]

Then the difference equations (16) and (18), with the left-hand side replaced by the right-hand side of Eq. (50), are obtained as extremum conditions \( \partial L/\partial \varphi_{mn} = 0 \) and \( \partial L/\partial u_{mn} = 0 \) of the discretized Lagrangian function.
Note that this procedure is applied only for sufficiently wide polaron profiles.

Similarly to the previous section, we found the profile of moving polaron solutions by minimization. This minimization procedure was performed using the conjugate-gradients method.

### A. Single-polaron motion

The numerical results that describe the motion of a single 2D polaron are presented in the set of Figs. 13 and 14. Thus, the first panels (a,b) of Figs. 13 and 14 represent the initial (at \(\tau=0\)) two-component polaron profiles found by the minimization of the function \(-\bar{L}\). By an appropriate choice of the system parameters, these profiles were chosen to be sufficiently narrow, in order to demonstrate braking the polaron due to its pinning to the lattice, and extended, to get uniform polaron motion. The final (at \(\tau=300\)) polaron profiles are presented in the second panels (c,d) of these figures. Figure 13 shows that at the beginning of the motion the polaron loses some part of its velocity, it became wider, and afterwards its motion was stabilized with less velocity and without emission of small-amplitude waves. This part of the polaron kinetic energy was transformed to some breatherlike lattice oscillations that were left at the initial position of the polaron. This indicates that if one forces the narrow state to

\[
\bar{L} = L(\varphi_{mn}; u_{mn}) = -\sum_{m,n} \left\{ \cos k_1(\varphi_{m+1,n} - \varphi_{mn})^2 + \cos k_2(\varphi_{m,n+1} - \varphi_{mn})^2 + \alpha u_{mn}\varphi_{mn}^2 \right. \\
\left. -\frac{1}{2}[s_1(u_{m+1,n} - u_{mn}) + s_2(u_{m,n+1} - u_{mn})]^2 + V(u_{mn}) \right\}.
\]
move, it tends to transform into a broader stable state which then moves almost uniformly without changing its form. On the other hand, as illustrated in Fig. 14, the wide polaron propagates freely with the constant velocity, retaining its shape and the direction of propagation. The effective mass of a polaron, i.e., the 2D soliton, can be calculated numerically according to the formula

$$M_0 = \frac{2J}{\omega_0^2} \lim_{s \to 0} \frac{E(s) - E(0)}{s^2} = \frac{J}{\omega_0^2} \bar{M}_0,$$

where the energy $E(s)$ is calculated according to Eq. (23) and $\bar{M}_0$ is the dimensionless polaron mass. Here the effective polaron mass $M_0$ has been defined from the expansion of the total energy of a moving polaron into the series with respect to the velocity $v$ and finding the coefficient at $v^2/2$, similarly to the procedure of calculating the effective mass of an electron $m_0$ in the band (15): $m_0 = \hbar^2/2l^2J$ with $l$ being the lattice spacing constant. In the units of $Jl^2/\omega_0^2$ the (dimensionless) effective electron mass is $\bar{m}_0 = 1/2\sigma^2$. For the parameter values $\alpha = 1$, $\beta = 12$, and $\sigma = 0.2$ we have found $\bar{M}_0 = 12.36$, while the effective electron mass in the band is $\bar{m}_0 = 12.50$. Therefore, we have obtained that the polaron mass is less than the band electron mass. This occurs because the energy level (22) goes down with increasing the polaron velocity $s$. The value $\bar{M}_0 = 12.36$ has been obtained for the two directions of polaron propagation: along the $m$ axis and the lattice diagonal.

B. Two-polaron interactions

Now we are interested in the interaction of two polarons on the square lattice. We assume the two electrons to be noninteracting particles, so that we can work in the framework of the model described in Sec. II. However, the physical meaning of the wave function $\psi_{mn}$ becomes a bit different, namely, now we assume $|\psi_{mn}|^2$ to be the probability of two electrons to be found on the site $(m,n)$. Therefore the normalization condition (2) should hold in our simulations. Despite the electrons are assumed to be noninteracting particles, an effective attractive interaction between them appears due to the lattice deformation forming a stable bipo-
laronic state. Thus, the simple analytical arguments\textsuperscript{32} in the harmonic approximation for 1D standing polarons show that the binding energy per one electron is four times larger in the bipolaronic state than in the polaronic state with one electron (it is much easier for two electrons to dig a potential well when they are together than separated by a long distance).

However, in the case of moving polarons, such a bound state will not be formed if the relative velocity of two polarons is too high, when the kinetic energy of the polarons exceeds the energy of their binding.

We collide the two moving polarons, the profiles of which are obtained by the minimization techniques described above. In order to find their initial profiles correctly, we notice that the probability of each electron localized separately on the lattice is 1/2 instead of 1. Therefore the normalization condition (19) in the minimization procedure should be changed accordingly, i.e., 1 should be replaced by 1/2 for both the electrons which are sufficiently separated. We simulated the collision on the 200×200 square lattice and found that the polarons interact practically elastically for all initial velocities, except for very small ones when the duration of their interaction is very large. In the latter case, the collision was observed to be destructive. This can be explained as follows. At low velocities the time of the polaron interaction is quite long, resulting in strong effective perturbation of each polaron. Since the minimum of the variational energy (31) for extended polarons is very shallow (see Fig. 2), it is quite easy to “kick out” a polaron from this ground state. It may be possible that during long time the polaron will come back to this ground state, but it is difficult to observe this in numerical experiments due to long integration time and large lattice size. However, if we choose the parameter values that correspond to narrower polarons, their collision with these small velocities was observed to be nearly elastic. The results of the two-polaron collision with higher velocities are presented in Fig. 15. The polarons were started to move towards each other not along the same line, but parallelly with a sufficiently small distance between the lines of their motion. This distance was less than the width of the polaron, see Fig. 15. As illustrated by this figure, the interaction of the polarons is close to being elastic. Note that the time intervals at which the collision contours are shown in this figure are not equidistant. Finally, we would like to mention that the detailed interaction is really very complex and depends on several parameters. This is the subject for future studies and it is beyond the scope of the present paper.

FIG. 15. Interaction of two extended polarons in the lattice with $\alpha = 1$, $\beta = 14$, and $\sigma = 0.2$ shown by profile contours for the $u_{\text{pol}}$ polaron component at the time instants: (a) $\tau = 200$, (b) $\tau = 250$, (c) $\tau = 275$, and (d) $\tau = 325$. The direction of polaron propagation and their velocities are given by the vectors $k = (0.5, 0.5)$ and $s = (0.192, 0.192)$. 
V. CONCLUSIONS

In this paper we have studied the polaron problem, i.e., the interaction of an extra electron (generally, a quantum quasiparticle) with the two-dimensional (2D) square lattice within the well-known Holstein model with local electron-lattice coupling. This is the simplest model in the polaron theory and its solution is known when the on-site potential is harmonic. The results known for one dimension drastically differ from those in two or three dimensions. Thus, while for the 1D model the localized (polaron) solutions exist for any values of system parameters and there is the continuous transition from the small-polaron regime to the large one, in two or three dimensions the polaron solutions are known to exist only for sufficiently strong electron-lattice coupling. Moreover, these self-trapped states appear to be quite narrow, localized mainly at one lattice site. If the electron-lattice interaction is not strong enough, only completely delocalized states exist, even for sufficiently strong electron-lattice coupling. More precisely, for simulations of the equations of motion showing that stable moving polarons of a certain extent are indeed possible. We have also obtained the diagram on the plane of system parameters which shows the areas of existence and nonexistence of the 2D polaron solutions.

We have also found that the presence of an anharmonicity “splits” the electron-lattice coupling parameter \( g = \chi^2/M \omega_0^2 \) [see Eqs. (8) and (29)], commonly used in the polaron theory, into the two parameters \( \alpha \) and \( \beta \) describing the two effects. The former parameter describes the depth of a potential well (compared to its width) that traps an external electron while the latter one determines the source strength for the lattice distortion created by the electron. In the harmonic limit both the equations of motion (9) and (10) are linear and, as result, the self-trapping constant \( g \) is obtained just by the multiplication of these constants [see Eq. (29)].

Note that the nonlinearity of the polaron problem comes from this product. However, in the general case, these constants are separated and such a splitting should be generic in any “anharmonic” polaron theory. Note also that the anharmonicity has its own parameter which differs from \( \alpha \) and \( \beta \). Finally, it should be mentioned that the results on the polaron mobility obtained in this paper are relevant to problems of electron transport in condensed-matter systems.
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