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A Study of Phase Noise in Colpitts and LC-Tank CMOS Oscillators

Pietro Andreani, Member, IEEE, Xiaoyan Wang, Luca Vandi, and Ali Fard

Abstract—This paper presents a study of phase noise in CMOS Colpitts and LC-tank oscillators. Closed-form symbolic formulas for the 1/f² phase-noise region are derived for both the Colpitts oscillator (either single-ended or differential) and the LC-tank oscillator, yielding highly accurate results under very general assumptions. A comparison between the differential Colpitts and the LC-tank oscillator is also carried out, which shows that the latter is capable of a 2-dB lower phase-noise figure-of-merit (FoM) when simplified oscillator designs and ideal MOS models are adopted.

Several prototypes of both Colpitts and LC-tank oscillators have been implemented in a 0.35-μm CMOS process. The best performance of the LC-tank oscillators shows a phase noise of —142 dBc/Hz at 3-MHz offset frequency from a 2.9-GHz carrier with a 16-mW power consumption, resulting in an excellent FoM of ~189 dBc/Hz. For the same oscillation frequency, the FoM displayed by the differential Colpitts oscillators is ~5 dB lower.

Index Terms—CMOS, Colpitts, LC-tank, oscillators, phase noise.

I. INTRODUCTION

The continuing massive research production in the area of integrated radio-frequency (RF) voltage-controlled oscillators (VCOs) has probably not escaped the attention of any JSSC reader with but a superficial interest in RF applications. Such a focus on VCOs is certainly not unwarranted, as they still attract the serious attention of the RF community, the differential Colpitts oscillator has also received substantial attention in recent years, particularly differential LC-tank oscillators, supplanting the classical differential LC-tank oscillator, in one or another of its many variants, has become the standard choice in the RF community, the differential Colpitts oscillator has also been the subject of several recent works (see e.g., [1], [2], [4], [5], [3]), in the reasonable attempt of extending the outstanding phase-noise performances of single-ended Colpitts oscillators to differential versions as well.

While the classical differential LC-tank oscillator, in one or another of its many variants, has become the standard choice in the RF community, the differential Colpitts oscillator has also been the subject of several recent works (see e.g., [1], [2], [4], [5], [3]), in the reasonable attempt of extending the outstanding phase-noise performances of single-ended Colpitts oscillators to differential versions as well.

Although the excellent behavior of the Colpitts oscillator had already been experimentally recognized several decades ago, the first theoretical explanation for it had to await Hajimiri’s and Lee’s relatively recent seminal paper on phase noise [6]. In [6], the very low Colpitts phase noise was traced back to the weak impact that the noise from the transistor had on the phase noise itself. Central in Hajimiri’s approach is the concept of Impulse Sensitivity Function (ISF, with symbol Γ), whose lesson is that the impact of any noise source on the oscillator phase noise varies across the oscillation period. This key insight can be rephrased in the following way: the same amount of noise generates a different level of phase noise, depending on when the noise source is active. An impressive example of this fact will be demonstrated in Section III.

Hajimiri was able to show that numerical results derived from the ISF theory matched well experimental results from a number of oscillators, including a single-ended Colpitts. A differential CMOS Colpitts oscillator design making partial use of a numerical ISF approach was presented in [4], while an analysis leading to a mixed numerical-symbolic phase noise equation for a single-ended CMOS Colpitts oscillator was undertaken in [7], where, however, the time-variant nature of the noise to phase-noise conversion was neglected.

The present work has two main goals: 1) to provide a closed-form symbolic expression for the phase noise displayed by the CMOS Colpitts oscillator (either single-ended or differential, see Fig. 1) in the 1/f² region, making use of the ISF theory and 2) based on this result, to compare the phase-noise performance of the differential Colpitts oscillator with that of the more popular differential LC-tank oscillator, in order to ascertain whether it is justified to target the Colpitts oscillator as a better substitute for the LC-tank oscillator.1

The rest of this paper is organized as follows. Section II develops the symbolic phase-noise ISF analysis for the Colpitts oscillator, while Section III compares these results with those obtained when the time-variant nature of phase noise generation is neglected, evidencing the large error so introduced. Section IV derives in a rigorous way a closed-form equation for the 1/f² phase noise in LC-tank oscillators. The comparisons and considerations in Section V show that the LC-tank oscillator is the better one, at least with regards to performances in the 1/f² phase noise region; Section VI presents actual measurement results on both Colpitts and LC-tank oscillators, supporting the conclusions of Section V; and Section VII summarizes this work’s most important contributions.

II. PHASE-NOISE ANALYSIS IN COLPITTS OSCILLATORS

A. Conduction Angle and Oscillation Amplitude

The single-ended Colpitts oscillator under analysis is shown in Fig. 1(a), where resistance $R_t$ accounts for the losses in both

---

1The definition “LC-tank oscillator” is actually rather vague, since a Colpitts oscillator is of course a kind of LC oscillator as well. Nevertheless, following the current praxis, we assume in this work that the LC-tank oscillator is the one in Fig. 2, and nothing else.
and capacitors. We assume throughout this work that the ideal square-law relation between $I_{ds}$ and $V_{gs}$ describes the behavior of the MOS transistor. Although it is well-known that this assumption is optimistic in deep-submicron CMOS processes, it has the advantage of leading to manageable results, and, more importantly, results that can be taken as upper boundaries for the performances of the real Colpitts oscillator. The impact of second-order deviations from the square law will be qualitatively discussed in Section V.

We start our analysis with the consideration that, even for a moderately selective resonator, all transistor current harmonics higher than the fundamental are filtered off, and can be disregarded in the calculation of the voltage amplitude at the output of the oscillator. Assuming that the transistor loads $C_2$ only weakly, we can simplify the treatment by assuming that the ac voltage $V_a(t)$ at the source of the transistor is sinusoidal with amplitude $A_s$ and angular frequency $\omega_b$. Therefore, with arbitrary phase at $t = 0$, we have

$$V_a(t) = -A_s \cos(\omega_b t)$$  \hspace{1cm} (1)

or

$$V_a(\phi) = -A_s \cos(\phi)$$  \hspace{1cm} (2)

where the angle $0 \leq \phi \leq 2\pi$ is used instead of $\omega_b t$.

Calling $V_{\text{out}}$ the effective DC voltage between MOS gate and source, $I_{ds}$ is written as

$$I_{ds}(\phi) = \frac{\beta}{2} A_s^2 \left[ -V_{\text{out}} + A_s \cos(\phi) \right]^2$$  \hspace{1cm} (3)

where $\beta = \mu C_{ox} W/L$ ($\mu$ being the electron mobility, $C_{ox}$ the gate oxide capacitance per unit area, and $W$ and $L$ the transistor width and length, respectively), and $V_{\text{out}}$ is a DC-voltage. It is well known that the active device in the Colpitts oscillator works in a class-C manner, meaning that it delivers more or less narrow current pulses for a (small) fraction of the oscillation period, referred to as conduction angle, and is in the off-state for the rest of the period. It is immediate from (3) that class-C operations entail a positive value for $V_{\text{out}}$, while the limit between class C and class B is given by $V_{\text{out}} = 0$. Calling $\Phi$ half the conduction angle, for which $I_{ds}$ becomes zero, we obtain from (3)

$$\cos(\Phi) = -\frac{V_{\text{out}}}{A_s}$$  \hspace{1cm} (4)

and (3) becomes

$$I_{ds}(\phi) = \frac{\beta}{2} A_s^2 \left[ \cos(\phi) - \cos(\Phi) \right]^2.$$  \hspace{1cm} (5)

Obviously, the DC value for the MOS current must be equal to the bias current $I_B$; therefore, over one signal period we must have

$$I_B = \frac{1}{2\pi} \int_0^\Phi I_{ds}(\phi) d\phi = \frac{\beta}{2\pi} A_s^2 \left[ -\frac{3}{2} \cos(\Phi) \sin(\Phi) + \frac{\Phi}{2} + \Phi \cos^2(\Phi) \right]$$  \hspace{1cm} (6)

which is very well approximated by

$$I_B \approx \frac{\beta A_s^2}{15\pi} \Phi^5 \left( 1 - \frac{4}{21} \Phi^2 \right).$$  \hspace{1cm} (7)

Neglecting the higher order term, a simple and still quite accurate expression for small $\Phi$ values is

$$\Phi \approx \left( \frac{15\pi I_B}{\beta A_s^2} \right)^{\frac{1}{5}}.$$  \hspace{1cm} (8)

We proceed by calculating the first harmonics $I_1$ of the current generated by the transistor. By means of Fourier’s theory, and considering that $I_{ds}$ is an even function of $\phi$, we obtain

$$I_1 = \frac{1}{\pi} \int_0^\Phi I_{ds}(\phi) \cos(\phi) d\phi = \frac{\beta}{\pi} A_s^2 \left[ \frac{1}{3} \cos^2(\Phi) \sin(\Phi) + \frac{2}{3} \sin(\Phi) - \Phi \cos(\Phi) \right]$$  \hspace{1cm} (9)

This first part of the analysis resembles quite closely Huang’s [7], with the difference that we make an explicit use of the conduction angle $2\Phi$, defined in (4). This choice results in very simple equations, and allows a direct estimation of the impact of the relative width of the current pulses on the oscillator behavior.
which is simplified to
\[ I_1 \approx 2 \frac{\beta A_2^2}{15 \pi} \left( 1 - \frac{11}{42} \Phi^2 \right). \]  
(10)

Using (7) and (10), we are able to express \( I_1 \) as
\[ I_1 \approx 2 I_B \left( 1 - \frac{\Phi^2}{14} \right). \]  
(11)

To find the voltage amplitude generated by \( I_1 \) we follow the describing-function approach [8], where the large-signal transconductance \( G_m \) of the transistor is calculated as
\[ G_m = \frac{I_{ds,\text{fund}}}{V_{gs,\text{fund}}}. \]
\( I_{ds,\text{fund}} \) and \( V_{gs,\text{fund}} \) being the first harmonics of drain current and gate-source voltage, respectively. Using the actual values of \( I_{ds,\text{fund}} \) and \( V_{gs,\text{fund}} \), \( G_m \) becomes
\[ G_m = -\frac{I_1}{A_s}. \]  
(12)

Assuming a high quality factor \( Q \) for the resonator, it is straightforward to show [8], and will not be repeated here, that the use of (12) results in an angular frequency of oscillation
\[ \omega_0 = \frac{1}{\sqrt{LC}} \]  
(13)

where
\[ C \equiv \frac{C_1 C_2}{C_1 + C_2} \]  
(14)

and in an \( A_s \) equal to
\[ A_s = I_1 R_i (1 - n)n \]  
(15)

with
\[ n \equiv \frac{C_1}{C_1 + C_2}. \]  
(16)

Further, the voltage \( V_{\text{tank}}(\phi) \) at the Colpitts output (see Fig. 1) is given by
\[ V_{\text{tank}}(\phi) = V_s(\phi)/n = -A_{\text{tank}} \cos(\phi) \]  
(17)

with peak amplitude
\[ A_{\text{tank}} = I_1 R_i (1 - n). \]  
(18)

Through (11) and (18), \( A_{\text{tank}} \) can be expressed as a function of bias current and conduction angle:
\[ A_{\text{tank}} = 2 I_B R_i (1 - n) \left( 1 - \frac{\Phi^2}{14} \right). \]  
(19)

1) Single-Ended Versus Differential: Although the previous equations have been obtained in the single-ended case, it is straightforward to extend them to the differential Colpitts of Fig. 1(b), where a differential mode of operation is enforced either by coupling the two single-ended oscillators through the floating capacitor\(^4\) \( C_{\text{f}}' \), or, new in this work, by coupling them through a center-tapped inductor. Both techniques may of course be employed in the same design, as in Fig. 1(b). The use of a center-tapped inductor alone results in a differential-mode inductance value of \( L/(1 + k) \) and a common-mode inductance value of \( L/(1 - k) \), where \( k \) is the coupling factor between the two inductors of the center-tapped coil. Since \( k \) is very high (\( \approx 0.9 \)), the quality factor of the common-mode inductance is too low to sustain steady-state oscillations, and only differential-mode oscillations survive. In this way, a floating \( C_{\text{f}}' \) is not needed for the enforcement of differential-mode operations, which means that the oscillation frequency of the differential Colpitts can be aggressively increased by allowing most or all of \( C_2 \) in each of the two coupled oscillators to be made of parasitic \( C_{\text{gs}} \) and \( C_{\text{bs}} \) capacitances. A second, well-known advantage of using a center-tapped inductor is its higher quality factor, compared to two separate inductors (all other things being identical).

Assuming now that differential-mode oscillations are produced, it is clear that we can analyze the behavior of each of the two oscillators in Fig. 1(b) as if it were a standalone single-ended oscillator, with an inductance value
\[ L = L'(1 + k) \]  
(20)

and a capacitance value
\[ C_2 = C_2' + 2 C_{\text{f}}'. \]  
(21)

Equations (3)–(19) describe, therefore, both the single-ended and differential Colpitts oscillator, provided that all parameters are referred to the single-ended oscillator also when considering the differential case. As an example, \( A_{\text{tank}} \) is the oscillation amplitude for each of the two phases, and \( I_B \) is half of the total current consumption, when the differential case is considered.

B. Phase Noise in the 1/\( f^2 \) Region

In the following, we are going to derive an expression for the phase noise of the Colpitts oscillator, valid for both the single-ended and the differential topology. All equations will be referred to a single-ended oscillator output, the phase noise itself being independent of this choice [9].

Referring to a general oscillator, it has been shown [6], [10] that the presence of a resistance \( R \) between one oscillator node and ground causes a phase noise \( \mathcal{L} \), at the offset frequency \( \Delta \omega \), given by
\[ \mathcal{L}(\Delta \omega) = 10 \log \left( \frac{\Gamma_{\text{fmax}}}{\Delta f} \frac{\Delta f}{2 \Delta \omega^2} \right) \]  
(22)

where \( \Gamma_\text{fmax} \) is the maximum amount of dynamic charge loaded onto the capacitance in parallel to \( R \) across an oscillation period, \( \frac{\Delta f}{2 \Delta \omega} \) is the power density of the stationary white noise current generated by \( \Gamma_\text{fmax} \), given by the well-known expression
\[ \frac{\Delta f}{2 \Delta \omega} = 4 k T R \frac{1}{R} \Delta f \]  
(23)

and \( \Delta f \) is the ISF of such a noise source. In a previous work [9] we have shown that, in the special case of an LC-tank oscillator generating (almost) sinusoidal signals, \( \Gamma_\text{fmax} \) is given by
\[ \Gamma_\text{fmax} = \frac{\sin^2(\phi)}{N} \]  
(24)
where \( N = 1 \) for a single-ended oscillator, and \( N = 2 \) for a differential-ended oscillator.\(^3\) Equation (24) assumes, without loss of generality, that the voltage at the node where \( \overline{V}_{R_f} \) flows is of the form \( -V_{jk} \cos(\phi) \), i.e., it has the same phase as \( V_{tank}(\phi) \). Thus, (24) can be directly used in its present form in the following analysis.

From (24), the square rms value of \( \Gamma_{R_f} \) is

\[
\Gamma_{R_f,\text{rms}}^2 = \int_0^{2\pi} \Gamma_{R_f}^2(\phi) \, d\phi = \frac{1}{2N^2}. \tag{25}
\]

When a cyclo-stationary noise source is considered, the same (22) valid for stationary noise sources can still be applied, provided that the ISF is replaced by an effective ISF \( \Gamma_{\text{eff}} \) defined as [6]

\[
\Gamma_{\text{eff}}(\phi) = \Gamma(\phi) \cdot \alpha(\phi) \tag{26}
\]

where \( \alpha(\phi) \) includes the dependence of the noise source power on \( \phi \). Equation (26) will be used to study the effects of the MOS noise current \( \overline{I}_{\text{DS}} \), which is obviously cyclo-stationary. In order to find \( \Gamma_{ib} \), defined here as the ISF associated to \( \overline{I}_{\text{DS}} \), we turn to the definition of ISF as the excess phase generated by a current impulse injected into the same oscillator node where the noise flows. It is convenient to model the drain noise current as two fully correlated grounded sources \( \overline{I}_{\text{DS,a}} \) and \( \overline{I}_{\text{DS,b}} \), each equal to \( \frac{g_m}{2} \) as in Fig. 3(b), where all circuit components except the two capacitors have been neglected, since impulsive currents flow entirely through the capacitive impedances (if present). Since \( \overline{I}_{\text{DS,a}} \) is in parallel with \( \overline{I}_{\text{DS,b}} \), we can conclude immediately that \( \overline{I}_{\text{DS,a}} \) and \( \overline{I}_{\text{DS,b}} \) possess identical ISFs:

\[
\Gamma_{ib,a} = \Gamma_{ib,b}. \tag{27}
\]

Referring again to Fig. 3, voltage \( \Delta V_{\text{DS,a}} \), measured at node \( a \) and generated by a current impulse of area \( \Delta Q \) flowing into node \( a \), is

\[
\Delta V_{\text{DS,a}} = \frac{\Delta Q}{C_2} \tag{28}
\]

while voltage \( \Delta V_{\text{DS,b}} \), still measured at node \( a \), and generated by a current impulse of the same area \( \Delta Q \), flowing this time out of node \( b \), is

\[
\Delta V_{\text{DS,b}} = -\frac{\Delta Q}{C_2} = -\frac{\Delta V_{\text{DS,a}}}{C_2} = -\Delta V_{\text{DS,a}}. \tag{29}
\]

Considering that \( \Delta V_{\text{DS,a}} \) results in the ISF \( \Gamma_{ib,a} \), (29) yields the expression for \( \Gamma_{ib,b} \) as

\[
\Gamma_{ib,b} = -n\Gamma_{ib,a}. \tag{30}
\]

\(^3\text{Equation (24) was obtained under the assumption that the state equations for the oscillator were those provided by the voltage across the capacitor and the current through the inductor in each LC tank [9]. In the case of a Colpitts oscillator there are, strictly speaking, three state equations for each phase, since the voltages across the two capacitors are in general independent of each other. However, the transistor loads \( C_2 \) lightly when the \( Q \) of the Colpitts resonator is even moderately high, and neglecting such a loading effect, the series combination of \( C_1 \) and \( C_2 \) is equivalent to a single capacitor, with value given by (14). Therefore, (24) can be used in the study of Colpitts phase noise as well.}

In reality, (30) is only approximately true, since a charge \( \Delta Q \) flowing into node \( b \) does not charge \( C_1 \), as opposed to a charge \( n\Delta Q \) flowing into node \( a \). Using now (27) and (30), the ISF for the drain noise current becomes

\[
\Gamma_{ib} = \Gamma_{ib,a} + \Gamma_{ib,b} = (1 - n)\Gamma_{ib,a} = (1 - n)\Gamma_{R_f} = (1 - n)\sin(\phi) \frac{1}{N}. \tag{31}
\]

There remains to find the effective ISF associated to the drain noise current, which is easily done by noticing that (5) yields the transconductance \( g_m \) as

\[
g_m = \beta A[\cos(\phi) - \cos(\Phi)] \tag{32}
\]

valid for \( -\Phi \leq \phi \leq \Phi \). A commonly used expression for the noise current of the MOS transistor is

\[
\overline{I}_{\text{DS}} = 4kTg_m\Delta f = 4kT\gamma A[\cos(\phi) - \cos(\Phi)] \Delta f
\]

\[
\equiv \overline{I}_{\text{DS}}[\cos(\phi) - \cos(\Phi)] \tag{33}
\]

where the simplifying assumption is made that \( \overline{I}_{\text{DS}} \) is proportional to \( g_m \) through the factor \( \gamma \), with \( \gamma = 2/3 \) in the long-channel limit. Equation (33) contains the expression for \( \alpha(\phi) \) in (26)

\[
\alpha(\phi) = \sqrt{\cos(\phi) - \cos(\Phi)}. \tag{34}
\]

From (26), (31), and (34), the effective ISF for the MOS noise current becomes

\[
\Gamma_{ib,\text{eff}}(\phi) = \Gamma_{ib}(\phi) \cdot \alpha(\phi) = (1 - n)\sin(\phi) \left[ \frac{\cos(\phi) - \cos(\Phi)}{N} \right]^b \tag{35}
\]

with square rms value

\[
\Gamma_{ib,\text{eff, rms}}^2 = \frac{1}{2\pi} \int_0^{2\pi} \sin^2(\phi)[\cos(\phi) - \cos(\Phi)] \, d\phi
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \left[ \frac{1}{3} \cos^2(\phi) \sin(\Phi) + \frac{2}{3} \sin^2(\phi) - \Phi \cos(\Phi) \right] \, d\phi. \tag{36}
\]

Typical plots of \( V_{\text{tank}}(\phi) \), \( I_{\text{DS}}(\phi) \), \( \Gamma_{ib}(\phi) \), and \( \Gamma_{ib,\text{eff}}(\phi) \) are shown in Fig. 4.

The term \( \Phi \) in (36) is the same as that appearing in (9); thus, the expression of \( \Gamma_{ib,\text{eff, rms}}^2 \) in terms of \( I_1 \) and \( A_0 \) is particularly simple

\[
\Gamma_{ib,\text{eff, rms}}^2 = \frac{(1 - n)^2}{N^2} \frac{I_1}{2\beta A_0^2}. \tag{37}
\]
We are finally able to write the phase noise expression for the Colpitts oscillator. Extending (22), \( \mathcal{L}(\Delta \omega) \) is given by
\[
\mathcal{L}(\Delta \omega) = 10 \log \left[ N \cdot \left( \frac{1}{2 \Delta_{\text{max}} \Delta \omega^2} \left( \Gamma_{\text{in, rms}}^2 \sqrt{R_t} / \Delta f \right. \right. \right.
\left. \left. + \Gamma_{\text{in, rms}}^2 \sqrt{R_t} / \Delta f \right) \right] \tag{38}
\]
where the factor \( N \) accounts for the fact that in an \( N \)-phase oscillator there are \( N \) identical uncorrelated noise sources for each noise mechanism, all contributing equally to phase noise [9]. Substituting the relevant equations into (38), we obtain
\[
\mathcal{L}(\Delta \omega) = 10 \log \left[ \frac{4 k_B T}{2 N A_{\text{tank}}^2 C^2 \Delta \omega^2} \left( (1 - n)^2 \frac{I_1}{2 \beta A_{\text{tank}}^2} \gamma \beta A_{\text{tank}} + \frac{1}{2 R_t} \right) \right]
= 10 \log \left[ \frac{4 k_B T}{2 N A_{\text{tank}}^2 C^2 \Delta \omega^2} \left( (1 - n)^2 \frac{1}{n R_t} + \frac{1}{R_t} \right) \right]
= 10 \log \left[ \frac{k_B T}{4 N T_B^2 R_t^2 C^2 (1 - \Phi^2 / 14)^2 \Delta \omega^2} \left( \frac{\gamma}{n(1-n)} + \frac{1}{(1-n)^2} \right) \right] \tag{39}
\]
which, to repeat, is valid for both the single-ended Colpitts \( (N = 1) \), and the differential Colpitts \( (N = 2) \). Perhaps surprisingly, the dependence of \( \mathcal{L} \) on \( \Phi \) is very weak and can be neglected in a first-order approximation; otherwise, substituting \( \Phi \) with (4) yields excellent results even for very large values of the conduction angle. Remarkably, (39) shows that the value of \( n \) resulting in minimum phase noise depends on \( \gamma \) and nothing else. Straightforward derivation of \( \mathcal{L} \) yields the optimal \( n \) as
\[
n_{\text{opt}} = \frac{3 \sqrt{\gamma^2 + 8 \gamma}}{4(\gamma - 1)}
= \frac{3}{2} + \frac{\sqrt{1 + 8 / \gamma}}{2}
= \begin{cases} 
0.30, & \text{for } \gamma = 2/3 \\
1/3, & \text{for } \gamma = 1 \\
0.36, & \text{for } \gamma = 1.5
\end{cases} \tag{40}
\]
A normalized plot of (39) versus \( n \) for \( \gamma = 2/3 \) is shown in Fig. 5, from which it is clear that the phase-noise minimum is a relatively flat one. [For the slightly different Colpitts oscillator in [7], it can be shown that
\[
\mathcal{L}(\Delta \omega) = 10 \log \left[ \frac{k_B T}{4 N T_B^2 R_t^2 C^2 (1 - \Phi^2 / 14)^2 \Delta \omega^2} \left( \frac{\gamma}{n(1-n)} + \frac{1}{(1-n)^2} \right) \right] \tag{41}
\]
Comparing (39) and (41), it is clear that both Colpitts designs are capable of exactly the same minimum value of phase noise, but for different values of \( n \). This is obvious once it is realized that (41) is obtained from (39) with the substitution \( n - 1 \rightarrow n \), which is equivalent to interchanging the values of \( C_1 \) and \( C_2 \). As an example, if \( \gamma \) is unity, minimum phase noise is now achieved with \( n = 2/3 \).

For the sake of completeness, we extend (39) to include the effects of a stationary noisy bias source with equivalent noise admittance \( g_{mT} \). The contribution of this noise source is readily calculated, once it is noticed that its ISF is equal to \( \Gamma_{\text{in, bias}} \). The new phase-noise expression becomes
\[
\mathcal{L}(\Delta \omega) = 10 \log \left[ \frac{k_B T}{4 N T_B^2 R_t^2 C^2 (1 - \Phi^2 / 14)^2 \Delta \omega^2} \left( \frac{\gamma}{n(1-n)} + \frac{1}{(1-n)^2} \right) \times \left( \frac{n}{n C_4} + \frac{1}{(1-n)^2} \right) \right] \tag{42}
\]
In a well-designed oscillator, the contribution from the bias noise is negligible; otherwise, (42) can be numerically minimized versus \( n \).

Finally, it is easy to show that (42) does not change, even if an arbitrarily large part of the resonator capacitance is directly connected between output and ground (maintaining oscillation frequency and resonator-\( Q \), constant, of course). This remark is of interest because such a capacitance is unavoidable in practice, due to the presence of the parasitic substrate capacitance of the integrated inductor, and to the drain diode of the MOS transistor.

1) Theory Versus SpectreRF Simulations: The analog simulator spectreRF calculates the phase noise of any oscillator as the ratio of the phase-noise-generating noise contributions from the various components, to the power of the output signal. In the case of a differential oscillator with sinusoidal output waveforms, the spectreRF expression for \( \mathcal{L}(\Delta \omega) \) is
\[
\mathcal{L}(\Delta \omega) = 10 \log \left( \frac{2 N_{C_{\text{in}}} + N_{C_{\text{tank}}}}{A_{\Phi}^2 / 2} \right) \tag{43}
\]
where $N_{\mathcal{L}_{R\text{c}}}$ and $N_{\mathcal{L}_{\text{vd}}}$ are the phase-noise-generating noise contributions from one parallel tank resistance and one MOS transistor, the factor $\frac{1}{2}$ at the numerator accounts for the presence of two noise sources of the same kind in a differential oscillator (noise contributions from any bias sources are neglected for simplicity), and $A_\phi$ is the peak value of the sinusoidal oscillation. As in the preceding analysis, we assume that both noise contributions and oscillation waveforms are referred to a single-ended output of each oscillator.

Table I shows results of phase-noise simulations performed with spectreRF, for the 2.5-GHz differential Colpitts oscillator of Fig. 1(b), having a resonator-$Q$ of 12, equivalent inductance value $L'(1+k) = 1.3$ nH, MOS transistors of dimensions $W/L = 500 \mu$m/0.35 $\mu$m, and a bias current of $2 \times 4$ mA.

In order to check the validity of the equations previously derived, simulations were run with both real and “ideal” BSIM3v.3 MOS simulation models (where we call “ideal” the BSIM3v.3 model stripped of the mobility reduction effects caused by the normal and transversal channel electric fields). It can be appreciated that calculations and “ideal” simulations yield (almost) identical data for all values of $n$. These results, we believe, show the power of the ISF theory as an analysis tool for oscillator phase noise, whenever more than numerical results are desired. This issue will be expanded upon in the next section.

### III. Time-Invariant Versus Time-Variant Phase-Noise Analysis

It is interesting to compare the phase noise expression in (39) with what would be obtained with a time-invariant analysis. As clear from (25), the ISF theory leads to a conversion factor of $1/2$, or a fraction of it through $N^2$ in general, between total noise and phase-noise-generating noise, under the assumption that the noise source is stationary and the oscillation waveform is sinusoidal. As a matter of fact, such a factor $1/2$ is often recovered employing other more or less rigorous methods as well, and it is perhaps difficult to regard it as a compelling proof of the need of a time-variant approach.

More revealing is an analysis of the cyclo-stationary noise generated by the MOS transistor(s), since in this case the fundamental role played by a non-constant ISF becomes obvious and its importance unquestionable, at least at a theoretical level. Turning therefore without further delay to the relevant equations, if we choose to neglect the different impact that noise has on phase noise at different instants across the signal period, the dependence of (31) on $\phi$ to go. Therefore, $\sin(\phi)$ in (31) should be replaced by a constant. If we want to obtain the same aforementioned conversion factor of $1/2$ for cyclo-stationary sources as well (although there is of course no justification for this choice), this constant should be $1/\sqrt{2}$, or which is the same, $\sin^2(\phi)$ in (36) should be replaced by the factor $1/2$. Equation (36) becomes now proportional to the mean of $\alpha(\phi)$ over one period; calling $\Gamma_{\text{wrong}}^2$ this new value for (36), we obtain

$$\Gamma_{\text{wrong}}^2 = \frac{1}{2} \cdot \frac{1}{2\pi} \cdot \frac{(1-n)^2}{N^2} \int_0^{2\pi} [\sin(\phi) - \Phi \cos(\Phi)] \left(\frac{\alpha(\phi) \, d\phi}{2}\right).$$

From (36) and (44), it is easy to calculate the error we make if a time-variant phase noise theory is not adopted; defining $\Delta N_{\mathcal{L}_{\text{vd}}}$ as the excess noise factor introduced by (44), we obtain

$$\Delta N_{\mathcal{L}_{\text{vd}}} = \frac{\Gamma_{\text{wrong}}^2}{\Gamma_{\text{eff,trans}}^2} = \frac{5}{3} \frac{\sin(\Phi) - \Phi \cos(\Phi)}{2 \Phi^2 + 17} \approx \frac{5}{2 \Phi^2} + \frac{17}{42}$$

where it is clear that $\Delta N_{\mathcal{L}_{\text{vd}}}$ can be very large for small conduction angles. A plot of the excess phase noise given by (45) is shown in Fig. 6, for $\Phi$ between 0.6 and 1.4; as an example, even for a moderate $\Phi$ of one radian, $\Delta N_{\mathcal{L}_{\text{vd}}}$ becomes approximately 2.93, which corresponds to an overestimation as large as 4.8 dB for the phase noise caused by the transistor (the overestimation of the total phase noise is $\sim 3.2$ dB). Equation (45), together with the simulation results of Section II-B1), shows the importance of adopting a time-variant approach in the study of phase noise.

### IV. Phase Noise Analysis in LC-Tank Oscillators

The $1/f^2$ phase noise of the LC-tank oscillator in Fig. 2 will be treated in this section. In particular, we will derive an expression for the phase noise generated by the noise in the transistor channels, thereby showing that such a phase noise and the phase noise generated by the tank resistors are in a ratio $\gamma : 1$, and this
for a very wide range of working conditions of the oscillator; 6 further, a new, general equation for the phase noise generated by the tail current noise will be obtained as well. We will here restrict our analysis to a simplified model of the LC-tank oscillator, where the tank capacitances are much larger than all parasitic capacitances in the circuit.

With arbitrary initial phase for the sinusoids at the tank outputs, we can write
\[
V_{\text{tank,}+}(\phi) = A_{\text{tank}} \sin(\phi), \quad V_{\text{tank,-}}(\phi) = -A_{\text{tank}} \sin(\phi).
\]

(46)

Calling \(I_1\) and \(I_2\) the drain current of \(M_1\) and \(M_2\), we obtain
\[
I_1(\phi) = \frac{\beta}{2} (A_{\text{tank}} \sin(\phi) + V_s(\phi))^2
\]
\[
I_2(\phi) = \frac{\beta}{2} (-A_{\text{tank}} \sin(\phi) + V_s(\phi))^2
\]

(47)

(48)

where \(V_s(\phi)\) must be determined. Assuming that the parasitic tail capacitance \(C_T\) is small, we can neglect the current through it, which leads to the following relation:
\[
I_1(\phi) + I_2(\phi) = 2I_B.
\]

(49)

Straightforward algebra yields
\[
V_s(\phi) = \sqrt{\frac{2I_B}{\beta} - A^2_{\text{tank}} \sin^2(\phi)}.
\]

(50)

Substituting (50) in (47) or (48), we obtain the limit angle \(\Phi\) as
\[
\sin^2(\Phi) = \frac{I_B}{\beta A^2_{\text{tank}}} \to \Phi = \arcsin \sqrt{\frac{I_B}{\beta A^2_{\text{tank}}}}.
\]

(51)

\(\Phi\) divides the operation mode of the differential pair into two regions: for \(-\Phi < \Phi < 0\) or \(\pi - \Phi < \Phi < \pi + \Phi\), both transistors are working in saturation; 7 otherwise, one of the transistors is turned off. Rewriting \(V_s(\phi)\) as
\[
V_s(\phi) = A_{\text{tank}} \sqrt{2 \sin^2(\Phi) - \sin^2(\phi)}
\]

(52)

(47), (48), and (52) yield the transistor transconductances as
\[
g_{m1}(\phi) = \beta A_{\text{tank}} \sin(\phi) + \sqrt{2 \sin^2(\Phi) - \sin^2(\phi))}
\]
\[
g_{m2}(\phi) = \beta A_{\text{tank}} \sin(\phi) + \sqrt{2 \sin^2(\Phi) - \sin^2(\phi))}
\]

(53)

(54)

Once again, we will relate the ISF associated to the transistor noise, to the ISF associated to the tank noise; because of symmetry, it is enough to study \(\Gamma_{\text{int}+}\), defined as the ISF relative to \(M_1\). Given (46), the ISFs at nodes tank+ and tank-, respectively, are given by [9]
\[
\Gamma_{\text{int}+}(\phi) = \frac{\cos(\phi)}{N}, \quad \Gamma_{\text{int}-}(\phi) = -\frac{\cos(\phi)}{N}.
\]

(55)

To repeat, \(\Gamma_{\text{int}+}\) is associated to the excess phase generated by a current impulse of area \(\Delta Q\), which flows between ground and tank+, charging the tank capacitance\(^a\) to \(\Delta V\). To find \(\Gamma_{\text{int}+}\), we must send the same current impulse between drain and source of \(M_1\), as in Fig. 7; \(C_1\) is again charged to \(\Delta V\), while \(C_T\) is charged by \(-\Delta Q\) to some voltage \(-\Delta V\). We distinguish now two cases, according to the values taken by \(\Phi\). If \(\Phi < \Phi < \pi - \Phi\), \(M_2\) is off, while \(M_1\) conducts the whole tail current. If \(C_T\) is small, so that the time constant \(C_T/g_{m1}\) is much smaller than the period of the oscillations, the charge \(-\Delta Q\) is moved from \(C_T\) to \(C_1\) approximately at the same instant when \(C_1\) is charged to \(\Delta V\) by \(\Delta Q\), as shown in Fig. 7(a). The net voltage variation on \(C_1\) is, therefore, zero, and so is \(\Gamma_{\text{int}+}\). This result is not unexpected, since it is only another form of the well-known noise rejection mechanism in a cascode transistor with large source degeneration. It may be useful to point out that \(\Gamma_{\text{int}+}\) is still zero, even if \(M_1\) enters the triode/linear region for some angle inside \(\Phi < \Phi < \pi - \Phi\).

The second case we have to take into account is for \(-\Phi < \Phi < \pi - \Phi\) and \(\pi - \Phi < \Phi < \pi + \Phi\), when both transistors are working in saturation. Reasoning again on \(\Delta Q\), the situation is the one depicted in Fig. 7(b). The current impulse generates now two voltages, \(\Delta V_1\) on \(C_1\) and \(\Delta V_2\) on \(C_2\), with values\(^b\)
\[
\Delta V_1 = \Delta V - \frac{g_{m2}}{g_{m1} + g_{m2}} \cdot \frac{g_{m1} + g_{m2}}{g_{m1} + g_{m2}}
\]
\[
\Delta V_2 = -\Delta V - \frac{g_{m2}}{g_{m1} + g_{m2}} \cdot \frac{g_{m1} + g_{m2}}{g_{m1} + g_{m2}}
\]

(56)

(57)

Considering that \(\Delta V_1\) and \(\Delta V_2\) are obviously fully correlated, and making use of (55), the excess phase caused by \(\Delta V_1\) and \(\Delta V_2\) is equivalent to the excess phase caused by a single \(\Delta V_1\) on \(C_1\), with value
\[
\Delta V'_1 = \Delta V_1 - \Delta V_2 = \Delta V - \frac{2g_{m2}}{g_{m1} + g_{m2}}.
\]

(58)

Since \(\Delta V\) generates \(\Gamma_{\text{int}+}\), (58) allows us to write \(\Gamma_{\text{int}+}\) as
\[
\Gamma_{\text{int}+}(\phi) = \frac{\cos(\phi)}{N} \cdot \frac{2g_{m2}(\phi)}{g_{m1}(\phi) + g_{m2}(\phi)}
\]

(59)

Finally, the value of \(\Gamma_{\text{int}+}\) for \(\pi + \Phi < \Phi < 2\pi - \Phi\) is obviously uninteresting, since in this region \(M_1\) is off and does not contribute any noise.

\(\text{\footnotesize{In the following calculations, we will call } C_1 (C_2) \text{ the capacitance at node tank+ (tank-), with } C_1 = C_2 = C.}\)

\(\text{\footnotesize{If } C_T \ll C, \text{ then } \Delta V_T \gg \Delta V, \text{ and } g_{m1}V_s \approx -g_{m}V_s = -g_{m}\Delta V_T \text{ for both transistors, from which (56)–(57) follow.}}\)
To find the effective ISF $\Gamma_{k_{\text{th}1},\text{eff, rms}}$, we use again (26), where $\alpha(\phi)$ is obtained from (53) as

$$\alpha(\phi) = \sqrt{\sin(\phi)} + \sqrt{2\sin^2(\Phi) - \sin^2(\phi)}.$$ \hfill (60)

After simplifying the product $\Gamma_{k_{\text{th}1},\text{eff, rms}}^2 \alpha^2(\phi)$, $\Gamma_{k_{\text{th}1},\text{eff, rms}}$ is written as

$$\Gamma_{k_{\text{th}1},\text{eff, rms}}^2 \alpha^2(\phi) = \frac{1}{2\pi} \int_{-\Phi}^{2\pi-\Phi} \Gamma_{k_{\text{th}1}}^2(\phi) \alpha^2(\phi) d\phi$$

$$\approx \frac{2}{\pi N^2} \int_{-\Phi}^{\Phi} \cos^2(\phi) \left[\frac{-\sin(\phi) + \sqrt{2\sin^2(\Phi) - \sin^2(\phi)}}{2\sin^2(\Phi) - \sin^2(\phi)}\right] d\phi$$ \hfill (61)

where we have made use of the fact that the integral over $-\Phi < \phi < \Phi$ is the same as over $\pi - \Phi < \phi < \pi + \Phi$. Making the change of integration variable $x = \sin(\phi)$, and setting $a = \sin(\Phi)$, (61) can be integrated as

$$\Gamma_{k_{\text{th}1},\text{eff, rms}}^2 \alpha^2 = \frac{2}{\pi N^2} \int_{-\pi}^{\pi} \sqrt{1-x^2} (-x + \sqrt{2\pi^2-x^2}) (a^2 - x^2) 2x^2-x^2 dx$$

$$\approx \frac{2}{\pi N^2} \left[ a^2 + \left(-\frac{1}{2} + \frac{\pi}{8}\right) a^4 + O(a^6) \right]$$ \hfill (62)

which is excellently approximated by

$$\Gamma_{k_{\text{th}1},\text{eff, rms}}^2 \alpha^2 \approx \frac{2}{\pi N^2} a^2 = \frac{2}{\pi N^2} \sin^2(\Phi) = \frac{2}{\pi N^2} \frac{I_B}{\beta A_{\text{tank}}^2}.$$ \hfill (63)

The same approximated result would have been achieved if the factor $\cos(\phi)$ in $\Gamma_{k_{\text{th}1}}$ had been replaced with unity, since $\cos^2(\phi)$ in (61) is very close to unity for small values of $\Phi$, a condition which is easily satisfied in practice. Even for $\Phi$ as large as $\pi/2$, setting $\cos(\phi) = 1$ would only cause a modest 37% phase-noise overestimation. These facts lead to the following nontrivial consideration: apart from the factor $N$ in the ISFs, for small/moderate values of $\Phi$ all noise from $M_1$ is converted into phase noise, not only half of it, as is the case for the noise from the tank resistance.

Noticing the obvious fact that $\Gamma_{R_t,\text{rms}}^2$ is still given by (25), and remembering that

$$A_{\text{tank}} \approx \frac{2}{\pi} (2I_B) R_t$$ \hfill (64)

when $\Phi$ is small, we use (38) to obtain the total phase-noise expression for the LC-tank oscillator:

$$\mathcal{L}(\Delta \nu) = 10 \log \left[ N \frac{4k_BT}{2A_{\text{tank}}^2 C^2 \Delta \nu^2} \left( \frac{2}{\pi N^2} \frac{I_B}{\beta A_{\text{tank}}^2} \cdot \gamma A_{\text{tank}} + \frac{1}{2N^2 R_t} \right) \right]$$

$$= 10 \log \left[ \frac{k_BT}{N A_{\text{tank}}^2 C^2 \Delta \nu^2} \left( \gamma + 1 \right) \right].$$ \hfill (65)
The above equation proves the ratio $\gamma : 1$ between the phase noise generated by transistors and tank resistors, respectively, a result stated at the beginning of this section.

As a matter of fact, we can prove a considerably stronger result: the very simple expression in (65) for the phase noise contributions from the transistors is not dependent on the particular value of $A_{\text{tank}}$ given by (64). In fact, if the dependency of $A_{\text{tank}}$ on $\Phi$ is taken into account, together with the full expression of $\Gamma_{\text{tail}}^2_{\text{rms},\text{eff}}(\Phi)$, it is possible to show (with Maple’s invaluable help) that the $\gamma : 1$ ratio is constant over the whole range $0 < \Phi < \pi/2$ (under the assumption that transistors never leave saturation for $-\Phi < \phi < \Phi$). This remarkable result, numerically verified for several values of $\Phi$, is another proof of the power of the ISF theory.

### A. Tail Current Noise

Following the same approach as in the previous ISF calculations, the ISF $\Gamma_{\text{tail}}(\phi)$ of the tail noise current is found to be as given in (66), shown at the bottom of the page. It is easy to see that $\Gamma_{\text{tail}}(\phi)$ has double the frequency of $\Gamma_{R_{\text{t}}}(\phi)$, as expected; Fig. 8 shows $\Gamma_{\text{tail}}(\phi)$ for $\Phi = \pm \Phi$. $\Gamma_{\text{tail},\text{rms}}^2$, found by numerically integrating $\Gamma_{\text{tail}}(\phi)$ over its period, is

$$\Gamma_{\text{tail},\text{rms}}^2(\Phi) = \frac{1}{2N\eta^2} \eta(\Phi)$$

(67)

where $\eta(\Phi)$ is plotted in Fig. 9. In particular, $\eta(0) = 1$ and $\eta(\pi/2) \approx 0.17$.

The complete phase-noise expression becomes

$$\mathcal{L}(\Delta \omega) = 10 \log \left( \frac{k_BT}{N A_{\text{tank}}^2 C^2 \Delta \omega^2 R_{\text{t}}} \left( \gamma + 1 + \frac{\eta}{N} \gamma g_{\text{m}} R_{\text{t}} \right) \right).$$

(68)

Equation (68) predicts that the phase noise generated by the tail current noise can be decreased by letting the differential pair switch more softly; this is easily confirmed quantitatively by spectreRF simulations.

### V. Comparison Between the Differential Colpitts Oscillator and the Differential LC-Tank Oscillator

Let us assume that a differential Colpitts and an LC-tank oscillator are designed for the same oscillation frequency, use the same power consumption, are built around the same inductors

$$\Gamma_{\text{tail}}(\phi) = \begin{cases} \frac{g_{\text{m1}} - g_{\text{m2}}}{g_{\text{m1}} + g_{\text{m2}}} \Gamma_{R_{\text{t}},+} = \frac{\sin(\phi)}{\sqrt{2} \sin^2(\Phi) - \sin^2(\phi)} \frac{\cos(\phi)}{N}, & \text{for } -\Phi < \phi < \Phi \\ \frac{g_{\text{m2}} - g_{\text{m1}}}{g_{\text{m1}} + g_{\text{m2}}} \Gamma_{R_{\text{t}},-} = \frac{\sin(\phi)}{\sqrt{2} \sin^2(\Phi) - \sin^2(\phi)} \frac{\cos(\phi)}{N}, & \text{for } \Phi < \phi < \pi - \Phi \\ \Gamma_{R_{\text{t}},+} = \frac{\cos(\phi)}{N}, & \text{for } \pi - \Phi < \phi < \pi + \Phi \\ \Gamma_{R_{\text{t}},-} = -\frac{\cos(\phi)}{N}, & \text{for } \pi + \Phi < \phi < 2\pi - \Phi \end{cases}$$

(66)

$$\frac{A_{\text{p},\text{LC}}}{A_{\text{p},\text{Colpitts}}} = \frac{2}{\pi(1-n) \left( 1 - \frac{\Phi_{\text{Colpitts}}}{4} \right)}$$

(69)

Equation (70) shows that $N_{\text{LC},\Phi}$ is actually independent of the specific oscillator under consideration, a result already obtained in [9] (however, it is worth repeating that this is based on the assumption of sinusoidal waveforms).
From (39) and (65), we need to be particularly large when both transistors are active, which is the only time when they do inject noise into the oscillator.

There remains to examine $N_{\text{Colpitts}}$. From (39) and (65), we obtain

$$\frac{N_{\text{Colpitts}}}{N_{\text{LC-tank}}} = \gamma_{\text{Colpitts}} \left(1 - \frac{n}{\gamma_{\text{LC-tank}}} \right)$$  \hspace{1cm} (71)

where $n$ is given by $n_{\text{opt}}$ in (40). If $\gamma_{\text{Colpitts}} \approx \gamma_{\text{LC-tank}}$ (71) shows that the MOS transistors in the differential Colpitts oscillator contribute considerably more noise than in the LC-tank oscillator. As an example, $N_{\text{Colpitts}}$ is twice as large as $N_{\text{LC-tank}}$ when $\gamma$ is unity, resulting in a $\sim 2$ dB higher overall phase noise for the Colpitts oscillator (neglecting the impact of tail current noise in both cases).

We can therefore conclude that the LC-tank oscillator displays a lower phase noise than the Colpitts oscillator in the $1/f^2$ region, since it has the same $A_{p}$ and $N_{\text{LC-tank}}$, but a lower $N_{\text{Colpitts}}$.

In reality, things are even worse for Colpitts, for two reasons. First, subthreshold conduction and charge-carrier velocity saturation in MOS transistors tend to increase the value of $\Phi_{\text{Colpitts}}$, compared to when the ideal square-law $I_{\text{ds}} = V_{\text{gs}}$ relation is adopted; the oscillation amplitude then decreases, according to (19), leading to an increase in phase noise. Secondly, the large overdrive and drain–source voltages needed to create sharp current pulses have an adverse impact on the transistor transconductance as well, which can be roughly accounted for by increasing $\gamma_{\text{Colpitts}}$, resulting in a higher $N_{\text{Colpitts}}$. This effect is already visible in the simulations of the 0.35 $\mu$m CMOS technology and MOS models available to us, as shown in Table I: the real-MOS-model $N_{\text{Colpitts}}$ is 30% or more larger than the ideal-MOS-model $N_{\text{Colpitts}}$.

The LC-tank oscillator, on the other hand, is not as sensitive to these second-order effects for the following reasons. Each of its MOS transistors conducts the whole tail current, and no more than that, for half of the oscillation period, instead of having to deliver a short and intense current pulse for a small fraction of the same period. In this way, its behavior is much closer to the ideal case, both in terms of the resulting oscillation amplitude, as described by (64), and of the effective noise factor $\gamma$, since neither the overdrive voltage, nor the drain–source voltage need to be particularly large when both transistors are active, which is the only time when they do inject noise into the oscillator.

However, the above results apply strictly only to the ideal designs considered in this paper. An advantage of the real Colpitts oscillator is that it does not possess any parasitic node, and all parasitic capacitances can in principle be absorbed into the tank capacitances, if they are not too large (a severe problem is however that such capacitances are often nonlinear). In the LC-tank oscillator, on the other hand, the common-source node is a truly parasitic node, where a large parasitic capacitance would greatly boost the phase noise of the oscillator.

An analysis of the impact of this and other nonideal phenomena on the phase noise, in both the $1/f^2$ and $1/f^3$ phase noise regions, is beyond the scope of this work.

**VI. MEASUREMENT RESULTS**

Three differential Colpitts (with $n \approx 1/3$) and three LC-tank oscillators have been fabricated in a 4-M 0.35-$\mu$m CMOS process with MIM capacitors and a 2-$\mu$m-thick top Aluminum metal layer for RF inductor design. The oscillators have been designed pairwise for three different center frequencies (2.6, 3.0, and 3.4 GHz, respectively), each pair displaying the same center frequency. The die photograph of the 3-GHz oscillator pair is shown in Fig. 10. pMOS varactors working in the accumulation and depletion regions have been used to implement a 5% fine tuning, while a matrix of switchable MIM capacitors extends the overall tuning range to 15% with four overlapping bands. As mentioned in Section II-A1, the use of a center-tapped inductor has two purposes: to ensure a differential mode of oscillation, at the same time allowing for a very high maximum oscillation frequency, and to increase the resonator-$Q$ of the oscillator. The oscillators in each pair are built around the same inductor and the same fine-tuning varactor, which together dominate the overall losses of the passive components, thanks to the availability of high-quality MIM capacitors; in this way, a comparison between the performances of the LC-tank and the Colpitts oscillator in each should become both straightforward and robust. Unfortunately, the presence of the off-chip gate bias voltage in the Colpitts oscillator makes the comparison less clear-cut than anticipated, which will be discussed later.

Phase-noise measurements show that the phase noise tends to increase in all oscillators when the fine-tuning varactors are active, indicating that the amplitude-to-phase noise generation mechanism is not negligible (contrary to what was expected from simulations) even for the relatively small-area pMOS varactors adopted. Since our primary goal is to compare the intrinsic behavior of LC-tank versus Colpitts oscillator, we will in the following refer to measurements taken at the extreme of the fine-tuning band (i.e., for a varactor control voltage of 0 V), where the varactor behaves like a linear capacitance.

For all three oscillator pairs and under a great variety of working conditions, the LC-tank oscillators display, compared to the Colpitts oscillators, a much lower phase noise. Defining as usual the phase-noise FoM as

$$\text{FoM}(\Delta \omega) = -20 \log \left( \frac{\eta_{\text{Colpitts}}}{\Delta \omega} \right) - 10 \log(P)$$  \hspace{1cm} (72)

where $\omega_{0}$ is the angular frequency of oscillation, and $P$ is the power (in mW) consumed by the oscillator, the FoM difference...
Fig. 10. Die photograph of (a) Colpitts and (b) LC-tank differential oscillators.

varies between 6 and 8 dB, always in favor of the LC-tank oscillator for each oscillator pair.

This is higher than what was expected from simulations, which suggested a maximum FoM difference of some 3 dB. While it is always possible that some of the difference between simulations and measurements could be ascribed to deficiencies in the MOS model with the associated parameter values, a cause of systematic performance bias in favor of the LC-tank oscillators could actually be traced back to the parasitic components present at the gates of the transistors in the Colpitts oscillators [node $V_B$ in Fig. 1(b)]. In fact, through post-measurement simulations it was found that a 2–3-nH parasitic bondwire inductance at the $V_B$ pad, in series with the (nonlinear) capacitive impedance seen at the gates of the MOS transistors, resonates at a frequency close to the oscillation frequency of the Colpitts oscillators. This spurious resonance has two effects: it reduces the amplitude of the desired oscillation, and boosts the losses of the otherwise negligible parasitic interconnection resistance ($\approx 3 \Omega$) between transistor gates and pad. In order to observe this deleterious phenomenon, both the LC-tank and the Colpitts oscillator in the 3-GHz pair were flipped and bump-soldered directly on the PCB (Fig. 11), thereby removing any uncertainty associated to the bondwire inductors and package parasitics. An off-chip resistance of a few tens of ohms, placed in series with $V_B$, prevented any resonance induced by the PCB parasitic inductance at the gates of the Colpitts transistors, while contributing a phase-noise increase of approximately 0.5 dB.

Phase noise measurements taken on this oscillator pair showed that the LC-tank oscillator has in average a 5 dB higher FoM than the Colpitts oscillator. Compared to the previous measurements, this figure is considerably closer to what was expected from the theoretical analysis. As an example, Fig. 12 shows the phase noise plots for the oscillator pair for a carrier frequency of 2.9 GHz. The phase noise of the LC-tank oscillator consuming 8 mA from a 2-V power supply is $-142.0 \text{ dBc/Hz at}$
3-MHz offset, which yields a very high FoM of $\sim 189.5 \text{ dBc/Hz}$. The Colpitts oscillator displays a phase noise of $-138.0 \text{ dBc/Hz}$ for a power consumption of $2.5 \text{ V} \times 9 \text{ mA}$, which results in a FoM of $-184.0 \text{ dBc/Hz}$. As a last remark, it is interesting to note that the Colpitts oscillator consistently shows a lower $1/f$ noise upconversion into phase noise than the LC-tank oscillator.

VII. CONCLUSION

This paper has shown that CMOS Colpitts and LC-tank oscillators are both capable of very good phase noise performances, achieved however through very different strategies for phase noise suppression: transistors in Colpitts oscillators generate a great amount of noise, but the conversion of this noise into noise suppression: transistors in Colpitts oscillators generate a great amount of noise, but the conversion of this noise into phase noise is minimal; LC-tank transistors generate little noise due to source degeneration inside the oscillator, but all of this noise is converted into phase noise. Closed-form formulas for the phase noise of both oscillators have been derived and checked against spectreRF simulations. The analysis developed in this work, together with spectreRF simulations and measurement results taken on several oscillator prototypes, has shown that the LC-tank oscillator is superior to the Colpitts differential oscillator, at least as long as the phase noise performance in the $1/f^2$ region is concerned.
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