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ABSTRACT

In this paper we present an approach to incremental design of distributed embedded systems for hard real-time applications. We start from an already existing system running a set of applications and the design problem is to implement new functionality so that the already running applications are not disturbed and there is a good chance that, later, new functionality can easily be added to the resulted system. The mapping and scheduling problem are considered in the context of a realistic communication model based on a TDMA protocol.

1. INTRODUCTION

In this paper we concentrate on aspects related to the synthesis of distributed embedded systems for hard real-time applications. There are several complex design steps to be considered during the development of such a system: the underlying architecture has to be allocated (which implies the allocation of components like processors, memories, and busses together with the decision on a certain interconnection topology), tasks and communication channels have to be mapped on the architecture, and all the activities in the system have to be scheduled. The design process usually implies an iterative execution of these steps until a solution is found such that the resulted system satisfies certain design constraints [7].

Several notable results have been reported, aimed at supporting the designer with methodologies and tools during the hardware/software cosynthesis of embedded systems. Initially, researchers have considered architectures consisting of a single programmable processor and an ASIC. Their goal was to partition the allocation of components like processors, memories, and busses together with the decision on a certain interconnection topology, tasks and communication channels have to be mapped on the architecture, and all the activities in the system have to be scheduled. The design process usually implies an iterative execution of these steps until a solution is found such that the resulted system satisfies certain design constraints [7].

As our main contribution, we have considered, for the first time to our knowledge, the design of distributed embedded systems in the context of an incremental design process as outlined above. This implies that we perform mapping and scheduling of new functionality so that certain design constraints are satisfied and:

- a. the already running functionality is not disturbed;
- b. there is a good chance that, later, new functionality can easily be mapped on the resulted system.

Supporting such a design process is of critical importance for current and future industrial practice, as the time interval between successive generations of a product is continuously decreasing, while the complexity due to increased sophistication of new functionality is growing rapidly.

The paper is divided into 6 sections. The next section presents the hardware architecture, the process model and a brief introduction of the mapping problem. Section 3 presents the detailed problem formulation and the quality metrics we have introduced. Our mapping strategies are outlined in Section 4, and the experimental results are presented in Section 5. The last section presents our conclusions.

2. PRELIMINARIES

2.1 System Architecture

We consider architectures consisting of nodes connected by a broadcast communication channel. Every node consists of a CPU, a communication controller, a local memory and an I/O interface to sensors and actuators.

Communication between nodes is based on a TDMA protocol like for example, the TTP [12] which integrates a set of services necessary for fault-tolerant real-time systems.

The communication channel is a broadcast channel, so a message sent by a node is received by all the other nodes. The bus access scheme is TDMA (Figure 1): each node \( N_i \) can transmit only during a time division multiple access (TDMA) protocol as recommended for applications in areas like, for example, automotive electronics [12]. For the same reason we use a non-preemptive static task scheduling scheme. We accurately take into consideration overheads due to communication and consider, during the mapping and scheduling process, the particular requirements of the communication protocol.

As our main contribution, we have considered, for the first time to our knowledge, the design of distributed embedded systems in the context of an incremental design process as outlined above. This implies that we perform mapping and scheduling of new functionality so that certain design constraints are satisfied and:

- a. the already running functionality is not disturbed;
- b. there is a good chance that, later, new functionality can easily be mapped on the resulted system.

Supporting such a design process is of critical importance for current and future industrial practice, as the time interval between successive generations of a product is continuously decreasing, while the complexity due to increased sophistication of new functionality is growing rapidly.

The paper is divided into 6 sections. The next section presents the hardware architecture, the process model and a brief introduction of the mapping problem. Section 3 presents the detailed problem formulation and the quality metrics we have introduced. Our mapping strategies are outlined in Section 4, and the experimental results are presented in Section 5. The last section presents our conclusions.

2. PRELIMINARIES

2.1 System Architecture

We consider architectures consisting of nodes connected by a broadcast communication channel. Every node consists of a CPU, a communication controller, a local memory and an I/O interface to sensors and actuators.

Communication between nodes is based on a TDMA protocol like, for example, the TTP [12] which integrates a set of services necessary for fault-tolerant real-time systems.

The communication channel is a broadcast channel, so a message sent by a node is received by all the other nodes. The bus access scheme is TDMA (Figure 1): each node \( N_i \) can transmit only during a predetermined time interval, the so called TDMA slot \( S_i \). In such a slot, a node can send several messages packaged in a frame. A
sequence of slots corresponding to all the nodes in the architecture is called a TDMA round. A node can have only one slot in a TDMA round. Several TDMA rounds can be combined together in a cycle that is repeated periodically.

Every node has a communication controller that implements the protocol services, and runs independently of the node’s CPU. The communication controller provides each CPU with a timer interrupt based on a local clock, synchronized with the local clocks of the other nodes. Thus, a global time-base of known precision is created throughout the system.

We have designed a software architecture which runs on the CPU in each node, and which has a real-time kernel as its main component. Each kernel has a schedule table that contains all the information needed to take decisions on activation of processes and transmission of messages, based on the current value of time. For more details about the software architecture and the message passing mechanism the reader is referred to [18].

2.2 The Process Graph

As an abstract model for system representation we use a directed, acyclic, polar graph \( G(V,E) \). Each node \( P \in V \) represents one process. An edge \( e \in E \) from \( P_i \) to \( P_j \) indicates that the output of \( P_i \) is the input of \( P_j \). A process can only execute after all its inputs have arrived and it issues its outputs when it terminates. Once activated, a process executes until it completes. Each process graph \( G \) is characterized by its period \( T_G \) and its deadline \( D_G \). The functionality of an application is described as a set of process graphs.

2.3 Application Mapping

Considering a system architecture like the one presented in section 2.1, the mapping of a process graph \( G(V,E) \) is given by a function \( M: V \rightarrow P_E \), where \( P_E = \{ N_1, N_2, \ldots, N_{N_E} \} \) is the set of nodes (processing elements). For a process \( P \in V \), \( M(P) \) is the node to which \( P \) is assigned for execution. Each process \( P \) can potentially be mapped on several nodes. Let \( N_E \in P_E \) be the set of nodes to which \( P_i \) can potentially be mapped. For each \( N_E \in N_E \), we know the worst case execution time \( T_{N_E} \) of process \( P_i \) when executed on \( N_E \).

In order to implement an application, represented as a set of process graphs, the designer has to map the processes to the system nodes and to derive a schedule such that all deadlines are satisfied. We first illustrate some of the problems related to mapping and scheduling, in the context of a system based on a TDMA communication protocol, before going on to explore further aspects specific to an incremental design approach.

Let us consider the example in Figure 2 where we want to map an application consisting of four processes \( P_1 \) to \( P_4 \) with a period and deadline of 50 ms. The architecture is composed of three nodes that communicate according to a TDMA protocol, such that \( N_1 \) transmits in slot \( S_1 \). According to the specification, processes \( P_1 \) and \( P_2 \) are constrained to node \( N_1 \), while \( P_3 \) and \( P_4 \) can be mapped on nodes \( N_3 \), but not \( N_2 \). The worst case execution times of processes on each potential node, the size \( m_{ij} \) of the messages passed between \( P_i \) and \( P_j \), and the sequence and size of TDMA slots, are presented in Figure 2.

In [5] we have shown that by considering the communication protocol during scheduling, significant improvements can be made to the schedule quality. The same holds true in the case of mapping. Thus, if we are to map \( P_1 \) and \( P_2 \) on the faster processor \( N_3 \), the schedule length (Figure 2a) will be 52 ms which does not meet the deadline. However, if we map \( P_3 \) and \( P_4 \) on the slower processor \( N_2 \), the schedule length (Figure 2b) is 48 ms, which is the best possible solution and meets the deadline. Note, that the total traffic on the bus is the same for both mappings and the initial processor load is 0 on both \( N_2 \) and \( N_3 \). This result has its explanation in the impact of the communication protocol. Process \( P_3 \) cannot start before receiving messages \( m_{31} \) and \( m_{34} \). However, slot \( S_3 \) corresponding to node \( N_2 \) precedes in the TDMA round slot \( S_1 \) on which node \( N_3 \) communicates. Thus, the messages which \( P_3 \) needs are available sooner in the case \( P_2 \) are, counter-intuitively, mapped on the slower node.

But finding a valid schedule is not enough if we are to support an incremental design process as discussed in the introduction. In this case, starting from a valid design, we have to improve the mapping and scheduling so that not only the design constraints are satisfied, but also there is a good chance that, later, new functionality can easily be mapped on the resulting system.

To illustrate the role of mapping and scheduling in the context of an incremental design process, let us consider the example in Figure 3. With black we represent the already running set of applications \( \psi \) while the current application \( \Gamma_{current} \) to be mapped and scheduled is represented in grey. We consider a single processor, and we present three possible scheduling alternatives for the current application. Now, let us suppose that in future a third application, \( \Gamma_{future} \) to be mapped on the system. In Figure 3, \( \Gamma_{future} \) is depicted in more detail, showing the two processes \( P_1 \) and \( P_2 \) that it is composed of. We can observe that the new application can be scheduled only in the first two cases, presented in Figure 3a and b.

3. PROBLEM FORMULATION

We model an application \( \Gamma_{current} \) as a set of process graphs \( G(V,E) \) each with a period \( T_G \) and a deadline \( D_G \). For each process \( P_i \) in a process graph we know the set \( N_E \) of potential nodes on it which can be mapped and its worst case execution time on each of these nodes. The underlying architecture, as presented in section 2.1, is based on a TDMA protocol. We consider a non-preemptive static scheduling policy for both processes and message passing.

Our goal is to map and schedule an application \( \Gamma_{current} \) on a system that already implements a set of \( \psi \) applications so that:

a. the constraints on \( \Gamma_{current} \) are satisfied without any modification on the implementation of the set of applications \( \psi \);

b. new applications \( \Gamma_{future} \) can be mapped on the resulting system.

If no solution is possible that satisfies a) (the algorithm IM discussed in section 4 fails) we have to change the scheduling and possibly the mapping of applications in \( \psi \) in order to meet the constraints on \( \Gamma_{current} \). However, even with serious modifications performed on \( \psi \), it is still possible that certain constraints are not satisfied. In this case the hardware architecture has to be changed.

In this paper we will not discuss the modification of the running applications or of the hardware architecture. We will concentrate on the situation where a possible mapping and scheduling which satisfies requirement a) can be found and this solution has to be further improved by considering requirement b).

In order to achieve our goal we need certain information to be available concerning the set of applications \( \psi \) as well as the possi-
ble future applications \( \Gamma_{\text{future}} \). We assume that the only information available on the existing applications \( \psi \) consists of the local schedule tables for each node. This means that we know the activation time for each process on the respective node and its worst case execution time. As for messages, their length as well as their place in the particular TDMA frame are known.

The \( \Gamma_{\text{current}} \) application can interact with the previously mapped applications \( \psi \) by reading messages generated on the bus by processes in \( \psi \). In this case, the reading process has to be synchronized with the arrival of the message on the bus, which is easy to solve during scheduling of \( \Gamma_{\text{current}} \).

What do we suppose to know relative to the family \( \Gamma_{\text{future}} \) of applications which do not exist yet? Given a certain limited application area (e.g., automotive electronics), it is not unreasonable to assume, based on the designers’ previous experience, the nature of expected future functions to be implemented, profiling of previous applications, available incomplete designs for future versions of the product, etc., it is possible to characterize the family of applications which possibly could be added to the current implementation. This is an assumption which is basic for the concept of normalization with these factors is performed when computing the expected necessary processor time inside such a period \( T_{\text{min}} \).

As will be shown later, this information is treated in a flexible way during the design process and is used in order to provide a fair distribution of slacks.

The execution times in \( S_t \) as well as \( T_{\text{need}} \) are considered relative the slowest node in the system. All the other nodes are characterized by a speedup factor relative to this slowest node. A normalization with these factors is performed when computing the metrics \( C_f^F \) and \( C_f^M \) discussed in the following section.

### 3.1.1 Slack Sizes (the first criterion)

The slack sizes resulted after implementation of \( \Gamma_{\text{current}} \) on top of \( \psi \) should be such that they best accommodate a given family of applications \( \Gamma_{\text{future}} \), characterized by the sets \( S_t \), \( S_b \) and the probability distributions \( f_{Sb} \) and \( f_{St} \), as outlined before.

Let us consider the example in Figure 3, where we have a single processor and the applications \( \psi \) and \( \Gamma_{\text{current}} \) are already mapped. Suppose that application \( \Gamma_{\text{future}} \) consists of the two processes \( P_1 \) and \( P_2 \). It can be observed that the best configuration, taking in consideration only slack sizes, is to have a contiguous slack. Such a slack, as depicted in Figure 3a, will best accommodate any future application. However, in reality it is almost impossible to map and schedule the current application such that a contiguous slack is obtained. Not only is it impossible, but it is also undesirable from the point of view of the second design criterion, discussed below. As we can see from Figure 3c, if we schedule \( \Gamma_{\text{current}} \) so that it fragments too much the slack, it is impossible to fit \( \Gamma_{\text{future}} \) because there is no slack that can accommodate process \( P_2 \). A situation as the one depicted in Figure 3b is desirable, where the resulted slack sizes can accommodate the characteristics of the \( \Gamma_{\text{future}} \) application.

In order to measure the degree to which the slack sizes in a given design alternative fit the future applications, we provide two metrics, \( C_f^F \) and \( C_f^M \). \( C_f^F \) captures how much of the largest future application which theoretically could be mapped on the system if the slacks would be contiguous, can be mapped on the current design alternative. \( C_f^M \) is similar relative to the slacks in the bus slots. The largest application is determined knowing the total size of the available slack, and the characteristics of the application: \( S_f, S_b, f_b \). For example, if our total slack size on the processors is of 2800 ms then, considering the numerical example given in section 3, the largest application will result as having a total of 20 processes: 4 processes of 50 ms, 10 processes (half, \( f_{100}=0.50 \)) of 100 ms, 4 of 200 ms, and one of 300 and 500 ms. After we have determined the largest \( \Gamma_{\text{future}} \) we apply a best-fit policy [15] using the best-fit policy in which we consider processes as the objects to be packed, and the slacks as containers. The total execution time of unpacked processes relative to the total execution time of the process set gives the \( C_f^M \) metric. The same applies for the \( C_f^F \) metric. Thus, \( C_f^M = 0\% \) in Figure 3a and 3b (both are perfect from the point of view of slack size), and 75% -- the worst case execution time of \( P_2 \) relative the total slack size -- in Figure 3c.

### 3.1.2 Distribution of Slacks (the second criterion)

In the previous section we provided a metric of how well the sizes of the slacks fit a possible future application. A similar metric is needed to characterize the distribution of slacks over time.

Let \( P_i \) be a process with period \( T_{Pi} \) that belongs to a future application, and \( M(P_i) \) the node on which \( P_i \) will be mapped. The worst case execution time of \( P_i \) is \( \psi_i(T_{Pi}) \) . In order to schedule \( P_i \) we need a slack of size \( \psi_i(T_{Pi}) \) that is available periodically, within a period \( T_{Pi} \), on processor \( M(P_i) \). If we consider a group of processes with period \( T \), which are part of \( \Gamma_{\text{future}} \) in order to imple-
ment them a certain amount of slack is needed which is available periodically, with a period $T_{\text{min}}$ on the nodes implementing the respective processes.

During implementation of $\Gamma_{\text{current}}$ we aim for a slack distribution such that the future application with the smallest expected period $T_{\text{min}}$ and with the minimum necessary processor time $b_{\text{need}}$ and bandwidth $b_{\text{need}}$ can be accommodated. Thus, for each node, we compute the minimum periodic slack, inside a $T_{\text{min}}$ period. By summing these minimums, we obtain the slack which is available periodically to $\Gamma_{\text{future}}$. This is the $C_2^f$ metric. The $C_2^s$ metric characterizes the minimum periodically available bandwidth on the bus and it is computed in a similar way.

In Figure 4 we consider a situation with $T_{\text{min}}=120$ ms, $t_{\text{need}}=80$ ms, and $b_{\text{need}}=40$ ms. The length of the schedule table of our system implementing $\Psi$ and $\Gamma_{\text{current}}$ is 360 ms. The system consists of three nodes. Let us consider the situation in Figure 4a. In the first period, Period 0, there are 40 ms of slack available on node $N_1$, in the second period 80 ms, and in the third period no slack is available on $N_2$. Thus, the total slack a future application of period $T_{\text{min}}$ can use in the second period is 40 ms. Neither node can provide slack for this application as in Period 1 there is no slack available. However, on $N_2$ there are at least 40 ms of slack available in each period. Thus, with the configuration in Figure 4a we have $C_2^f=40$ ms, which is not enough to accommodate $t_{\text{need}}=80$ ms. However, in the situation presented in Figure 4b, $C_2^f=120$ ms $> t_{\text{need}}$, and $C_2^s=60$ ms $> b_{\text{need}}$.

3.2 Cost Function and Exact Problem Formulation

In order to capture how well a certain design alternative meets the requirement b) stated in section 3, the metrics discussed before are combined in an objective function, as follows:

$$C = w_1(c_1^f)^2 + w_2 (C_1^s)^2 + w_3 max(0, t_{\text{need}} - C_2^f) + w_4 max(0, b_{\text{need}} - C_2^s)$$

where the metric values are weighted by the constants $w_i$. Our mapping and scheduling strategy will try to minimize this function.

The first two terms measure how well a future application fits to the resulted slack sizes. In order to obtain a balanced solution, that favors a good fitting both on the processors and on the bus, we have used the squares of the metrics.

A design alternative that does not meet the second design criterion is not considered a valid solution. Thus, using the last two terms, we strongly penalize the objective function if either $t_{\text{need}}$ or $b_{\text{need}}$ is not satisfied, by using high values for the $w_i$ weights.

At this point, we can give an exact formulation to our problem. Given an existing set of applications $\Psi$ which are already mapped and scheduled, and an application $\Gamma_{\text{current}}$ to be mapped on top of $\Psi$, we are interested to find a mapping and scheduling of $\Gamma_{\text{current}}$ which satisfies all deadlines and minimizes the objective function $C$, considering a family of future applications characterized by the sets $S_f$ and $S_p$, the functions $f_{\text{SB}}$ and $f_{\text{SB}}$ as well as the parameters $T_{\text{min}}$, $t_{\text{need}}$, and $b_{\text{need}}$.

4. THE MAPPING STRATEGY

Our mapping and scheduling strategy has two steps. In the first step we try to obtain a mapping with a valid schedule (which is a schedule that meets the deadlines). Starting from such a solution, a second step iteratively improves on the design in order to minimize the objective function $C$. The minimization of the objective function will hopefully lead to the situation where it is possible to map new applications on the resulting system.

For the algorithm Initial Mapping (IM) that constructs an initial mapping with a valid schedule, we used as a starting point the Heterogeneous Critical Path (HCP) algorithm presented in [9]. HCP is based on the classical list scheduling algorithm, and uses a ready list $L$ of processes ready to execute, i.e. all their predecessors have been scheduled. In each iteration, a process $P_i$ is selected from $L$ according to a priority function based on its critical path length (CP), and assigned to the “best processor” $M(P_i)$. Then, process $P_i$ is scheduled on $M(P_i)$. For details on the process and processor selections the reader is referred to [9]. We have modified the HCP algorithm to consider during scheduling a set of previous applications $\Psi$ that have already occupied the schedule table, and to schedule the messages according to the TDMA protocol. Furthermore, for the selection of the process from the ready list we have used instead of the CP priority function the MPCP priority function introduced by us in [5]. MPCI takes into consideration the particularities of the communication protocol for calculation of communication delays. These delays are not estimated based only on the message length, but also on the time when slots assigned to the particular node which generates the message, will be available. For the example in Figure 2, our initial mapping algorithm will be able to produce the optimal solution with a schedule length of 48 ms.

However, before using the IM algorithm, two aspects have to be addressed. First, the process graphs $G_e \epsilon \Gamma_{\text{current}}$ are merged into a single graph $G_{\text{current}}$ by unrolling of process graphs and insertion of dummy nodes as shown in Figure 5. In addition, we have to consider during scheduling the mismatch between the periods of the already existing system and those of the current application. The schedule table into which we would like to schedule $G_{\text{current}}$ has a length of $T_P$ which is the period of the existing system $\Psi$. However, the period $T_{\text{current}}$ of $G_{\text{current}}$ can be different from $T_P$. Thus, before scheduling $G_{\text{current}}$ into the existing schedule table, the schedule table is expanded to the least common multiplier of the two periods. In this context, scheduling $G_{\text{current}}$, means scheduling it into the expanded schedule table inside each period $T_{\text{current}}$. A similar procedure is followed in the case $T_{\text{current}} > T_{\Psi}$.

Starting from the valid design produced by IM, our next goal is to improve on the design in order to minimize the objective function $C$. We iteratively improve the design using a transformational approach. A new design is obtained from the current one by performing a transformation called move. We consider the following moves: moving a process to a different slack found on the same node or on a different node, and moving a message to a different slack on the bus. In order to eliminate those moves that will lead to an infeasible design (that violates deadlines), we do as follows. For each process $P_i$, we calculate the ASAP, and ALAP times considering the resources of the given hardware architecture. ASAP is the earliest time $P_i$ can start its execution, while ALAP is the latest time $P_i$ can start its execution without causing the application to miss its deadline. When moving $P_i$ we will consider slack on the target processor only inside the $[\text{ASAP}, \text{ALAP}]$ interval. The same reasoning holds for messages, with the addition that a message can only be moved to slacks belonging to the same slot number, corresponding to the sender node. Any violation of the data dependency constraints is rectified by moving processes or messages concerned in an appropriate way.

For the goal of improving a design as stated above, we first propose a Simulated Annealing strategy (SA) [4] that aims at finding the near-optimal mapping and schedule that minimizes the objective function $C$. One of the drawbacks of the SA strategy is that in order to find the near-optimal solution it needs very large computation times. Such a strategy, although useful for the final stages of the system synthesis, cannot be used inside a design space exploration cycle.

Thus, we introduce a Mapping Heuristic (MH), outlined in Figure 6, that aims at finding a good quality solution in a reasonable time. MH starts from an initial design produced by IM and iteratively performs moves in order to improve the design. Unlike
Mapping Heuristic

ASAP(\(T_{\text{current}}\)) \(\rightarrow\) ALAP(\(T_{\text{current}}\)) -- computes ASAP-ALAP intervals
InitialMapping(\(w, T_{\text{current}}\))

repeat -- try to satisfy the second design criterion
repeat

-- find moves with highest potential to maximize \(C_1^+\) or \(C_1^-\)
move\_set = PotentialMove\(C_1^+\) \(\cup\) PotentialMove\(C_1^-\)
-- select and perform move which improves most \(C_1^+\) or \(C_1^-\)
moves = SelectMove\(C_1\)(move\_set); Perform(move)

until \((C_2^+ \geq b\_\text{need}) \text{ and } (C_2^- \geq a\_\text{need})\) or limit reached
if \(C_2^+ > b\_\text{need} \text{ or } C_2^- < a\_\text{need}\) then
suggest \(T_{\text{min}}\)
end if
until \((C_2^+ \geq b\_\text{need}) \text{ and } (C_2^- \geq a\_\text{need})\) or limit reached
repeat -- try to improve the metric of the first design criterion

-- find moves with highest potential to minimize \(C_2^+\) or \(C_2^-\)
move\_set = PotentialMove\(C_2^+\) \(\cup\) PotentialMove\(C_2^-\)

-- select and perform move which improves \(w(T(G)^+ + w(T(G)^-))\)

-- and does not invalidate the second design criterion
move = SelectMove\(C_2\)(move\_set); Perform(move)

until \(w(T(G)^+ + w(T(G)^-))\) has not changed or limit reached

end Mapping Heuristic

5. EXPERIMENTAL RESULTS

For evaluation of our mapping strategies we first used process graphs of 40, 160, 240, 320 and 400 processes generated for experimental purpose. 30 graphs were generated for each graph dimension, thus a total of 150 graphs were used for experimental evaluation. We considered an architecture consisting of 10 nodes of different speeds. For the communication channel we considered a transmission speed of 256 kbps and a length below 20 meters. The maximum length of the data field in a bus slot was 8 bytes. All experiments were run on a SUN Ultra 10. Also, throughout the experiments we have considered an existing set of applications \(\psi\) consisting of 400 processes, with a schedule table of 6s on each processor, and a slack of about 50% the total schedule size.

The first result concerns the quality of the designs produced by our initial mapping algorithm IM (using the MPCP priority function which considers particularities of the TDMA protocol) compared to the HCP algorithm. We have calculated the average percentage deviations of the schedule length produced with HCP and IM from the length of the best schedule among the two. Results are depicted in Figure 7a. In average, the deviation with IM is 3.28 times smaller than with HCP. The average execution times for both algorithms are under half a second for graphs with 320 processes.

For the next experiments we were interested to investigate the quality of the mapping heuristic MH compared to a so called ad-hoc approach (AH) and to the simulated annealing based algorithm SA. The AH approach is a simple, straight-forward solution to produce designs which, to a certain degree, support an incremental process. Starting from the initial valid schedule of length \(S\) obtained by IM for the graph \(G\) with \(N\) processes, AH uses a simple scheme to redistribute the processes inside the \([0, D]\) interval, where \(D\) is the deadline of the process graph \(G\). AH starts by considering the first process in topological order, let it be \(P_1\). It introduces after \(P_1\) a slack of size \(\min\{\text{smallest process size of } \Gamma_{\text{future}}(D-S/N), \text{thus shifting all } P_i\text{'s descendants to the right. The insertion of slacks is repeated for the next process, with the current larger value of } S, \text{as long as the resulted schedule has an } S \leq D\).

MH, SA and AH have been used to map each of the 150 process graphs on the target system. For each of the resulted designs, the objective function \(C\) has been computed. Very long and expensive runs have been performed with the SA algorithm for each graph and the best ever solution produced has been considered as the near-optimum for that graph. We have compared the objective function obtained for the 150 process graphs considering each of the three mapping algorithms. Figure 7b presents the average percentage deviation of the objective function obtained with the MH and AH from the value of the objective function obtained with the smallest “snapping distance”, i.e. in order to attach it to other processes it has to travel the smallest distance inside the schedule table. For a given process such a move is considered both on its node, and to other nodes. We also consider moves that try to increase the individual slacks sizes. Therefore, we first eliminate slack that is unusable: it is too small to hold the smallest process of the future application, or the smallest message. Then, the slacks are sorted in ascending order and the smallest one is considered for improvement. Such improvement of a slack is performed through moving a nearby process or message, but avoiding to create as a result an even smaller individual slack.

![Figure 7. a) Percentage Deviations for HCP, IM, b) Percentage Deviations for AH, MH and c) Execution Times for AH, MH, SA](image-url)
near-optimal scheme. We have excluded from the results in Figure 7b, 37 solutions obtained with AH for which the second design criterion has not been met, and thus the objective function has been strongly penalized. The average run-times of the algorithms, in seconds, are presented in Figure 7c. The SA approach performs best in terms of quality at the expense of a large execution time. The execution time can be up to 45 minutes for large graphs of 320 processes. MH performs very well, and is able to obtain good quality solutions in a very short time. AH is very fast, but since it does not address explicitly the two design criteria presented in Section 3 it has the worst quality of solutions, according to the objective function.

The most important aspect of the experiments is determining to which extent the mapping strategies proposed in the paper really facilitate the implementation of future applications. To find this out, we have mapped graphs of 40, 80, 160 and 240 nodes representing the $\Gamma_{current}$ application on top of $\psi$. After mapping and scheduling each of these graphs we have tried to add a new application $\Gamma_{future}$ to the resulted system. $\Gamma_{future}$ consists of a process graph of 80 processes, randomly generated according to the following specifications: $S_t = \{20, 50, 100, 150, 200 \text{ ms}\}$, $f(S_t) = \{10, 25, 45, 15, 5\%\}$, $R_t = \{2, 4, 6, 8 \text{ bytes}\}$, $f(R_t) = \{20, 50, 20, 10\%\}$, $T_{max} = 250 \text{ ms}$, $t_{ready} = 100$ and $b_{need} = 20 \text{ ms}$. The experiments have been performed two times, using first MH and then AH for mapping $\Gamma_{current}$. In both cases we were interested if it is possible to find a valid implementation for $\Gamma_{future}$, on top of $\Gamma_{current}$ using the initial mapping algorithm IM. Figure 8 shows the number of successful implementations in the two cases. In the case $\Gamma_{current}$ has been mapped with MH, this means using the design criteria and metrics proposed in the paper, we were able to find a valid schedule for 65% of the total process graphs considered. However, using AH to map $\Gamma_{current}$ has led to a situation where IM is able to find valid schedules in only 21% cases. Another observation from Figure 8 is that when the slack size available is large, as in the case $\Gamma_{current}$, has only 40 processes, it is easy for both MH and AH to find a mapping that allows adding future applications. However, as $\Gamma_{current}$ grows to 160, only MH is able to find a mapping of $\Gamma_{current}$ that supports an incremental design process, accommodating more that 60% of the future applications. If the remaining slack is very small, after we map a $\Gamma_{current}$ of 240, it becomes practically impossible to map new applications without modifying the current system.

Finally, we considered an example implementing a vehicle cruise controller (CC) modeled using one process graph. The graph has 32 processes and it was to be mapped on an architecture consisting of 4 nodes, namely: Anti Blocking System, Transmission Control Module, Engine Control Module and Electronic Throttle Module. The period was 300 ms, equal to the deadline. In order to validate our approach, we have considered the following setting. The system $\psi$ consists of 80 processes generated randomly, with a schedule table of 300 ms and about 40% slack. The CC is the $\Gamma_{current}$ application to be mapped. We have also generated 30 future applications of 40 processes each with the characteristics of the CC, which are typical for automotive applications. By mapping the CC using MH we were able to later map 21 of the future applications, while using AH only 4 of the future applications could be mapped.

6. CONCLUSIONS

We have presented an approach to the incremental design of distributed embedded systems for hard real-time applications. Such a design process satisfies two main requirements when adding new functionality: the already running functionality is not disturbed, and there is a good chance that, later, new functionality can easily be mapped on the resulted system. Our approach was considered in the context of a non-preemptive static cyclic scheduling policy and a realistic communication model based on a TDMA scheme.

We have introduced two design criteria with their corresponding metrics, that drive our mapping strategies to solutions supporting an incremental design process. For constructing an initial valid solution, we have shown that it is needed to take into account the features of the communication protocol. Starting from an initial solution, we have proposed two mapping algorithms, SA based on a simulated annealing strategy and MH an iterative improvement heuristic. SA finds a near-optimal solution at the expense of a large execution time, while MH is able to quickly produce good quality results. The approach has been validated through several experiments.
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