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Abstract—Worldwide, millions of people are locked in or in a wheelchair, due to several neuromuscular disorders or spinal cord injuries. These individuals are deprived of trivial social activities, like interacting or playing games with other people. Such activities are crucial for personal development, and can have a great impact on the quality of their lives. This work aims at the design and implementation of an electroencephalography (EEG) based motor imagery (MI) brain computer interface (BCI) system that would allow disabled, and able-bodied, individuals alike to control a drone in a 3D physical environment by only using their thoughts. An improved version of the filter bank common spatial pattern (FBCSP) algorithm was developed, and it has shown to perform superior (68.5% accuracy) to the winning FBCSP algorithm (67.8% accuracy), when tested on dataset 2a (4 class MI) of the BCI competition IV. A deep convolutional neural network (CNN) based algorithm was also implemented and tested on the same dataset, which however performed inferior (62.9% accuracy) to the winner, as well as our proposed FBCSP algorithms. The improved FBCSP was then tested on our in-house 5-class (left hand, right hand, tongue, both feet and rest) MI dataset (collected from 10 able-bodied subjects) and obtained a mean accuracy of 41.8±11.74%. This is considered a significant result though it is not good enough to attempt the control of a real drone.

Index Terms—Brain Computer Interface (BCI), Motor Imagery (MI), Filter Bank Common Spatial Pattern (FBCSP), Convolutional Neural Network (CNN), Drone Control, Multiclass Motor Imagery.

I. INTRODUCTION

According to the World Health Organization (WHO), 2-4% of the World’s population is suffering from severe disability and/or paralysis [1]. The global estimation is on the rise due to an aging population, and rapid spread of chronic diseases. Common causes of paralysis includes stroke, multiple sclerosis, spinal cord injury, cerebral palsy, and many more [2]. Some of these individuals are “locked-in”, rendering them unable to speak or move.

Brain Computer Interface (BCI) systems establish a direct connection between the brain and a computer, thereby creating a communication channel that bypasses the peripheral nervous system [3]. BCI utilizes neurofeedback by acquiring and processing electroencephalogram (EEG) signals to control external devices based on the individual’s wishes. Steady State Visual Evoked Potentials (SSVEP), Event Related Potentials (ERPs), and Event Related Desynchronization/Synchronization (ERD/ERS) components as well as sensorimotor rhythms (SMRs) are the most commonly exploited EEG responses in BCI systems [4] [5] [6]. SMRs are tuned by motor intentions, such as motor imagery (MI), and are characterized by a modulation of the amplitudes of the measured electrical potentials [7].

Even though both SSVEP and P300 based BCIs have shown to reach high accuracies, they both use flashing visual stimuli, which subjects have reported to cause fatigue after long usage [8] [9]. Both SSVEP and P300 also requires that the subject is able to at least move their eyes, which may not be the case for all patients [10]. The MI based BCI system on the other hand requires only the imagined movement of the limbs, and therefore is the most appropriate chosen paradigm for locked-in patients [7].

In recent years, there have been many attempts to improve the MI based BCI systems. One of the main reasons for this has been the availability of the BCI competition database, which made it easier for researchers to experiment with their own algorithms [11]. One of the most popular datasets is dataset 2a (4-class MI) from BCI competition IV. The winner of this competition on dataset 2a scored an accuracy of 67.8% using the Filter Bank Common Spatial Pattern (FBCSP) algorithm [12]. This result was beaten by a group achieving 70% mean accuracy utilizing multivariate empirical mode decomposition based filtering and Riemannian geometry for classification [13]. In 2017, Sharbaf, et al., improved this accuracy (72.3%) considerably by implementing the Filter Bank Common Spatio-Spectral Patterns (FBCSSP), with variable sized frequency bands and a channel selection algorithm [14]. In the same year, the work by Schirrmeister et al., have reportedly beaten that record by 1.5% (73.7%) using a shallow end-to-end Convolutional Neural Network (CNN) based algorithm [15]. Later in the same year, a project sponsored by the US military and UK ministry of defence, used an end-to-end deep CNN that have claimed to have achieved an accuracy of 81.1% [16]. Recently, a group claimed to have achieved an accuracy of 88.5% using a 1D shallow CNN [17].

Lafleur et al., have developed a 4-class MI BCI setup to
control a drone using a 64 channel EEG system and have achieved an accuracy of 90.5% [18]. This system was however tested on only one subject. Here, we propose the development and implementation of a 5-class MI based BCI system, that is capable of controlling a drone in 3D space, by utilizing forward, clockwise and anticlockwise rotation, and up and down movement, the proposed drone control scheme could be of use to paralyzed and able-bodied individuals alike in the future.

A. Our Work

We have implemented a modified version of the FBCSP algorithm where we have split a certain frequency range into a number of bands using grid search, unlike the manual selection, nor did we utilize a feature selection algorithm as in its original version [12] [19] [20]. We use a support vector machine (SVM) classifier to achieve superior results compared to the winner FBCSP algorithms results [12] [21]. A deep convolutional neural network (CNN) based algorithm with five hidden layers was also implemented in this project, which however performed inferior to the winner [12], as well as our improved FBCSP algorithm.

II. MATERIALS AND METHODS

A. Common Spatial Pattern Filter

The purpose of a CSP filter, is to identify the sources of neuro-electric signals for distinguishing between different classes or populations (e.g., MI of left and right hands). The CSP algorithm is described mathematically, by first estimating the covariance matrices [22]. Let \( X \in \mathbb{R}^{N \times N_{ch}} \) be the recorded EEG signal, where \( N \) is the number of samples and \( N_{ch} \) is the number of EEG channels. Then, the filtered signal, \( Z_{CSP} \in \mathbb{R}^{N \times N_{ch}} \) can be represented as:

\[
Z_{CSP} = W^T X,
\]

where \( W \in \mathbb{R}^{N_{ch} \times N_{ch}} \) is the matrix parameterizing the signal decomposition, which projects the recorded EEG signal from the sensor to the source spatial locations. Here, we denote each column (\( w_i, i = 1, 2, \ldots, N_{ch} \)) of \( W \) as a spatial filter, and each column of \( W^{-1} \) as a spatial pattern.

Assuming a two-class (a and b) problem, the basic principle behind the CSP algorithm is to maximize the variance of one class while minimizing it for the other. This is achieved by operating on the respective covariance matrices (\( R_a, R_b, \in \mathbb{R}^{N_{ch} \times N_{ch}} \)).

\[
R_a = \frac{1}{N_a} \sum_{n=1}^{N_a} X_a^n X_a^n T,
\]

\[
R_b = \frac{1}{N_b} \sum_{n=1}^{N_b} X_b^n X_b^n T.
\]

Here, \( N_a \) and \( N_b \) are the number of trials of class \( a \) and class \( b \), respectively. \( X_a^n \) and \( X_b^n \), both \( \in \mathbb{R}^{N_{ch} \times N} \) are the EEG data for the \( n^{th} \) trial of class \( a \) and class \( b \) and \( T(\cdot) \) denotes the trace operation of the matrix.

These two covariance matrices are combined to obtain the covariance matrix \( R_c = R_a + R_b \) and subsequently the eigen decomposition of it (i.e., \( R_c = U_c \Lambda_c U_c^T \)) is performed to construct a whitening matrix \( P \) as follows:

\[
P = \sqrt{\Lambda_c^{-1}} U_c^T.
\]

where, \( U_c \) is the matrix composed of eigenvectors and \( \Lambda_c \) is the matrix of eigenvalues of \( R_c \). Using this matrix \( P \), the covariance matrices \( R_a \) and \( R_b \) are whitened (i.e., \( S_a = PR_a P^T \) and \( S_b = PR_b P^T \) such that \( S_a + S_b = PR_a P^T = I \), where \( I \) is the identity matrix. Further, the eigen decomposition of \( S_a \) and \( S_b \) provide the following:

\[
S_a = B \Phi_a B^T,
\]

\[
S_b = B \Phi_b B^T.
\]

Here, \( \Phi_a \) and \( \Phi_b \) are the matrix of eigenvalues (arranged in descending order) corresponding to classes \( a \) and \( b \), respectively. The matrix \( B \) can now be used to optimize the variation between classes \( a \) and \( b \), by finding the spatial filters, \( V \in \mathbb{R}^{N_{ch} \times N_{ch}} \), where each column is a filter.

\[
V = B^T P.
\]

From \( V \), \( 2m \) filters (\( m \) filters from column \( 1 \) to column \( m \) and \( m \) filters from column \( N_{ch} - m \) to column \( N_{ch} \)) are selected to obtain the spatial filter \( \tilde{W} \in \mathbb{R}^{N_{ch} \times 2m} \). The signal matrix \( X \) is then transformed as follows:

\[
Z_{CSP} = \tilde{W}^T X.
\]

The feature vector, \( f_n \), for the \( n^{th} \) trial for classification can now be calculated as:

\[
f_n = \log \left( \frac{\text{diag}(\tilde{W}^T X^n X^n T \tilde{W})}{\text{Tr}(\tilde{W}^T X^n X^n T \tilde{W})} \right)
\]

where \( \text{diag}(\cdot) \) denotes the diagonal elements of the resulting matrix.

CSP is an algorithm that only works for binary classes, since it can only maximize the variance between two classes. However, there have been attempts to extend this to multiple classes, such as, the one-versus-one (OVO) and the one-versus-rest (OVR) algorithms, that have been implemented in this work [12] [22] [23].

B. Filter Bank CSP

In FBCSP, the CSP has been extended to have multiple frequency bands. The main idea is to filter the data using a number of subband filters in the frequency band, that contains the MI information. There are different ways of doing this: In [12], they manually selected 9 bands from 4-40Hz. Following this approach in our work, we however choose the frequency range to be 4-34Hz for our winning settings. This frequency band is divided into \( N_{sb} \) sub-bands. After filtering the signal with these filters, the \( N_{sb} \) CSP filter sets and corresponding features are computed. When a CSP multi-class extension is used simultaneously with the filter bank, we get \( N_{sb} \times N_{cl} \times N_{csp} \) features, where \( N_{cl} \) is the number of classifiers, and
$N_{csp}$ is the number of CSP features to calculate (equal to $2m$ in CSP).

C. Convolutional Neural Networks

CNN’s have in recent years been very successful in various fields like image recognition, data mining, and signal processing [24] [25] [26]. In this work, we implemented almost the same architecture as the one suggested by Zhao et al. [16]. However this is a general network, trained on all subjects. We used one fully connected layer followed by 5 CNN layers. Batch normalization was done to speed up the training of the network, and 50% dropout was implemented after each CNN layer for preventing overfitting, and finally activation layers was implemented for the nonlinear relationship [27] [28]. The rectified linear unit (ReLU) was used as activation layer instead of exponential linear unit (ELU) as this provided us better results [29] [30]. For down sampling, we have used max pooling.

III. EXPERIMENTAL SETUP AND DATA DETAILS

We used two datasets for evaluating the proposed algorithms: (i) the open source dataset (dataset 2a, 4-class MI of different body parts from BCI competition IV), and (ii) an in-house dataset (5-class MI) of different body parts, which were recorded and evaluated in real-time.

A. Dataset 1: 4-class MI

This dataset belongs to the BCI competition IV (dataset 2a) and comprises of the EEG recordings on 9 subjects of 4-classes of MI from distinct body parts (left, right hand, feet and tongue) [11]. For each subject, two sessions of 288 trials were recorded, namely a calibration session without feedback and an evaluation session with feedback. 25 electrodes (3 EOG channels and 22 EEG channels) were used for the recordings of this dataset.

B. Dataset 2: 5-class MI

The second dataset was collected from our own laboratory. The 5 classes of MI data include left and right hand, both feet, rest and tongue. These 5 classes corresponds too counterclockwise, clockwise, upward, downward and forward movement of a drone.

The 5 classes were selected as the proposed classes for controlling a drone in the future.

For the experiment, a total of 160 training trials were recorded (32 trials for each class), of which the first 60 training trials were recorded without feedback, and the remaining 100 training trials were recorded with feedback in real-time. For evaluation, 100 trials were recorded, where feedback was also given to the subjects in real-time. During training and evaluation, the trials were split into sessions (each of 20 trials), where the subject were given the opportunity to rest for a few minutes in between sessions.

The experiments were carried out in a soundproof and electromagnetically shielded room. A total of 10 able-bodied subjects (3 females and 7 males in the age range of 20-25 years) participated in the experiment. All subjects were provided verbal informed consent prior to their participation in the experiments, which were approved by the Regional Committee on Health Research Ethics for the Capital Region of Denmark (reference H-3-2013-004) and carried out in accordance with the corresponding guidelines and relevant regulations on the use of human subjects for health-related scientific research.

The subjects were seated in a comfortable chair, and the computer screen was placed about 60cm in front of them. For recording the signals, the g.USBamp amplifier was used with 16 electrodes (16 EEG channels in the motor cortex area), a reference electrode and a ground electrode (Fig.1 [31]). The sampling rate was set to 512Hz, and for preprocessing of the signals, an 8th order Butterworth band pass (2-60Hz) filter and a 4th order Butterworth notch filter to suppress the power-line interference were chosen. An Acer Aspire 5 computer (8th generation Intel processor (i5-8250U), Nvidia graphics card (MX150) and a full HD screen) were used for the experiment.

C. Timing Scheme

The timing scheme for each trial is shown in Fig.2. Each trial began with the participant gazing at a fixation cross at the center of the screen for 2 seconds. This was followed by a break of 0.5 seconds, before the MI period of 4 seconds began, where the cue was present throughout the MI period. If the subject was training with feedback or an evaluation trial was recorded, then feedback was given to the subject after 2 seconds, otherwise no feedback was given. Afterwards there was a varying break time of 1-2 seconds. Using this timing scheme, the average trial took about 8 seconds.

D. Feedback

Feedback is a very important part of the visual interface as it lets the subject know how he/she is performing in real-time.
By implementing feedback during training of the classifier, both the classifier and the subject is trained, so they together can achieve a higher performance.

During our recordings, the feedback was given to the subject in two ways: (i) a green box was shown during the MI period, if the classifier was correctly classifying the trial. The green box was only shown 2 seconds into the MI period and until the end of the MI period, as can been seen in Fig.2. This was done since the first few predictions are only based on few windowed trials, and therefore the result of classification had a tendency to vary more in the beginning. (ii) Feedback in the form of an accuracy score was given at the end of each session, so the subject could see if he/she had any progress during the last session.

IV. RESULTS AND DISCUSSION

The performance (classification accuracy) of the proposed methods are provided in this section.

A. Dataset 1: 4-Class MI

Table I shows the accuracies obtained for the 9 subjects on the 4-class dataset 2a from BCI competition IV for the proposed modified FBCSP and CNN algorithms. It also shows the corresponding accuracies for the competition winner [22] as well as the 1st and 2nd runner-up [32]. It can be seen that our modified FBCSP algorithm perform superior (68.5%) to the 2008 winner (67.8%). Its performance is much better than the first and second runner up. It may be noted that out of the 9 subjects, the performances for four subjects (subjects 1, 2, 4 and 5) are significantly higher in our proposed FBCSP than the performances of these subjects with the BCI competition IV winner. The average accuracy using the CNN algorithm is seen to be inferior to our algorithm, the 2008 winner and the 1st runner-up. The performance of subject 3 (83.0%) however, is the highest among all.

B. Dataset 2: 5-Class MI

The results (classification accuracies) for the modified FBCSP algorithm for the 5-class MI data collected from the 10 subjects in our experiment are presented in Table II. The mean accuracy is 41.80±11.74%, which does not seem as much, but is much higher than the chance level of 20%, and the accuracies given in Table II have been calculated in real-time, to reflect the true performance of the algorithm. It may be noted that the score of subject 5 is significantly lower (15%) than the average. If this subject is omitted from the analysis, the average would increase (And the standard deviation would decrease considerably) to 44.78±7.43%. Each subject had 100 evaluation trials. Here, the CNN algorithm was not used as its performance on Dataset 1 proved to be inferior to both the winner and our algorithm.

C. Use OVO or OVR?

From our analysis, it was found that OVO performed better than OVR when tested on Dataset 1. The number of classifiers and filters to train differ in both these cases although both depends on the number of classes (Nclasses). The number of classifiers (Ncl) required for OVR is equal to Nclasses and the number of classifiers for OVO is Ncl = \( \frac{N_{classes}}{2} \). For 4-classes, these numbers are 4 and 6, respectively for OVR and OVO methods. For 5-classes, these numbers are respectively, 5 and 10 (a doubling for OVO compared to OVR). A disadvantage of OVO (For a 5-class system), could be that for a given trial to be evaluated, only 4 of the classifiers have trained on trials belonging to that class, meaning that 6 of the classifiers voting, have not been trained on the relevant class.

D. Future Improvements

1) Further Training of Subjects: A study that includes 324 subjects performing 2-class MI concludes that MI is a skill that can be improved by practicing [33]. We have also experienced this while recording the signals from the subjects, who had no prior BCI experience. Imagining five different MI tasks is not easy, and therefore we believe that more training would have helped improve the accuracy significantly.
2) **Cross Fold Validation:** Implementing cross fold validation on the training data, would be very beneficial. Cross fold validation could be used for testing different parameters manually, or for the program to automatically test different parameters using an optimization problem or a grid search. This could lead to an even more personalized classifier, as the parameters could then be tuned for the individual subject. This could lead to an even more personalized classifier, as the manually, or for the program to automatically test different fold validation could be used for testing different parameters on the training data, would be very beneficial. Cross validation on the training data, would be very beneficial. Cross validation on the training data, would be very beneficial. Cross validation on the training data, would be very beneficial. Cross validation on the training data, would be very beneficial.

3) **Adaptive Algorithm:** An adaptive training algorithm might have resulted in better classifiers, by selecting which trials to train on, so trials which would lead to a lower accuracy, would not be trained on. Furthermore, an adaptive training algorithm, could calculate which classes the user is having problems imagining, and then increase the number of trials the user has to train on of those classes. This way, the user would get more experience in troubling classes, and thereby hopefully increasing the overall accuracy of the classifier [34].

V. CONCLUSION

This paper presents an improved version of the FBCSP method for classification of a 5-class MI BCI dataset. This method was first tested on the BCI competition IV dataset 2a and found that it beats the winner of the BCI competition by 0.7% (68.5% vs 67.8%). The proposed method was then applied on a 5-class MI dataset from 10 able-bodied subjects, which was collected in our laboratory using only 16 electrodes. The mean accuracy was found to be 41.8%. This is considered a significant result considering the fact that the chance level is 20%. However, this accuracy is not considered high enough to attempt to control a real drone.
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