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Schizophrenia is a greatly invalidating disease with a largely unknown underlying etiology and pathophysiology. Attempts to investigate these difficult problems using a wide range of objective measures have been made over the past century. As the technological development has brought new advanced medical imaging modalities, combinations of views from multiple modalities have been investigated. The goal being to identify biomarkers for predicting the schizophrenia diagnosis, and furthermore to stratify schizophrenia patients into different subtypes.

In a time with focus of personalized medicine, single subject prediction has an increasing relevance. New statistical methods for analyzing the high dimensional multimodal data, and underdetermined problems are therefore needed.

In the present thesis, we have investigated two approaches to optimize the potential for using machine learning to analyze multimodal medical data. In a third study we have investigated the potential of using machine learning models to predict the diagnosis and prognosis of antipsychotic naïve first episode schizophrenia patients based on data from four different modalities.

In the fusion of multimodal data it is often unclear at what level or stage in an analysis pipeline the fusion will bring most information about a given problem. In the first methodological study of this thesis, we developed an approach to investigate the appropriate level of fusion of two modalities based on a hypothesis that the optimal fusion level is dictated by the dependencies among the modalities. The approach is based on two permutation schemes that establishes an upper and a lower bound for the integration level spectrum and attempts to
place the data set at hand on this spectrum.

In medical data, particularly multimodal data from intricate studies, data sizes are often modest. This can be a prohibitive factor for analyzing the data using machine learning models. With inspiration from comparative studies of learning efficiencies of the generative naïve Bayes model and the discriminative logistic regression model, and perspectives to data augmentation methods, we, in the second study, devise an approach to mitigate the small data problem. We suggest to generate synthetic data using the generative model, and use it to augment the training data of a discriminative model, with improved classification as a result in most cases.

In studying multimodal data from schizophrenia patients, knowing which modalities to rely on is nontrivial. In our study, we included four modalities of data from antipsychotic naïve first episode schizophrenia patients and healthy controls to investigate which modality had the best potential to predict the diagnosis of a subject using a range of machine learning models. Subsequently, the benefit of combining modalities and the potential to predict symptom remission of the patients were investigated. Our study showed that, against our expectation, only the cognitive modality had predictive capacities regardless of machine learning method. Multimodal combinations did not improve the performance, and the attempt to predict symptom remission in patients was not successful. However, a post publication study on applying the augmentation framework to potentially further improve the predictive capacity of the machine learning models on the cognitive modality looks promising.
Skizofreni er en stærkt invaliderende sygdom med en stort set ukendt underliggende ætiologi og patofysiologi. Forsøg på at undersøge disse vanskelige problemer ved hjælp af en bred vifte af objektive mål er blevet udført igennem det sidste århundrede. Som følge af at den teknologiske udvikling har tilvejebragt nye avancerede medicinske billeddannelsesmodaliteter, er kombinationen af modaliteter blevet undersøgt. Målet værende at forsøge at identificere biomarkører til forudsigelse af skizofreni-diagnosen og endvidere for at stratificere skizofrenipatienter i forskellige subtyper.

I en tid med fokus på personlig medicin er individuel diagnoseforudsigelse af stigende relevans. Der er derfor et behov for nye statistiske metoder til analyse af højdimensional data og underbestemte multimodale problemer.

I den foreliggende afhandling har vi undersøgt to metoder til optimering af brugen af machine learning til analyse af multimodal medicinsk data. I et tredje studie har vi undersøgt potentialet for at forudsigende diagnosen og prognosen af antipsykotisk naive første-episode skizofrenipatienter på baggrund af data fra fire modaliteter.

Ved fusion af multimodal data er det ofte uklart på hvilket niveau eller stadie af en analysefremgangsmåde, hvor fusionen vil bidrage mest information om et givent problem. I det første metodologiske studie i denne afhandling, udviklede vi en fremgangsmåde til at bestemme et passende fusionsniveau af to modaliteter baseret på en hypotese om at det optimale fusionsniveau er dikteret af afhængigheder imellem modaliteterne. Fremgangsmåden er baseret på to permutationsmetoder, der etablerer en øvre og en nedre grænse for integra-
tionsniveauspektrummet, og som forsøger at placerer det givne datasæt på dette spektrum.
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The common goal of this thesis is to investigate the disease of schizophrenia using the search lights of biological and statistical objective measurements. The profound biological variation in patients diagnosed with schizophrenia is however a great challenge, particularly in small data sets, which are common in the medical domain. The causal mechanisms for the biological variation are largely unknown, but have been found to be partly confounded by the duration of illness and exposure to antipsychotic medication [Fusar-Poli et al., 2013].

To approach these confounders, the focus of the present thesis is on antipsychotic naïve first episode (ANFE) schizophrenia patients, meaning that the patients have as short an illness duration as possible and have never been exposed to antipsychotic medication.

The data was collected at the Center for Neuropsychiatric Schizophrenia Research (CNSR) which is part of the Center for Clinical Intervention and Neuropsychiatric Schizophrenia Research (CINS) both primarily located at the Mental Health Center Glostrup, University of Copenhagen, Glostrup Denmark. At CNSR and CINS, ANFE schizophrenia patients have been recruited in three full cohorts (A-C), including baseline, short, and long term follow-up studies. A fourth ANFE schizophrenia cohort is currently in its recruitment phase. A range of objective measurements are collected in a range of modalities as listed in table 1.1. In this thesis, the data of focus is the cognition, electrophysiology, structural...
Table 1.1: Overview of the CINS ANFE schizophrenia cohorts. In cognition, some tests are different across cohorts. In electrophysiology more paradigms are added in the later cohorts (B-E). For MRI measures cohort A was 1.5T, B-E 3T. Approximate numbers of patients (pt) and controls (ct) are shown as they vary across modalities. Cohort E is ongoing and numbers are hence aims.

<table>
<thead>
<tr>
<th>pt / ct</th>
<th>Cohort</th>
<th>Psychopathology</th>
<th>Cognition</th>
<th>Electrophysiology</th>
<th>sMRI</th>
<th>DTI</th>
<th>1H-MRS</th>
<th>fMRI</th>
<th>PET+/SPECT</th>
<th>GWAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>~25/25</td>
<td>A</td>
<td>x</td>
<td>x</td>
<td>PPI</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>~45/45</td>
<td>B</td>
<td>x</td>
<td>x</td>
<td>PPI+</td>
<td>x</td>
<td>x</td>
<td>WM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>~60/60</td>
<td>C</td>
<td>x</td>
<td>x</td>
<td>PPI+</td>
<td>x</td>
<td>x</td>
<td>Reward + RS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>~60/60</td>
<td>E</td>
<td>x</td>
<td>x</td>
<td>PPI+</td>
<td>x</td>
<td>x</td>
<td>Reward + RS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

WM = Working memory paradigm, Reward = Reward paradigm, RS = Resting state, PPI+ = pre-pulse inhibition (PPI), mismatch negativity (MMN), P50 suppression, and selective attention (not included in paper C). The modalities inside the box are included in paper C.

magnetic resonance imaging (sMRI) and diffusion tensor imaging (DTI) modalities from the baseline assessment of cohort C where all patients were ANFE schizophrenia patients. Across all CINS cohorts, additional modalities comprise: functional MRI (fMRI), 1H magnetic resonance spectroscopy (MRS), positron emission tomography (PET) or single photon emission computed tomography (SPECT) scan, genome wide association study (GWAS) data and psychopathology (i.e. PANSS scores). Differences in research questions and development of new and improved techniques have caused differences in the recorded variables within the different modalities across the cohorts.

The contributions which are part of this thesis comprise

- A study investigating how to best fuse multimodal data (Paper A).
- A study on how to transfer the potentially superior learning efficiency of a generative to a discriminative model when working with small data sets (Paper B).
- A study on the diagnostic capabilities of machine learning methods applied to baseline data from ANFE schizophrenia patients and healthy controls (Paper C).
The rest of the thesis is structured as follows. In chapter 2, a brief introduction to the disease schizophrenia is given, general findings of the field using modalities similar to the ones analyzed in paper C are reviewed, and a short review of machine learning used to analyze such data in the field is given. In chapter 3, the focus is on multimodal medical data and how to analyze it using machine learning. Multimodal data fusion, general challenges related to this, and more specifically challenges related to the analysis of multimodal medical data are reviewed. In chapter 4, each of the three contributions included in this thesis are briefly reviewed and their main findings are highlighted. Finally in chapter 5, the findings of the three contributions are discussed and put into the mutual context of multimodal medical data from antipsychotic naïve first episode schizophrenia patients.
Schizophrenia - and how it is modeled

2.1 Brief overview of schizophrenia

Schizophrenia is a severe mental disease typically emerging in the early adulthood [Tandon et al., 2009]. It has a prevalence of approximately 0.5% and a worldwide incidence of 7.7-43/100,000 (10-90 quantile) [McGrath et al., 2008]. The symptoms of the disease are often categorized into positive (e.g. delusions, hallucinations, and other reality distortions), negative (e.g. anhedonia, apathy, and social withdrawal), and cognitive deficits (e.g. memory, attention, and verbal fluency) [Tandon et al., 2009]. The etiology is widely unknown, though genetic factors and gene-environment interactions have been found to account for more than 80% of the liability for developing the disease [Tandon et al., 2008].

The diagnosis is generally established according to either the Diagnostic and Statistical Manual of mental Disorders which is currently in its fifth edition (DSM-5), published by the American Psychiatric Association [American Psychiatric Association, 2013], or according to the International Classification of Diseases, currently in its 11th edition (ICD-11) published by the World Health Organization (WHO) [World Health Organization, 2018]. Previous versions of the two guides have been found to be rather in agreement with each other.
The symptoms-based categorizations of mental diseases as implemented in ICD-11 and DSM-5 are, however, being criticized for not corresponding to treatment response [Cuthbert and Insel, 2013], hence indicating a heterogeneity in the disease. The Research Domain Criteria Initiative (RDoC) was introduced by the National Institute of Mental Health (NIMH) to encourage researchers to move away from symptoms-based investigations and focus more on e.g. treatment response [Insel, 2013].

Schizophrenia is generally regarded as a heterogeneous disease, which is illustrated by the difference in symptoms among patients and the difference in response to treatment. The heterogeneity of the disease is investigated from multiple perspectives, however often with one of two approaches: A subgrouping approach or a spectrum approach [Tandon et al., 2009, Kapur, 2011].

The subgrouping approach assumes multiple demarcated clusters of patients in a latent space. Patients within a cluster share common underlying biology and treatment response. The clusters thus represent different subtypes.

The spectrum, or dimension approach concerns the notion that the groups are not demarcated, but instead, the population is assumed to be situated on a continuum along a spectrum. If a person is situated sufficiently "far from the origin", the person will exhibit symptoms of the disease. There can hence exist multiple axes along which different strands of the spectrum can exist, corresponding to differences in biology, and response to treatment, i.e. different subtypes.

Several psychiatric diseases have been found to be heterogeneous (e.g. bipolar disease [Charney et al., 2017] and autism [Masi et al., 2017]). Furthermore, it has recently been found that there are shared genetic factors across a range of psychiatric diseases [Gandal et al., 2018] suggesting that these factors may explain an overlap of the diseases. Findings from several modalities are not specific to schizophrenia alone, but shared among several psychiatric diseases (see examples in [Gottesman and Gould, 2003, Goodkind et al., 2015]). This further suggests that the heterogeneity within psychiatric diseases reaches outside of the individual diseases.

As schizophrenia is a chronic disease, the treatment is focused on alleviating symptoms, but also on assisting with social aspects of coping with the disease e.g. via assisted housing and financial support. The treatment of symptoms
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is primarily done using antipsychotic medication, however psychotherapy (e.g. cognitive behavioral therapy) and social treatment (e.g. supported employment) is also recommended [Tandon et al., 2010].

All existing antipsychotic drugs function as dopamine D2 antagonists, meaning that they block the dopamine D2 receptor. They have however primarily been found to be effective against the positive symptoms of the disease and less so on the negative symptoms and the cognitive deficits. Reductions in negative symptoms have been suggested as being secondary effects to the treatment of the positive symptoms [Tandon et al., 2010].

Based on the indirect evidence from the fact that all existing antipsychotic medication types are dopamine D2 antagonists and the fact that psychotic symptoms can be provoked through admission of dopamine enhancing drugs like amphetamine [Laruelle et al., 1996] make dopamine excess the oldest and most predominant hypothesis of the pathophysiology of schizophrenia. The dopamine hypothesis is however struggling to explain the non-positive symptoms [Howes et al., 2015].

Glutamate deficiencies constitute another major pathophysiological hypothesis of schizophrenia. It is primarily based on the N-methyl D-aspartate (NMDA) receptors since psychotic symptoms are found to be triggered by NMDA antagonists like phencyclidine (PCP) or ketamine. The glutamate hypothesis is in theory a better fit for explaining the broader schizophrenia symptom picture, including positive, negative and cognitive symptoms, however effects of treatment with glutamatergic drugs have not yet been successful. The imaging modalities used for investigating glutamate levels in-vivo also have caveats [Howes et al., 2015].

It is probable that neither hypothesis explains the full pathophysiology of all patients with schizophrenia, and that either a combination of both hypotheses, and likely more mechanisms involving e.g. neurodevelopmental factors and also other neurotransmitters compose a better explanation for the disease [Howes et al., 2015]. Another hypothesis is that each of the neurotransmitter hypotheses or a combination explains separate subtypes of the disease [Howes et al., 2015].

In investigating potential etiological factors of schizophrenia, doubt has been cast on the causality of biological differences found by empirical measurements. As an example, reduced brain sizes and increased ventricular volumes have been found rather consistently in patients suffering from schizophrenia, however these effects have also been linked to illness duration and the use of antipsychotic medication. This calls for a need for analyses of ANFE schizophrenia. Such a sample is the focus of the present thesis.
2.2 How to measure (major findings in the used modalities)

Statistically significant univariate group differences have been reported within schizophrenia for a range of different measures, however so far, none with robust diagnostic capabilities. Furthermore many findings are unspecific to schizophrenia, as they have been found to be related to other brain diseases as well.

Research in endophenotypes for schizophrenia has in recent years helped focus the search for more robust measures, which might also help explain the etiology of the disease. An endophenotype is broadly speaking a biomarker for a disease which has a genetic link, meaning that it is heritable and can thus also be found in unaffected relatives to a greater extent than in the general population [Gottesman and Gould, 2003]. An endophenotype must be associated with the disease in the population, however as a specific genotype can be associated with a range of phenotypes, an endophenotype is not necessarily disease specific.

In the following sections, findings within the selected modalities are highlighted. The modalities included in this section are the modalities which were included for analysis in paper and which comprise a subset of the data which is collected and investigated at CINS (see table 1.1). Results from the CINS baseline studies will be described at the end of the sections describing the respective methods.

2.2.1 Structural magnetic resonance imaging (sMRI)

MRI is a non-invasive radiological imaging technique. Strong magnets, magnetic field gradients, and radio waves are used in combination to excite hydrogen atoms in the water of the body, and subsequently measure the emitted response [Hanson, 2009]. MRI is often used for imaging the brain, i.e. neuroimaging, and includes a range of imaging methods, e.g. fMRI, DTI, and sMRI. sMRI is focused on imaging the anatomy of the brain, and particularly distinguishing gray matter (cortex) from white matter in the brain, and also to identify subcortical structures including the ventricles. The various parts of the brain can be segmented for further analysis using computational methods (e.g. FSL [Jenkinson et al., 2012]). For analyses of cortex, an atlas will often be applied to the imaged brain, to segment it into brain regions allowing identification of local differences. The process of applying an atlas includes warping the imaged brain to a standard space and subsequently applying the atlas (e.g. MNI standard space, and Harvard-Oxford cortical and subcortical structural atlases, as
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in FSL. The choice of segmentation method and processing pipeline including atlas, relates to the desired output and hence relates to the hypothesis of the study.

It seems established in the field that reductions in whole brain and gray matter volumes, and increases in ventricular volumes exist when comparing schizophrenia patients with healthy controls [Keshavan et al., 2008]. More specifically, volume reductions seem to be driven by reduction in the gray matter volume, whereas the white matter volume seems to be unaffected [Hajima et al., 2013]. However, effects of age, lower IQ among patients with schizophrenia, smoking, drug abuse, unhealthy lifestyle, and the use of antipsychotics confound potential causal conclusions. Intracranial volume does however also seem to be reduced among patients, suggesting that the brain volume differences start early in life [Hajima et al., 2013]. Cortical differences have recently been analyzed in more detail in a meta-analysis by the ENIGMA group [van Erp et al., 2018]. They found that significant differences in cortical thickness and surface area exist when comparing patients with healthy controls. The difference in thickness seems to be region specific, and related to medication, whereas the difference found in cortical surface area is more global, and does not seem to be affected by the use of antipsychotics.

Generally, effect sizes of structural MRI differences are subtle [van Erp et al., 2018], and even more so when considering first episode patients [Hajima et al., 2013].

In the CINS cohorts no univariate volumetric differences have been found [Nørbaek-Emig et al., 2017; Ebdrup et al., 2010]. In one cohort, cortical thickness, surface area, and curvature were investigated and significant group differences in curvatures of the left hemisphere were discovered [Jessen et al., 2018].

2.2.2 Diffusion tensor imaging (DTI)

DTI is used for imaging the structural connectivity of the brain by investigating diffusion of water molecules. As the intracellular diffusion is restricted by the cell anatomy of the axons, the diffusion provides an estimate of the architecture of the brain [Ambrosen, 2017]. Typical measures of DTI include fractional anisotropy (FA) and mean diffusivity, though mode of anisotropy, radial and parallel diffusivity can also be computed. In the recent cross-sectional meta-analysis by the ENIGMA Schizophrenia DTI Working Group [Kelly et al., 2018], widespread white matter changes were found across several brain regions of interest in schizophrenia. Lower global fractional anisotropy as well as widespread increases in mean and radial diffusivity were found for patients com-
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pared to healthy controls. An initial effect of illness duration disappeared when controlling for age. No effect of medication was found. The authors are however calling for more longitudinal studies to investigate these factors properly.

DTI was only included in the later CINS cohorts (see table 1.1), where, using univariate analyses, subtle white matter integrity deficits in the patient group were found [Ebdrup et al., 2016].

2.2.3 Electrophysiology

When studying schizophrenia, common electrophysiological measurements comprise electromyographic (EMG) and electroencephalographic (EEG) measurements. EEG can be done in a resting state paradigm, but usually both EMG and EEG are used in paradigms where the response to a stimulus is recorded. In EEG, event-related potentials (ERPs) are investigated, where amplitudes of specific peaks following stimuli are compared. Electrophysiological measurements conducted as part of the CINS cohorts have varied across the cohorts, however they generally include pre-pulse inhibition (PPI), P50 suppression, mismatch negativity (MMN), and selective attention (though selective attention was not included in paper C).

In the PPI procedure a test subject is presented with a startle-eliciting stimulus where the response is measured using electromyographic measurements to quantify eye blinking. If the startle-eliciting stimulus is preceded by a pre-pulse in the form of a weak non-startling stimulus, the startle response is usually reduced. PPI deficiencies are seen in schizophrenia patients, however also in a range of other psychiatric disorders and diseases [Owens et al., 2016, Braff et al., 2001].

In the P50 suppression paradigm a pair of identical clicks of sound, typically 500ms apart, is presented to the subject. The P50 response is seen approximately 50ms after each stimulus, and in healthy controls, the response to the second stimulus will be decreased compared to the first. This is believed to be due to a sensory gating mechanism. The P50 suppression has been found to be reduced in patients suffering from schizophrenia, which is thought to be due to an impairment of the sensory gating mechanism. P50 suppression is generally regarded as a candidate for being an endophenotype for schizophrenia [Owens et al., 2016].

MMN is another ERP measure. The paradigm is setup as a sequence of regular frequent auditory or visual stimuli where deviant stimuli are interspersed. The MMN response is the difference between the EEG response to the deviant stimuli
and the frequent stimuli. In schizophrenia patients, the MMN has been found to be smaller than in healthy controls. MMN is also an endophenotype candidate [Owens et al., 2016], though it has not been found consistently in first episode schizophrenia patients [Haigh et al., 2017].

In the CINS cohorts, PPI deficiencies in patients were found to be significant in multiple cohorts [Mackeprang et al., 2002, Düring et al., 2014], though in one cohort this was only seen for males [Aggernaes et al., 2010]. P50 differences were found to be significant in one cohort [Oranje et al., 2013] but not another cohort [Düring et al., 2014]. MMN has not been found to be significantly different between patients and controls in any of the cohorts investigated [Oranje et al., 2017, Düring et al., 2015].

2.2.4 Cognition

Cognitive deficits are seen as symptoms of the disease, but are, as opposed to the positive and negative symptoms, objectively quantifiable. Nuechterlein and colleagues describe seven separate domains which they suggest for describing cognitive deficits in schizophrenia. They are: speed of processing, attention, vigilance, working memory, verbal learning and memory, visual learning and memory, reasoning and problem solving, and social cognition [Nuechterlein et al., 2004]. Deficits within domains can be evaluated using various test batteries, e.g. the Cambridge Neuropsychological Test Automated Battery (CANTAB) [Robbins et al., 1994].

Cognitive decline has been found to start before the onset of psychosis [Kahn and Keefe, 2013]. After onset of psychosis, reports of continued decline [Hedman et al., 2013] and reports of independence of duration of illness [Schaefer et al., 2013] indicate some uncertainty. Generalized cognitive impairment in schizophrenia has been established as a robust measure independent of cultural and linguistic differences and of changes in assessment criteria of the schizophrenia diagnosis over time [Schaefer et al., 2013]. Unfortunately, the deficits also seem to be relatively unaffected by the antipsychotic treatments that exist today [Kahn and Keefe, 2013].

In the CINS cohorts a range of cognitive deficits has been found that significantly differentiates patients from controls at baseline [Fagerlund et al., 2004, Andersen et al., 2011].
2.3 How to model using machine learning

Application of machine learning to schizophrenia data is widespread (see e.g. [Orrù et al., 2012, Kambeitz et al., 2015, Wolfers et al., 2015, Arbabshirani et al., 2017]). Furthermore, in a recent paper, Bzdok and Meyer-Lindenberg seek to prime clinicians on the introduction of machine learning to psychiatry [Bzdok and Meyer-Lindenberg, 2018]. Despite the recent spectacular development in machine learning methods, no gold standard clinical diagnostic method with a reliable performance has been produced so far. One explanation could be related to the sizes of the data sets. Popular data sets used for benchmarking the progress in machine learning over the past decades include ImageNet with \( \sim 3.2 \) million samples [Deng et al., 2009] and MNIST with \( \sim 6000 \) samples [Lecun et al., 1998]. The data sets available within the field of schizophrenia, have observations on the order of tens or hundreds, and often have many variables. The problems are hence often underdetermined and the data too underpowered to allow training of high parameterized models like traditional deep learning models.

The primary focus, when applying machine learning analysis to schizophrenia data seems to be on neuroimaging techniques, especially MRI modalities (i.e. sMRI, fMRI, DTI) [Wolfers et al., 2015, Kambeitz et al., 2015, Orrù et al., 2012, Arbabshirani et al., 2017]. However, there is evidence that e.g. cognitive [Fagerlund et al., 2004, Andersen et al., 2011, Kahn and Keefe, 2013] and EEG [Owens et al., 2016] data also have potential of illuminating aspects of the disease. In paper C we investigated the accuracy of a range of algorithms using cognitive, electrophysiological and neuroanatomical (i.e. sMRI and DTI) data in ANFE schizophrenia patients.

Small data sets with high dimensionality, and the quest for clinical applicability have called for a search for biomarkers within psychiatric diseases in general, including schizophrenia [Orrù et al., 2012, Kambeitz et al., 2015]. Many studies are however still conducted as proof of concept studies [Kambeitz et al., 2015], where a search for variables as biomarker candidates is conducted on the same data set that is subsequently used for validation. Generalizability of the found variables or biomarkers is hence weakened and the predictive accuracies of the studies are artificially inflated [Arbabshirani et al., 2017].

Different machine learning methods have been applied to analyze schizophrenia data. Support vector machines (SVMs) are very popular within neuroimaging and brain disorders in general [Orrù et al., 2012, Kambeitz et al., 2015, Wolfers et al., 2015, Arbabshirani et al., 2017]. In a meta-analysis [Kambeitz et al., 2015] and a review [Wolfers et al., 2015] both on machine learning in psychiatry, support vector machines (SVMs) were used in about one third and half of the
included studies respectively. Another review is solely focused on the application of SVM in psychiatric diseases [Orrù et al., 2012]. Linear discriminant analysis (LDA) is also often used (~30% in Kambeitz and 20% in Wolfers). The meta-analysis by Kambeitz and colleagues did not find significant differences in performances of SVM and LDA [Kambeitz et al., 2015]. However, they did see improvements using neural networks and deterioration when using random forest. Though, they could not conclude that the effects were not attributed to other differences between the studies.

Several steps are involved in analyzing schizophrenia data, starting at the raw acquired data to a final decision output of a machine learning classifier. The raw data, as acquired by a given modality is often high dimensional, particularly for the neuroimaging modalities, and also often noisy. Modality specific preprocessing is often used to condense the information of the modality. This can e.g. consist of calculating the relevant ERP measure from the raw EEG electrode signals (see e.g. [Oranje et al., 2013]) or computing specific domain scores from individual cognitive tests (see e.g. [Andersen et al., 2011]).

Following a modality specific preprocessing, a further aggregation of features may be applied. A reduction of the number of features can e.g. be obtained by feature selection using statistical methods. Another feature reducing technique is to apply unsupervised machine learning such as clustering or a form of matrix decomposition, such as the very popular principal component analysis (PCA) [Arbabshirani et al., 2017]. At this level in the analysis pipeline, imputation of missing data is often also done.

Finally a supervised machine learning method can be applied to learn the patterns in the data which potentially predicts a relevant output.

To ensure generalizability of the trained model, cross validation (CV) is often used in medical data. Usually, the modality specific preprocessing is done prior to entering the data in a CV framework, though the following steps of the processing pipeline should either be done using CV or trained on a completely separate data set.
As earlier mentioned, strong univariate biomarkers ready for clinical implementation have not yet been found. A natural next step is therefore to look for multivariate biomarkers based on combinations of the modalities that individually show significant group differences. This calls for efficient methods for integrating data from different sources, known as data fusion.

Multimodal data has always been a part of the medical domain, however the data has often been fused via "visual inspection" [Calhoun and Sui, 2016] by the medical doctor. More specifically, the doctors have always considered multiple sources of information in order to make a decision. In recent years, the use of automatic multimodal analysis by data fusion has been rapidly increasing [Calhoun and Sui, 2016].

Data fusion, however, is in no way a trivial task. Choices must be made and challenges addressed, both of which potentially induce bias and restrict the possibility of performing ideal analyses.

In the following chapter an introduction to multimodal data fusion is given with a focus on analysis of medical data using machine learning methods. Choices and challenges are described, and unsolved problems that we have proposed solutions for in the contributions are illustrated.
3.1 Terminology

Multimodal data analysis and data fusion are relevant topics in a wide range of fields. Much of the basic research in data fusion stems from remote sensing and military applications, where e.g. satellite images and radar data are combined for investigating or tracking environmental development in an area or to track the position of a potentially hostile vehicle [Hall and Llinas, 1997] [Pohl and Van Genderen, 1998]. Also multimedia research has contributed greatly to the field, where multimodal data in the form of audio, video and text is often combined to e.g. automatically infer the context of a movie clip [Atrey et al., 2010].

Within machine learning, data fusion has been covered under the term multi-view learning, which considers learning from multiple views, or data sets, to improve generalization [Zhao et al., 2017]. Multi-view learning methods are in the recent review by Zhao and colleagues [Zhao et al., 2017] separated in to three categories, where one category, termed co-regularization, includes the matrix decomposition method canonical correlation analysis (CCA) [Hotelling, 1936], which has been widely used to analyze multimodal medical data, particularly neuroimaging data [Calhoun and Sui, 2016].

The parallel development of methods for multimodal data fusion across fields has caused the terminology to develop in many directions, causing the terms "multimodality" and "data fusion" to be used under different synonyms and sometimes with other meanings. In the present thesis we will use the definitions as suggested by Lahat and colleagues:

**Multimodal:** "...a phenomenon or a system is observed using multiple instruments, measurement devices or acquisition techniques. In this case, each acquisition framework is denoted as a modality and is associated with one dataset. The whole setup, in which one has access to data obtained from multiple modalities, is known as multimodal." [Lahat et al., 2015]

**Data fusion:** "The analysis of several datasets such that different datasets can interact and inform each other." [Lahat et al., 2015]
3.2 Challenges related to multimodal data fusion

3.2.1 Data sizes

As mentioned previously, small data set sizes, i.e. data sets with data from relatively few subjects, are a general issue in medical data. It is both challenging to recruit patients and often also to find "matched" healthy controls to participate in a study. Obtaining a large cohort of participants for a study is particularly difficult when working with narrow inclusion criteria, such as first episode antipsychotic naïve schizophrenia patients as these specific requirements excludes many patients. The general findings of schizophrenia as a heterogeneous disease further indicate that many subjects are required in order to accurately describe the biological variation within the disease.

One way to mitigate the challenge of learning from small data set sizes is to refrain from using complicated models with a high number of parameters. In this domain it has been found that some models (e.g. naïve Bayes) require fewer observations in the training set to reach an asymptotic error compared to other models (e.g. logistic regression) even though the models are of comparable complexity [Ng and Jordan, 2002]. This encourages to primarily use the quicker learning models for medical data.

Another approach to the small data set challenge is to use data augmentation to artificially increase the size of the training set. This technique is widely used in deep learning (see e.g. [Krizhevsky et al., 2012]). Current data augmentation methods are, however, mostly developed for augmentation of image data sets via random rotations, cropping, and warping of the images [Hauberg et al., 2016]. These techniques do therefore not readily translate to non-image data. Recent attempts of data augmentation, that could work for non-image data, learn a feature space using a variant of sequence auto-encoders. In this latent space synthetic data is generated via interpolations and extrapolations between subjects of the same class [DeVries and Taylor, 2017]. It is thus similar to the well-known SMOTE algorithm for learning from imbalanced data sets [Chawla et al., 2002].

We investigated these two approaches to learning from small data sets in paper [B].
3.2.2 Missing data

Missing data is another challenge when working with medical data which is also related to the difficulty of recruiting participants for a study. And the problem only grows when considering multimodal data. Despite the potentially more easily accessible healthy controls, missing variables are often seen for both patients and controls due to the elaborate and often expensive setup required to acquire data from the multiple modalities.

In this thesis, missing data will be categorized into four categories, all of which are likely to occur in multimodal data:

- **Missing completely at random:** (MCAR), typically when data gets lost or compromised e.g. a tube of blood is dropped on the floor and breaks.
- **Missing not at random:** (MNAR), when there is some relation between the missing variable and the variable itself, e.g. a patient is too ill to participate in the rest of the study.
- **Missing at random:** (MAR), when the missing variable is dependent on an observed value, e.g. the last measurements of a long battery of tests are more likely to be missing.
- **Block-wise missing** A phenomenon occurring in multimodal data, where a group of subjects may be missing data from one full modality, e.g. PET scans could be acquired from only a subset of subjects due to it invasive nature and high cost.

A simple and frequently employed way of handling missing data, is simply to exclude any subjects with missing data. This is termed complete case analysis. As the number of modalities grows, so will the probability that each subject is missing at least one variable. Complete case analysis will hence ultimately diminish the data set. Furthermore, it is argued that complete case analysis may introduce biases in the subsequent analyses [Donders et al., 2006].

Another way to handle missing data is to impute them, that is to represent them with an estimated numeric value instead of a missing value placeholder. Several imputation methods have been developed using various statistical approaches, though they often provide best estimates for MCAR and MAR [Donders et al., 2006].
In so-called single imputation, a single complete data set is created by estimating the missing values, e.g. by using mean imputation, which inserts the mean value of the feature in place of the missing value. Particularly mean imputation has also been found to introduce biases [Donders et al., 2006]. In multiple imputation, several data sets are created hence attempting to create a distribution over the missing value, thereby providing a measure of uncertainty for the estimate. Multiple imputation has been found to reduce bias in the subsequent statistical analysis [Donders et al., 2006], however it can be computationally burdensome, particularly when implemented in a cross validation setting.

There are no established means of handling block-wise missing variables. Yuan and colleagues argue that imputation of the missing data is not feasible [Yuan et al., 2012]. They hence suggest to create smaller sub-data sets around the block-wise missing structures [Yuan et al., 2012, Xiang et al., 2013]. Attempts to impute block-wise missing data are however seen, using e.g. deep learning [Li et al., 2014] or principal component analysis [Zhu et al., 2018].

The issue of block-wise missing data can also be mitigated as part of the multimodal fusion strategy (see section 3.3.4).

### 3.2.3 Complementarity of modalities

The benefit of multimodal analysis over unimodal stems from the notion of diversity among the different modalities [Lahat et al., 2015]. Meaning that each modality contributes with a view of the problem that to some extent differs from the other modalities. Their views are then complementary to each other. The modalities can at one end of the spectrum be fairly similar in their views of the subjects. At the other end the modalities can contribute with completely independent views of the subjects, apart from all being able to identify something related to the target, i.e. they are conditionally independent, conditioned on the target variable.

Atrey and colleagues take up the discussion of which modalities to include with a focus on multimedia data [Atrey et al., 2010]. Modality selection is a more concrete task in multimedia analysis, where prior knowledge or more modality specific knowledge is available - e.g. when it is dark, a video feed provides less information. There are to the best of the present author’s knowledge no existing modality selection schemes for multimodal medical data analysis. Modalities hence seem to be included on the basis of domain knowledge of unimodal or univariate group differences. An automatic approach to this is to fuse data according to the posterior probability of a well calibrated model based on unimodal
analyses as suggested in section 4.1.1. A non-informative modality would yield the same posterior probability for all classes, hence contributing with a "blank vote" for the fusion.

A modality which does not provide direct information about the target variable might, however, still contribute with a view of the noise in the data. Noise can be a relevant aspect of complementarity given that each modality contributes with a complementary view of the same sources of noise in the data. The fusion can then potentially assist in excluding these nuisances.

The degree of complementarity, the signal-to-noise ratio (SNR) of the complementarity, and of each modality affect how to best fuse the modalities. This is further accounted for in the following section.

3.3 Data fusion

Data from multiple modalities can be fused in different manners depending on the hypotheses for the analysis, the types of data, and restrictions in data, e.g. small data size or missing data.

In the following, an overview of different techniques for data fusion will be given, with a narrow focus on medical data.

3.3.1 Specific to image data

Generally within medical research, data often consists of images. This is also true for research within psychiatry, particularly computational psychiatry where neuroimaging is often used [Huys et al., 2016].

When fusing multiple neuroimaging modalities, an obvious benefit is the spatial aspect of the data. Spatial information from one modality can be used to guide the analysis of a second modality in a so-called asymmetric fusion [Callhoun and Sui, 2016]. This could e.g. consist of using the high spatial information obtained from fMRI scans of a subject to aid the EEG analysis of that same subject as done by Hansen and colleagues [Hansen et al., 2015]. Imaging data can also be fused symmetrically where each modality is analyzed concurrently [Callhoun and Sui, 2016]. In this setting, more general fusion methods which are independent of spatial or anatomical information can be used.
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As image fusion is not within the scope of this thesis, this topic will not be discussed further.

3.3.2 Specific to temporal data

When operating with fusion of temporal data, e.g. in functional neuroimaging [Dähne et al., 2015], specific methods are needed to handle the different temporal resolutions across modalities. These methods are often referred to commonly as sensor fusion methods e.g. in autonomous driving, where particularly the Kalman filter seems to be a popular method of fusion [Khaleghi et al., 2013].

As static features were computed from the electrophysiology modality, which is the only temporal modality included in the work of this thesis, handling of temporal data is not within the present scope, and will hence not be discussed further.

3.3.3 How to fuse

When fusing modalities that do not necessarily have a spatial component, or when fusing image data with non-image data - e.g. fusing structural MRI data with data from various clinical tests [Monteiro et al., 2016], the spatial information cannot be utilized as a guidance for the analysis. Hence alternative approaches are needed.

The question of how to fuse can be answered in many ways, and the right answer is a compromise between several factors, which will be reviewed in section 3.3.4. In the present section, fusion levels and methods will be reviewed.

The fusion of multimodal data can generally be performed at different stages of the data processing pipeline as described in section 2.3, i.e. from very early in the process to very late. Again, different terminology for the fusion levels is being used in the literature. It is furthermore, also possible to combine different levels of fusion in hybrid fusions schemes where e.g. a few modalities are fused early and the resulting fused modality is then further fused with the remaining modalities at a later stage (see e.g. [Atrey et al., 2010]).

An overview of terminologies used in a selection of reviews from different fields is given in figure 3.1. The fusion methods are also often categorized into model-based methods and data driven methods. Model-based methods require a realistic model of the underlying process [Lahat et al., 2015] e.g. a model of the...
biological pathogenesis for schizophrenia. Data driven methods learn the model directly from the data. Since the underlying mechanisms of schizophrenia are largely unknown, it is not feasible to construct a realistic model for schizophrenia. The focus of this thesis is therefore predominantly on data driven methods.

Figure 3.1: Conceptual illustration of the degree of processing of a range of modalities and the parallel fusion level ranging from early to late fusion. Below is an attempt to place the terminology from [Lahat et al., 2015], [Atrey et al., 2010], and [Hall and Llinas, 1997] on the spectrum. The sMRI image is of a patient from CINS cohort C [Ebdrup, 2009]. The illustration of the sMRI atlas (Desikan-Killiany atlas [Desikan et al., 2006]), and the DTI images are from [Ambrosen, 2017]. The EEG ERP is from [Oranje et al., 2013].

While in the following sections, the fusion level is separated into discrete categories, the actual level of fusion is more easily thought of as a spectrum spanning from early to late fusion.
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3.3.3.1 Early fusion

In early fusion, the data is minimally processed prior to fusion. This entails that the data sets are in fact commensurable, i.e. that they are on the same scale and have the same spatial and temporal dimensionality, so that it is possible to fuse them. If the data sets are not commensurable, processing of the individual modalities is required prior to fusing. An earlier fusion should theoretically be ideal, as in this way, it will be possible to model dependencies between modalities directly \cite{Lahat2015}.

With a focus on classification, the commensurable variables from each modality can simply be concatenated to construct one large data matrix which can then be input to the subsequent analysis algorithm. The analysis can then be done with different priors to the individual modalities, or agnostically by treating all data equally. Alternatively a matrix decomposition method can be applied either on the concatenated matrix or in a fusion method such as CCA \cite{Hotelling1936}, where latent variables that are maximally correlated with all input modalities are identified. The goal of a matrix decomposition pipeline is often to identify one or more latent variables which in turn can be used for input to a machine learning classifier (or another statistical test). Matrix decomposition could ideally be trained on a separate data set in order to avoid overusing the small amount of data available. For a review on various matrix decomposition methods used in neuroimaging see \cite{Sui2012}.

3.3.3.2 Intermediate fusion

At an intermediate fusion level the data from each modality is more processed prior to fusing. A supervised feature selection method identifying informative features from each modality could for example be done prior to fusing. Supervised or unsupervised matrix decomposition methods could also be used on the modalities independently prior to fusion. This could e.g. be principal component analysis, which is often used in neuroimaging \cite{Arbabshirani2017} possibly due to it being fairly robust against poor SNR values, particularly if adjusted for variance inflation \cite{Abrahamsen2011}. Often only a subset of the latent variables are included for further analysis \cite{Hansen1999}. This requires the fusion to occur in a cross validation loop, or that the analysis is based on a training data set alone.
3.3.3.3 Late fusion

In late fusion the information from the separate modalities is fused at the decision stage of the processing pipeline. Often each modality is independently processed and analyzed using e.g. supervised classification, and the output of the classifiers from each of the modalities are then combined to form an ensembled decision about a test subject. The method for combining the outputs could be rule based [Atrey et al., 2010], similarly to what is typically done when machine learning classifiers are combined in ensembles [Kittler et al., 1998]. An example of this is majority voting, where each modality votes for an output class for a test subject, and whichever class receives most votes denotes the final output. The ensemble procedure could also be a weighted combination according to prior beliefs about the individual modalities or using a classifier to learn an optimal combination of modalities according to some true output. This again requires separate training and test data.

If the classifiers of the individual modalities provide posterior probabilities, the ensembling can also occur using Bayesian theory. We have theorized about this in Paper A. Another approach to handle fusion of probabilistic outputs is to use Dempster-Shafer (DS) theory. This is particularly relevant if the classes to be predicted are not necessarily mutually exclusive, as probability can be assigned to groups of classes as well as to individual classes. In DS theory, a lower bound called the belief and an upper bound called plausibility is determined for each class. A wide interval between the belief and the plausibility might suggest a need for more evidence, though this is disputed [Pearl, 1988]. A test subject can e.g. be assigned the class, or group of classes with the maximum belief [Xu et al., 1992].

3.3.4 Pragmatic and ideal approaches to data fusion

In the following section, choices regarding how to fuse are separated into two categories: Pragmatic choices and ideal choices.

Pragmatic choices in data fusion address the challenges related to multimodal data fusion as reviewed previously, and will typically move the level of fusion away from the very early stage. An example is when an early fusion of data yields a very underdetermined problem, the constraints needed to allow learning from this data set might be applying too great a bias. An alternative is hence to use a later fusion, where the dimensions can be reduced prior to fusing. This example illustrates the compromise needed, as none of these solutions necessarily provide unbiased results. Another issue is related to missing data, particularly block-
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wise missing data, which is not readily imputable as reviewed in a previous section. As opposed to imputing the data, a late integration pipeline where each modality is modeled independently can be build up around the blockwise missing data. Each model would here only be trained on the data that is available for the given modality and only contribute in the decision stage to the test subjects where the given modality is actually available.

The pragmatic reasons for fusion are generally related to the signal-to-noise ratio in the data, where if it is sufficiently high, then an earlier fusion can potentially be used. However if substantial noise is present, a later fusion may be needed in order to "clean the data" within the individual modalities prior to fusing.

The ideal choices are related to the dependencies and degree of complementarity across the modalities as reviewed in section 3.2.3. When strong dependencies exist among the modalities, an early fusion is ideal, as the simultaneous modeling of all modalities will then allow the dependencies to interact and hence strengthen the signal and potentially elicit multivariate signals only existing across modalities. When there are weaker dependencies among the modalities, or when there are latent variables confounding the target signals, an intermediate fusion will have the possibility of identifying the confounder prior to the final decision stage. When the dependencies within each of the modalities are much stronger than the dependencies across modalities, a later fusion should be more effective. The extreme is when the modalities are conditionally independent, where it is obvious that the modalities should be fused at the decision level [Lahat et al., 2015].


## 4.1 Fusion level

In paper [A] we investigated integration, or fusion, of multimodal data, with a specific focus on medical data. The multimodal data used in the paper consisted of structural and functional MRI (sMRI and fMRI respectively) scans from the same population of subjects.

The main question of the paper was how to achieve a more optimal fusion level when exactly two modalities comprise the multimodal data set. We claim that the optimal fusion level is related to the dependencies across modalities, hence taking the "ideal" approach to fusion as described in section 3.3.4. We investigated this at three fusion levels, namely early, intermediate and late fusion.

We defined the three fusion levels by the formulations in table 4.1. The complete data set of $J$ modalities is in table 4.1 denoted $u = [v_1, \ldots, v_J]$, where $v_j$ is the data from modality $j$. $h$ denotes latent variables that could elicit dependencies across modalities, e.g. endophenotype, gender or age.

### Table 4.1: Bayesian formulations of early, intermediate and late fusion, as described in paper [A]

<table>
<thead>
<tr>
<th>Early</th>
<th>Intermediate</th>
<th>Late</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(y</td>
<td>u) = \frac{p(u</td>
<td>y)p(y)}{p(u)}$</td>
</tr>
</tbody>
</table>

It is seen that for the late integration, the posteriors of the full data set $p(y|u)$ and the posterior from the individual modalities $p(y|v_i)$ are in a Bayesian surprise constellation [Itti and Baldi, 2009], where they are placed relative to the prior on $y$, $p(y)$.

The dependency structures in the data were investigated using a permutation scheme to create and break dependencies across modalities (see figure 4.1). By shuffling the variables among the modalities and splitting them up into new modalities, interdependencies were created across modalities, hence mimicking an early integration data set. Similarly a late integration data set was created...
by shuffling the subjects within each group of each modality, thus making the modalities conditionally independent, i.e. potential confounding dependencies were broken across modalities.

The permuted data sets (B and C in figure 4.1) and the original data set (A in figure 4.1) were evaluated on a deep pipeline in early, intermediate, and late configurations (see figure 4.2). In the early configuration, modalities were fused by concatenation as a first step and the fused data matrix was used as input for an unsupervised restricted Boltzmann machine (RBM) [Smolensky, 1986, Hinton, 2002]. The output nodes of the RBM were used as input for the decision layer, which was a logistic regression model. The intermediate configuration kept the modalities separate until after the RBM, where the output from each of these were fused and inputted to the logistic regression. Finally in the late configuration, the modalities were analyzed with completely separate pipelines comprising separate RBMs and decision layers, and only at the end were the probabilistic outputs of a final sigmoid layer compared across modalities to establish a final classification decision.

The results of the baseline data were compared to the extreme cases created using the permutation schemes in order to conjecture on the true dependencies within the modalities.

---

**Figure 4.1:** Figure from paper A illustration the permutation scheme. Data set A is the original unpermuted data set. In data set B, the features of the two modalities were permuted to increase dependencies across modalities. In data set C, the observations were permuted within the group to create class conditional independence among the modalities.
4.1.1 Rewriting the late fusion formula for decision making

The Bayesian formulation of the late fusion not only describes the assumptions of the decision level fusion, it can also be rewritten to be applied as a means of fusing outputs from multiple classifiers trained on individual modalities. This method has previously been described as "the product rule" of combining decisions [Kittler et al., 1998]. The following section is not part of the original publication, but is a rewriting of the late fusion formula to allow for a numerically stable implementation of the decision level fusion method.

Continuing from the Bayesian surprise construction shown in table 4.1 as $\prod_{j=1}^{J} \frac{p(v_j)}{p(u)}$ is independent of $y$, it is regarded as a normalization. Hence

$$p(y|u) = \frac{p(y) \prod_{j=1}^{J} \frac{p(y|v_j)}{p(y)}}{\sum_{c=1}^{C} p(y_c) \prod_{j=1}^{J} \frac{p(y_c|v_j)}{p(y_c)}}$$

where $C$ is the number of classes.
The function $q(y')$ is introduced as the logarithm of the product of the likelihood and the prior

$$q(y') = \log \left( p(y') \prod_{j=1}^{J} \frac{p(y'|v_j)}{p(y')} \right)$$

$$= \sum_{j=1}^{J} \left[ \log(p(y'|v_j)) \right] - (J - 1) \log(p(y')).$$

The maximal value of $q$ for a given input $y'$ is defined as

$$q(y')_{\text{max}} = \max_{y'} \left\{ \sum_{j=1}^{J} \left[ \log(p(y'|v_j)) \right] - (J - 1) \log(p(y')) \right\},$$

and is subtracted from the numerator and denominator, to ensure numerical stability

$$p(y|u) = \frac{\exp \left( q(y) - q(y)_{\text{max}} \right)}{\sum_{c=1}^{C} \exp \left( q(y_c) - q(y)_{\text{max}} \right)}.$$
4.2 Transferability of learning efficiency

In paper [3] we explored the variation in efficiency of learning from data among different models. Models within machine learning differ in how efficiently they learn from data which is expressed by the varying amount of training data needed to reach an asymptotic error of a problem. In that sense, some models are quicker learners compared to other models, also within the same level of complexity. The generative naïve Bayes model has been found to be a quicker learner compared to the discriminative logistic regression model [Ng and Jordan, 2002] [Xue and Titterington, 2008]. This relationship was in the present study explored using a learning curve approach to monitor the performance of the individual models as more training data was made available to the model.

We further investigated the possibility of transferring the quick learning properties from the generative model to the discriminative model by augmenting the training set of the discriminative model with synthetic samples generated from the generative model. The performance of the augmented discriminative model was evaluated based on the amount of augmented data and was compared with the two base models using the learning curve framework.

The quick and slow learning properties and the augmentation scheme were initially evaluated on synthetic data, where the properties of the models were investigated with a perspective on the distribution and the covariance structures of the data across classes. Four distributions were evaluated: normal distribution, students t-distribution with df=3, lognormal distribution, and a mixed normal distribution where each class had two latent clusters sampled from four normal distributions with different means and covariance matrices.

From the simulated data we found that when the naïve feature independence assumption is fulfilled, and the data is distributed according to or similar to a normal distribution, i.e. normal, student, and mixed normals, the naïve Bayes model is the quicker learner. When the distribution is lognormal or the covariance matrix is full, the logistic regression model is the quicker learner. Furthermore, it seems that, when the naïve Bayes model is the quicker learner, it is possible to generate synthetic data from the model and augment a logistic regression model with an improved performance as a result.

To validate this finding, the hypotheses were further evaluated in eight real world data sets from the UCI repository [Dheeru and Karra Taniskidou, 2017]. It was found that in seven out of eight data sets, the naïve Bayes model was indeed the quicker learner and in these cases, the performance of the logistic regression model augmented with the synthetic samples, was indeed improved relative to the base logistic regression model. In five out of eight data sets, the
augmented model achieved a significantly better performance compared to both baseline models when only a small amount of data was available. In two data sets, the augmented model performed on par with the baseline models.

When only a small amount of data was available to the models (see figure 4.3), the sample efficiency was computed for the comparison of the best of the two base models (denoted in the paper as the "oracle" model) and the augmented model according to equation 4.1.

$$\text{Sample efficiency} = \frac{N_{tr}^{OR} - N_{tr}^{AM}}{N_{tr}^{AM}},$$  \hspace{1cm} (4.1)

where $N_{tr}^{OR}$ is the number of true training samples needed by the oracle model and equivalently for $N_{tr}^{AM}$ for the augmented model.

A positive sample efficiency means that the oracle model requires more training samples compared to the augmented model, and a negative that the oracle model needs less. For six out of the seven data sets, where naïve Bayes was found to be the quicker learner, the sample efficiencies were positive for all experiments where the training set of the augmented model had been augmented with 150 synthetic data samples or more. Sample efficiencies well above 200% were seen.

Figure 4.3: Concept figure from paper B illustrating the learning curve approach, including the small data segment and sample efficiency. The augmented model is a variant of the slow learning model where the training data is augmented with synthetic data generated from the quick learning model. The oracle model is the better of the slow and the quick learning models at the given training data size.
4.3 Diagnostic classification accuracy

In paper C the possibility of accurately classifying schizophrenia patients from healthy controls based on multimodal data acquired from patients with ANFE schizophrenia was explored. Additionally, the possibility of predicting symptom remission in patients at a six week follow-up examination was evaluated.

The multimodal data investigated in this study was comprised of a range of cognitive tests, electrophysiological tests, sMRI data and DTI data. Forty-six patients and fifty-six healthy controls were included from cohort C acquired at CINS. Subjects where all variables from a modality (e.g. all the cognitive tests) were missing were excluded. At the six week follow-up, twelve patients had either dropped out or were excluded due to missing data or other reasons, leaving thirty-four patients for the remission prediction study. Of the thirty-four patients, eleven were in remission after six weeks according to the Andreassen criteria [Andreassen et al., 2005].

The analysis pipelines for both studies were build using nested cross validation (CV). The outer loop was constructed to obtain a generalization error and consisted of 100 stratified random-subsampling splits with 1/3 of the data in each split for testing and 2/3 for training. Within the loop, training data was standardized to zero mean and unit variance, missing variables were imputed using nearest neighbor. Following preprocessing, nine configurations of six algorithms were trained on the training data. For models with hyperparameters that needed optimizing, this was done in an inner five-fold cross validation loop. For models without hyperparameters or where hyperparameters were found heuristically, a backwards elimination feature selection was implemented based on a model of the same type and using the inner CV loop.

The analyses were conducted first unimodally and each modality that appeared to be able to perform the classification task was fused with the remaining modalities in an early fusion manner. To evaluate the significance of the classification performance, permutation testing was performed using 1000 random permutations of the true labels.

For the diagnosis prediction study, the nine configurations of algorithms when trained on the cognitive data yielded accuracies ranging from 60% to 69%. The baseline accuracy was 56%. The accuracies were all found to be better than chance at a statistically significant level ($p < 0.05$). Of the four modalities investigated, only cognition had any unimodal prediction power. When cognition was fused with the remaining individual modalities and combinations of modalities, prediction performance never improved above the unimodal prediction accuracy.
4.3 Diagnostic classification accuracy

For the prediction of symptom remission, none of the classifiers could predict the outcome based on any of the input modalities at a level greater than chance.

**Table 4.2:** Training and test accuracies from paper [C]. The tested methods were naïve Bayes (nb), logistic regression (lr), L1 regularized logistic regression (ls), SVM with a linear kernel (svml), SVM with a radial basis function (RBF) kernel with heuristic identification of parameters (svm), SVM with an RBF kernel with optimized parameters (svmo), decision tree (tree), random forest (rf), and auto-sklearn (ask).

<table>
<thead>
<tr>
<th>mdlty</th>
<th>nb</th>
<th>lr</th>
<th>ls</th>
<th>svml</th>
<th>svm</th>
<th>svmo</th>
<th>tree</th>
<th>rf</th>
<th>ask</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cog</td>
<td>0.81</td>
<td>0.90</td>
<td>0.84</td>
<td>0.76</td>
<td>1.00</td>
<td>0.86</td>
<td>0.91</td>
<td>1.00</td>
<td>0.91</td>
</tr>
<tr>
<td>EEG</td>
<td>0.71</td>
<td>0.73</td>
<td>0.58</td>
<td>0.65</td>
<td>0.94</td>
<td>0.52</td>
<td>0.92</td>
<td>1.00</td>
<td>0.92</td>
</tr>
<tr>
<td>sMRI</td>
<td>0.88</td>
<td>1.00</td>
<td>0.64</td>
<td>0.97</td>
<td>0.99</td>
<td>0.41</td>
<td>0.94</td>
<td>1.00</td>
<td>0.94</td>
</tr>
<tr>
<td>DTI</td>
<td>0.75</td>
<td>1.00</td>
<td>0.59</td>
<td>0.95</td>
<td>1.00</td>
<td>0.58</td>
<td>0.93</td>
<td>1.00</td>
<td>0.92</td>
</tr>
<tr>
<td>Cog</td>
<td>0.68</td>
<td>0.61</td>
<td>0.69</td>
<td>0.60</td>
<td>0.64</td>
<td>0.67</td>
<td>0.61</td>
<td>0.69</td>
<td>0.67</td>
</tr>
<tr>
<td>EEG</td>
<td>0.53</td>
<td>0.53</td>
<td>0.55</td>
<td>0.55</td>
<td>0.52</td>
<td>0.54</td>
<td>0.55</td>
<td>0.56</td>
<td>0.53</td>
</tr>
<tr>
<td>sMRI</td>
<td>0.51</td>
<td>0.50</td>
<td>0.54</td>
<td>0.52</td>
<td>0.53</td>
<td>0.53</td>
<td>0.49</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td>DTI</td>
<td>0.53</td>
<td>0.53</td>
<td>0.55</td>
<td>0.54</td>
<td>0.53</td>
<td>0.54</td>
<td>0.52</td>
<td>0.53</td>
<td>0.51</td>
</tr>
</tbody>
</table>

4.3.1 Post-hoc application of data augmentation framework from paper [B]

After publication of paper [C] the framework developed in paper [B] was evaluated on the cognitive modality. Initially, a learning curve analysis, as developed in paper [B] was conducted to investigate the learning efficiencies of naïve Bayes and logistic regression on the cognitive modality used paper [C] (see figure 4.4), however using complete case analysis instead of imputation. This showed that naïve Bayes was the quicker learner, and furthermore that the augmentation scheme seemed to improve the performance of logistic regression beyond both baseline models.

To validate the feasibility of the augmentation approach, the approach was evaluated in the pipeline developed for paper [C]. The fitting of the naïve Bayes model and subsequent augmentation was implemented following the imputation of missing variables. From the a priori learning curve analysis, augmentation with 200, 400, and 800 samples seemed to perform equally well. As augmentation with 200 synthetic sample yields less computational burden this was chosen
Figure 4.4: Learning curve analysis of the cognitive data, where observations with missing data were excluded (i.e. complete analysis - see section 3.2.2). Naïve Bayes (NB) in red is compared with logistic regression (LR) in blue. Furthermore, logistic regression models where the training set was augmented with 50, 100, 200, 400, 800 samples are shown in green colors from dark to bright (LR augmented with X samples). Baseline is different from what is shown in table 4.2 due to the complete case analysis approach.

for the subsequent analysis. Ideally the choice of the number of generated samples should not have been based on an a priori analysis using the full data set, but rather be determined using cross validation. The pipeline from paper C was employed both with backwards elimination feature selection (FS) and without (No FS).

The results from running the pipeline from paper C are shown in table 4.3 and compared with the performances of the models as reported in paper C (i.e. as in table 4.2 for cognition). It is apparent that most of the models that showed a lower performance in paper C are improved to the level of the better performing models by the augmentation approach. The decision tree is an exception, where only minor a improvement is obtained. These results are discussed in section 5.3.
4.3 Diagnostic classification accuracy

Table 4.3: Test accuracies from training the classifiers on the cognitive modality augmented with 200 synthetic samples generated via the method in paper B. The augmentation scheme produced as good or slightly better performance compared to the backwards elimination feature selection used for the non-optimized models. Methods tested were naïve Bayes (nb), logistic regression (lr), L1 regularized logistic regression (ls), SVM with a linear kernel (svml), SVM with a radial basis function (RBF) kernel with heuristic identification of parameters (svmo), SVM with an RBF kernel with optimized parameters (svmo), decision tree (tree), random forest (rf). FS and No FS is whether the backwards elimination feature selection is included (FS) or not included (No FS). Standard error of the mean, as used for error estimates of CV error in [Hastie et al., 2009], is calculated as $\sigma_{\text{acc}}/\sqrt{N_{\text{CV splits}}}$, where $\sigma_{\text{acc}}$ is the standard deviation of the accuracies from the CV split and $N_{\text{CV splits}} = 100$ in this study.

<table>
<thead>
<tr>
<th>Data</th>
<th>nb</th>
<th>lr</th>
<th>ls</th>
<th>svml</th>
<th>svm</th>
<th>svmo</th>
<th>tree</th>
<th>rf</th>
</tr>
</thead>
<tbody>
<tr>
<td>No FS</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.69</td>
<td>0.67</td>
<td>0.69</td>
<td>0.63</td>
<td>0.69</td>
</tr>
<tr>
<td>FS</td>
<td>0.69</td>
<td>0.68</td>
<td>0.69</td>
<td>0.68</td>
<td>0.67</td>
<td>0.68</td>
<td>0.64</td>
<td>0.69</td>
</tr>
<tr>
<td>As in paper B</td>
<td>0.68</td>
<td>0.61</td>
<td>0.69</td>
<td>0.60</td>
<td>0.64</td>
<td>0.67</td>
<td>0.61</td>
<td>0.69</td>
</tr>
</tbody>
</table>

Standard error of the mean of the accuracies

<table>
<thead>
<tr>
<th>Data</th>
<th>nb</th>
<th>lr</th>
<th>ls</th>
<th>svml</th>
<th>svm</th>
<th>svmo</th>
<th>tree</th>
<th>rf</th>
</tr>
</thead>
<tbody>
<tr>
<td>No FS</td>
<td>5.8e-3</td>
<td>6.7e-3</td>
<td>6.2e-3</td>
<td>6.2e-3</td>
<td>6.1e-3</td>
<td>5.9e-3</td>
<td>7.9e-3</td>
<td>6.6e-3</td>
</tr>
<tr>
<td>FS</td>
<td>6.2e-3</td>
<td>6.6e-3</td>
<td>6.2e-3</td>
<td>6.5e-3</td>
<td>6.2e-3</td>
<td>6.8e-3</td>
<td>6.8e-3</td>
<td>6.1e-3</td>
</tr>
<tr>
<td>As in paper B</td>
<td>6.8e-3</td>
<td>7.4e-3</td>
<td>6.6e-3</td>
<td>6.3e-3</td>
<td>7.1e-3</td>
<td>7.2e-3</td>
<td>8.0e-3</td>
<td>6.5e-3</td>
</tr>
</tbody>
</table>
Discussion and directions for future studies

Diagnostic support for psychiatric diseases like schizophrenia is a complex and multimodal problem. In the present thesis, different challenges regarding the analysis and fusion of multimodal medical data have been investigated. Furthermore, clinical data from antipsychotic naïve first episode patients has been analyzed. First in a unimodal approach with a focus on diagnostic classification and on prognostic classification. Secondly, the data was analyzed in a multimodal approach, also with a diagnostic classification aim.

Using the papers as starting points the individual studies will initially be discussed separately. The discussions of each topic will then be expanded, as compared to the papers, and finally put into a common context. Especially, the discussion of the paper on accuracy of diagnostic classification algorithms (paper C) will be elaborated. The paper containing the study has a clinical focus, and as such the machine learning part has not been thoroughly discussed.
5.1 Fusion level

In paper A we presented an approach to investigate dependencies among two modalities of a multimodal data set for the purpose of determining the optimal level for data fusion.

The approach is composed of two permutation schemes, each of which is designed to elicit different dependencies in the resulting permuted data set.

The first scheme, yielding data set B in the paper (see figure 4.1), attempts to inflate inter-modality dependencies by shuffling features from the two modalities and splitting them up again into two new pseudo modalities of the same dimensions as the original modalities. This approach builds on the assumption that there are dependencies among the variables within a modality which are potentially stronger than dependencies across modalities. The permutation of features across modalities should be indifferent to the early fusion method. However, intermediate and late fusion should be affected, which was also reflected in the predictive performances of the models. Early fusion achieved a similar performance as in the unpermuted data set, and the performances of the intermediate and late models were worse compared to the unpermuted data set.

If, however, there are only a few informative variables within each modality, while the rest of the variables are uninformative or there is an imbalance between the dimensionalities of the modalities, the potential for establishing increased inter-modality dependencies is limited. Higher variance in the prediction accuracies across the instantiations of the permuted datasets are thus likely to occur. An analysis pipeline with sparsity in the input features would potentially mitigate this issue. As would a feature reduction step prior to permutation (as done in the conceptual study in the paper).

The other permutation scheme (yielding data set C in the paper) permutes the subjects within the groups so as to break inter-modality dependencies. This permutation scheme should hence be indifferent to the late integration (apart from potential effects of batch learning), but could have an effect on the early and intermediate fusion models, given that the data is not conditionally independent. The results in the paper showed that the performance of the late fusion model was indeed the same for the unpermuted and the intra-group permuted data set (data sets A and C in the paper).

The two permutation schemes create the extreme cases, i.e. cases ideal for early and late fusion, respectively, thus defining a fusion level spectrum.

In order to investigate the integration level we implemented a deep pipeline
which would allow us to fuse the data at various levels, i.e. at an early, intermediate and a late decision level. The choices regarding this pipeline of course affected the results. The interpretation of the permutation schemes should hence be seen in the light of the choices made for the pipeline. Furthermore, the data sets, which were applied in the evaluation of the method were already processed using matrix decomposition separately for each modality, meaning that an earlier data fusion was not possible on this data set. Following the terminology presented in figure 3.1, the earliest possible fusion with this data set, is closest to "True fusion using high level features" [Lahat et al., 2015] or "Feature level fusion" [Atrey et al., 2010]. The framework has hence not been evaluated on the true extremes of the data fusion spectrum as defined in the literature (see figure 3.1 for clarification on this).

In an effort to construct the permutation scheme such that it would be easy to apply, we chose to confine the discussion in the paper, to discrete levels of fusion - i.e. "early", "intermediate" or "late" fusion. However, it is likely that the fusion level scale would be better modeled as a continuum spanning from the very early raw data fusion to a late decision level fusion. This interpretation will be included in the present discussion, with the framework established by the two extremes of the spectrum relative to the data set available.

The results from the analyses showed that the late decision level fusion provided the best performance compared to the early and intermediate fusion steps. This indicates that the data sets from the two modalities, essentially are conditionally independent. This conclusion is however also conditioned on the ability of the analysis pipeline to identify the signal from the much higher dimensional space which is a consequence of early fusion. The worse performance of the late fusion model when trained on data set B compared to the unpermuted data set further indicates that the intra-modality dependencies are stronger than the inter-modality dependencies. Further support for the hypothesis of conditional independence is found in the results of the early (and intermediate) fusion of the intra-group permuted data set (data set C in the paper). They show that, despite of the broken link between the two modalities - i.e. the fMRI data of one subject is fused with the sMRI data of another subject within the same group, it is still possible to obtain an accuracy comparable with the unpermuted data set. There even seems to be an improvement in the performance of the intermediate fusion model, which could indicate that, with some existing noise covariances broken, it is easier for the intermediate level model to identify remaining latent confounders prior to fusing.

Further analyses that could be done in this framework include an expansion to allow analysis of more modalities than two. This will, however, be limited by an issue regarding the early fusion permutation scheme (data set B), where, as the number of modalities increases, fewer variables from each modality will
be combined in each new pseudo modality, hence diluting the inter-modality strength and also the intra-modality dependencies. There is hence a limit for the scheme which is bounded by the number of modalities and the dimensionality of each modality - and more explicitly the number of informative features in each modality.

For the intra-group permutation scheme, there is a similar limit which is related to the number of modalities and the number of subjects in the smallest group $N_{\text{min}}$. By permuting subjects, such that the overall pattern of subject combinations is unique for a given permutation, the number of possible permutations is $N_{\text{min}}!$, which will not constitute an issue for sample sizes of general usability in machine learning.

As shown previously, rewriting of the Bayesian theorem to accommodate the conditional independence hypothesis of multiple modalities further acts as an actual means of fusing modalities in a decision level fusion (see section 4.1.1). Given that the assumptions regarding the data holds, and that the posterior probabilities computed for each modality $p(y|v_j)$, are proper calibrated posterior probabilities representative of each modality as input, this should be an optimal way to perform late fusion. There are hence two main uncertainties in the viability of the fusion method.

Firstly, the modalities might not be conditionally independent. This would entail that the fusion is naïve towards dependencies among modalities, hence potentially suboptimal. Further studies should be conducted to investigate the effect of the inaccuracy of this assumption. Relying on the studies of naïve Bayes, which implements similar assumptions of feature conditional independence, as opposed to modality conditional independence, it is however, likely that the integration method would work even if the conditional independence assumption is void [Zhang, 2004].

The second uncertainty relates to the posterior probabilities which are obtained from training classifiers on the individual modalities. This hence requires that the individual classifiers are in fact properly calibrated in their posterior probabilities. Kittler and colleagues found that the fusion method, which they call "the product rule", is extra sensitive to estimation errors, which is the error a model makes in predicting the true posterior probability [Kittler et al., 1998], hence confirming the need to ensure that only well-calibrated probabilistic classifiers are used for decision level fusing using this method.

In cases where more than two classes are present in a data set and where the classes might not be mutually exclusive. Dempster-Shafer (DS) theory allows assigning probability to groups of classes as well as individual classes. A scenario where this might be relevant is in a general psychiatry data set with data
from patients with a range of psychiatric diagnoses. There is evidence that the symptoms of different diagnoses are in fact overlapping, and that they are potentially influenced by the subjectivity of the psychiatrist giving the diagnosis (as already reviewed in section 2). In this scenario, DS theory could allow subjects to belong to multiple groups of diagnoses, hence potentially illustrating an inter-disease subtype.

5.2 Transferability of learning efficiency

In paper B we focused on the issue of learning from small data samples by exploring the difference in efficiency with which models learn from data. Specifically, we explored the learning efficiencies of the generative-discriminative model pair - naïve Bayes and logistic regression, where naïve Bayes has been found to be the quicker learner in most cases [Ng and Jordan, 2002]. We verified the learning efficiencies of the two models through empirical studies on simulated and real data. We further explored the potential to transfer the quicker learning abilities to the slower learning logistic regression by creating synthetic data from the generative naïve Bayes. We found that when naïve Bayes is indeed the quicker learner, it is possible to decrease the amount of true data needed for logistic regression to achieve asymptotic performance by augmenting the training data with synthetic data generated from the naïve Bayes model.

From the simulated data it was found that naïve Bayes is indeed the quicker learner, when the assumptions of the model are fulfilled or close to being fulfilled. That is, when data is distributed with a normal, a student-t or mixed normal distribution with a common or individual diagonal covariance matrices. In the other cases, logistic regression was much faster. It has however been found that naïve Bayes can provide an accurate prediction even when these assumptions are void [Domingos and Pazzani, 1997]. Domingos and Pazzani further find that the degree of dependencies among variables in a data set is not predictive of the degree of errors made by the naïve Bayes model, hence concluding that these dependencies are not necessarily essential to uncover in order to improve the performance of the classifier. Zhang identified a special case where, despite the naïve assumptions being void, naïve Bayes can still be an optimal classifier. These are cases where existing dependencies among variables cancel each other out. This could give pointers to where it might be beneficial to augment training data with synthetic data from naïve Bayes, however further studies should be conducted to investigate this.

In our results we found that for one data set, naïve Bayes was not more data efficient compared to logistic regression, namely for the liver disorders data set.
Therefore, the synthetic data generated from the naïve Bayes model did not improve the learning efficiency of the logistic regression model. Considering the fact that naïve Bayes was not the more efficient model in relation to the results from the simulated data, could suggest that the liver disorders data is not distributed according to the assumptions of conditional independence made by naïve Bayes. Domingos and Pazzani also investigated the liver disorders data set and found that better predictive performance was achieved by categorizing the variables and training a multinomial naïve Bayes model instead of a Gaussian based model as applied in paper B. This suggests that it is the assumption of normal distributed variables that is void in this data set, and not necessarily the independence assumption.

In paper B it was found that for most cases, the predictive performance of logistic regression could be improved by augmenting the training data with synthetic data generated from the naïve Bayes model. It is however not clear what the optimal number of generated samples are for a given data set and why, though it is clear that it varied among the evaluated data sets. For some data sets it was related to how accurate the base models (naïve Bayes and logistic regression) were, and how large the gap was between their respective predictive performances, i.e. by augmenting the training set of logistic regression with synthetic data, the predictive performance was interpolated between the baseline models according to how much synthetic data, the training data was augmented with. In a few other cases the trend was however that more synthetic data was always better. In these cases the augmented data seemed to boost the performance of logistic regression beyond the performances of both base models. This relationship should be investigated in a future study.

An extension to the question of what the optimal number of generated samples is, is why the learning efficiency of the models is different from the synthetic data compared to the true data. The synthetic data, seemed in most cases to be providing a lower learning efficiency. Though the time for training a model is increased with larger data sizes, it is still only a fraction of the cost compared to obtaining more true data. It would however be interesting to investigate the reason for this quality difference, and potentially identify how higher quality synthetic data could be generated. A potential pragmatic approach, which however is less efficient, would be to implement a rejection option to the data as done in general adversarial networks (GANs). Another approach could be to assign weights to the true data and the synthetic data, and potentially vary the weights, e.g. in a boosting manner [Hastie et al., 2009].

The quicker learning properties has been found for the multinomial naïve Bayes as well [Ng and Jordan, 2002] Xue and Titterington, 2008. The possibility of using the multinomial naïve Bayes in the proposed data augmentation framework should be investigated in future studies.
5.3 Diagnostic classification accuracy

In paper C we investigated the potential of distinguishing a group of ANFE schizophrenia patients (46) from a group of healthy controls (58) based on data from cognitive tests, electrophysiological measures, structural MRI and DTI data.

To investigate the diagnostic classification potential for this data, we selected a range of machine learning models, which we trained on the data to predict the diagnosis. The models were chosen with inspiration from other studies where machine learning methods have been used to analyze neuropsychiatric data, but also with regard to models which have previously been found to be able to learn from relatively small amounts of data (e.g. naïve Bayes).

Models which had no inherent parameters to optimize or where parameters were chosen heuristically or using default values, a backwards elimination feature selection was implemented using the specific model as the method for evaluating feature viability. This was done to let the models have a more equal possibility to learn from the relatively high dimensional data.

The results from training the machine learning models to predict the diagnosis showed that all models had significant predictive performance when based on the cognitive modality, however when trained on data from the electrophysiological modality or any of the neuroanatomical modalities, no predictive capabilities were found. When training the models to predict symptom remission within the patient group, none of the models showed any predictive capabilities.

A few of the models, e.g. logistic regression, were found to overfit to the training data, particularly for the high dimensional neuroanatomical modalities, seen by training accuracies close to 100% (result not shown in paper, but shown in table 4.2). Especially logistic regression included all or close to all variables after feature selection for the higher dimensional data sets. Comparatively it was seen that the L1 regularized logistic regression, which performed better for the cognitive modality, exhibited a lower training accuracy (see table 4.2), and also seemed to identify the same variables as the univariate test (see figure 3 in paper C), hence suggesting that it did not overfit. There was, however, only a relatively small improvement of the generalization error gained from the models that did not overfit, indicating that the chosen approach for optimizing the models was valid for the give data sets.

Looking more into the results of the feature selection, it was found that the features that showed lower p-value in the univariate tests, had a tendency to be included more often in the feature selection scheme (see figure 3 in paper
This could indicate that the strongest signals in the data are the univariate signals, and that there is not enough power in the multivariate relations in the data to model these efficiently with the given sample size.

The generalization errors obtained from training the models on the non-informative modalities of the diagnostic test and on all the modalities in the remission prediction, showed that the mean accuracy of several models was below the chance accuracy (0.56), showing mean accuracies closer to 0.5. This scenario can occur if two clusters have the same mean values and the classifier attempts to split the groups with a linear classification boundary running through this mean value. The accuracy will then become 0.5 instead of the balance value between the two potentially skewed distributed classes. Whether this was what actually happened in these analysis could be a topic for further investigation.

As only the cognitive modality was found to have predictive capabilities, the multimodal studies were conducted from the hypothesis that the noise patterns in the different modalities could potentially be complimentary, hence potentially improving the signal found in the cognitive modality. The results showed a small decline in the predictive performance of the multimodal models compared to the unimodal analysis and are hence not in favor of this hypothesis. It is however likely that the task was made harder by adding non-informative variables to the informative cognitive modality. The fact that the models still seemed to predict the diagnoses above chance support the view that the amount of data was sufficient for the models to learn from the data.

The modalities were fused at a relatively early level - that is using what Lahat and colleagues denote true fusion using multivariate features [Lahat et al., 2015] (see also figure 3.1). The fusion method was a simple concatenation of the data sets from each modality. This of course leaves the question of whether it might have been beneficial for the analyses to, e.g use a data driven matrix decomposition method, to potentially elicit more condensed features. This could be done either on the individual modalities or used as the fusing mechanism.

The decomposition of individual modalities using e.g. PCA or ICA could have replaced the feature selection step in the processing pipeline. This was a design choice, where feature selection was favored, as this allowed for a better comparison between models with inherent feature optimization and models without.

Decomposition across modalities as a means of fusion, where the decomposition method could be used to identify common latent variables, would be an interesting topic for a future analysis. However, the relatively small sample size is likely to limit the possibility of the models to fit the data without strong regularizing assumptions.
The unimodal results did not support a later fusion, since only the cognitive modality was actually informative. Thus making a decision level fusion meaningless.

Despite the negative results from electrophysiology, sMRI and DTI, considering the heterogeneity of schizophrenia, it can not be concluded that these modalities do not have the potential to assist in diagnosing patients suffering from a subtype of schizophrenia. Given the potential bias of the analyzed sample and the relatively small data size, a general dismissal of the analyzed modalities for the use in ANFE schizophrenia should not be the conclusion based on the negative results from this study alone. It should, however, encourage further studies in independent samples to verify these findings.

After the publication of paper C, the augmentation approach from paper B was evaluated on the cognitive data alone, as this was the only modality with any predictive capabilities. The models trained on the augmented data sets were found to improve performance of many of the evaluated models - even if the very time consuming feature selection step was omitted. The number of generated samples was set to 200 based on the results of an initial learning curve analysis on the cognitive data using the framework of paper B. This way of identifying the optimal number of generated samples is clearly a violation of keeping the test set "locked away". This analysis should have been done in an inner cross validation loop setting, where the feasibility of the approach could initially be confirmed for the given data set. More specifically, in an inner loop it should 1) be determined if naïve Bayes indeed performs better than logistic regression, and 2) the optimal number of generated samples should be identified via a grid search.

The decision tree showed a smaller improvement from the augmentation scheme compared to the other models, and contrary to many of the other models, it showed a small decrease in performance when feature selection was omitted. This could indicate that different models require different numbers of synthetic samples. The model sensitivity to the number of generated samples should be evaluated in a future study.

The fact that the performance of all the models seemed to be improved by the augmentation approach, indicates that the approach is indeed model agnostic, and can hence has the potential to function as a general data augmentation method for all data types.
5.4 Perspectives

In the present thesis, multimodal medical data, particularly data from antipsychotic naïve first episode schizophrenia patients has been investigated. Two approaches of maximizing retrieval of potential information using machine learning methods from multimodal medical data have been investigated. We proposed frameworks to investigate how to best fuse multimodal data and how to potentially fit more complex and slower learning models to small data sets. Furthermore, a study on diagnostic classification accuracy has been conducted using data from ANFE schizophrenia patients, where we found that contrary to our own hypotheses we could not identify the patients from the controls based on neither electrophysiological nor neuroanatomical modalities, but only on cognitive measurements.

Theoretically, regardless of the actual dependencies across modalities, an ideal data driven early fusion method would be able to identify the relevant diversities of the modalities, such that an optimal fusion is achieved. Poor SNR, however often prohibits this in real world data, which leads to pragmatic fusion level choices. On the other hand, it may be beneficial to actually be aware of the dependencies in the data at hand, such that unnecessary constraints on the models can be avoided, and instead an informed choice can be made about the fusion level. In paper A we developed a method to help making this informed choice.

In paper B we investigated how to potentially enhance the learning efficiency of a discriminative model, via data augmentation. The approach is agnostic to the format of the data, meaning that both image data and non-image data can be augmented using the approach. In all data sets where the generative model was an efficient learner, it was possible to increase the learning efficiency of the discriminative model.

In an attempt to provide guidelines for future approaches to the conundrum of fusing multimodal medical data, it is evident that the obstructions in the data we analyzed were greater than anticipated. Despite univariate group differences having been identified for several measures from individual modalities, the effect sizes were not large enough and neither were the multivariate and multimodal diversity, leaving the current state of single subject diagnostic classification using machine learning methods for the given data set at an impasse.

The proposed framework for investigating integration level of multimodal data is dependent on there being relevant signals in all modalities staged for fusion. As this was not the case in paper C the framework could not be used for this.
5.4 Perspectives

The results from applying the augmentation scheme to the cognitive modality encourages its specific use in this data set. Additionally the developed data augmentation scheme seems in general applicable to machine learning analyses of small data sets, particularly of non-image data, where the selection of data augmentation methods are sparse.
Discussion and directions for future studies
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Testing Multimodal Integration Hypotheses with Application to Schizophrenia Data
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Abstract—Multimodal data sets are getting more and more common. Integrating these data sets, the information from each modality can be combined to improve performance in classification problems. Fusion/integration of modalities can be done at several levels. The most appropriate fusion level is related to the conditional dependency between modalities. A varying degree of inter-modality dependency can be present across the modalities. A method for assessing the conditional dependency structure of the modalities and their relationship to intra-modality dependencies in each modality is therefore needed. The aim of the present paper is to propose a method for assessing these inter-modality dependencies. The approach is based on two permutations of an analyzed data set, each exploring different dependencies between and within modalities. The method was tested on the Kaggle MLSP 2014 Schizophrenia Classification Challenge data set which is composed of features from functional magnetic resonance imaging (MRI) and structural MRI. The results support the use of a permutation strategy for testing conditional dependencies between modalities in a multimodal classification problem.

I. INTRODUCTION

Schizophrenia is a complex disorder with a very heterogeneous symptomatology [1]. To assist diagnosis many quantitative techniques including neuroimaging have been proposed although no modality has solved the diagnosis problem yet. Hence, new proposed diagnostic tools typically face a complex multimodal decision challenge. Combining data from several modalities in a classification pipeline is not trivial as this can be done at several levels. Multimodal decision problems are in fact relevant to several fields, and three different levels of integration are applied ranging from the early integration of modalities in data level fusion towards an intermediate level where data is fused at different levels [2],[3]. Hybrid integration is also discussed where data is fused at different levels [2],[4].

In a review by Sui et al [5], several multivariate methods of early to intermediate fusion of brain imaging data are discussed. The earlier fusion levels (denoted data fusion) are chosen for the review[5] as these allow for access to potential joint information between the several modalities where later fusion (denoted data integration) preclude the decision model to explore such information.

Later fusion may however lead to simpler models with less parameters to be inferred, hence, potentially less data over-fitting and reduced computational complexity. An additional benefit from a late fusion scheme, is that it will be possible to obtain results in cases where one or more modalities are missing. This is of particular interest in complex diagnostic problems where patient conditions can preclude acquisition of data [6].

Conditional independencies can be explored for the identification of the right level of integration for a given data set. Let y be the relevant decision label, h latent variables, and u = (v1, v2, ..., vJ) be observed multimodal data for J modalities. Decision theory tells us that the error rate (or more generally the expected loss) is minimized when decisions are based on the posterior probability p(y|u). To guide our inference procedures, we use Bayes theorem to rewrite

\[ p(y|u) = \frac{p(u|y)p(y)}{p(u)}. \]  

(1)

If the only information shared between the modalities is the decision label, i.e., the modalities are conditionally independent, we obtain

\[ p(y|u) = \frac{p(y) \prod_{j=1}^{J} p(v_j|y)}{p(u)}. \]  

(2)

This allows for a multiplicative combination scheme for the ‘Bayesian surprise’ as defined in [7], hence, by normalization, of the posterior probability of interest

\[ \frac{p(y|u)}{p(y)} = \prod_{j=1}^{J} \left[ \frac{p(y|v_j)}{p(y)} \right] \left[ \prod_{j=1}^{J} \frac{p(v_j)}{p(u)} \right]. \]  

(3)

This is a late fusion scheme as we essentially combine J independent inference pipelines to reach the optimal decision function p(y|u).

Now, such conditional independence with respect to the diagnosis, y, may be a too strong assumption. Other relevant features known or unknown could create dependencies between the modalities, such as age, gender, or endo-phenotypes. If we denote these variables by h, then by a similar argument, modality independence conditioned on labels and
latent variables, i.e., \( p(u|y,h) = \prod_{j=1}^{J} p(v_j|y,h) \), leads to
an 'intermediate' level fusion scheme, where a first set of
independent pipeline modules identify \( h \).

As the salient dependency structures are unknown, we may
simply as a first step (A) explore the relative merits of early,
intermediate, and late fusion architectures. As a step towards
more detailed understanding, however, we here suggest two
additional permutation steps to test dependencies in a given
data set. We propose a permutation step designed to increase
inter-modality dependency and a step to remove them. The
permutation schemes are illustrated in Fig 1. In proposed step
(B) we permute the measurement variables to create a random-
ized set of "pseudo-modalities" each having the same number
of variables as in the original measurements. By this operation,
possible within modality dependencies are transformed to
become dependencies between modalities. If we adapt an early
fusion model on such permuted data we clearly expect no
difference compared with the early fusion model for case (A).
However, when training intermediate or late fusion models a
performance drop will inform us that the biases introduced in
these simpler architectures are too strong for the task. Our final
permutation strategy (C) tests the assumption of conditional
independence on labels \( y \). We create a new data set in which
we permute the sample indices on the individual modalities
among data within a specific \( y \) group, i.e., if we consider
a binary decision problem, we randomly mix modality sub-
samples within the two label groups. Thereby we create a
new sample in which any other dependency than that induced
by \( y \) has been removed. Under the late fusion hypothesis this
step should not decrease performance relative to late fusion in
case (A).

II. MATERIALS AND METHODS

A. Data

Data was obtained from the Kaggle website (https://www.kaggle.com); "The MLSP 2014 Schizophrenia
Classification Challenge" (partially describe in [8]). It consists of 378 features from a functional magnetic resonance imaging
(fMRI) paradigm and 32 features from a structural MRI
(sMRI) scan from 86 observations (40 schizophrenia patients
and 46 healthy controls). The Kaggle challenge was to
classify patients vs. controls (binary classification). Only the
labeled part of the dataset was used.

B. Pipeline

In order to investigate the dependencies between modalities,
three levels of fusion (early, intermediate, late) were tested.
First, input feature selection was performed with the filter
method [9]. The ten lowest ranking input features (judged by
p-value) from each modality were included. The number of
included features were a compromise between the dimensions
of the original modalities and our aim to treat the modalities
at approximately same footing.

The main non-linear processing step, designed to infer
relevant latent features \( h \), consisted of a restricted Boltzmann
machine (RBM). The decision step was performed with logis-
tic regression on the binary nodes and the group, see Fig. 2.
The restricted Boltzmann machines were modified from the
implementation in [10] to accommodate Gaussian distributed
visible units. Contrastive divergence as introduced by Hinton

Assuming that the variance of the input data is 1, the updates
for the visible and hidden units are then given by
\[
\begin{aligned}
&h_{data} = \sigma(b + v_{data}w^T) > 0.5 \quad (4) \\
v_{recon} = a + h_{data}w + \epsilon \quad (5) \\
h_{recon} = \sigma(b + v_{recon}w^T) > 0.5 \quad (6)
\end{aligned}
\]

where \( \epsilon \) is unit variance Gaussian white noise, \( \sigma \) is a sigmoid
function, \( a \) is the bias for the visual units, and \( b \) is the hidden
unit bias. Thus, the updates for each variable are
\[
\begin{aligned}
&\hat{w} = \beta \hat{w}_{-1} + \alpha((vh)_{data} - (vh)_{recon}) \quad (7) \\
&\hat{a} = \beta \hat{a}_{-1} + \alpha(v_{data} - v_{recon}) \quad (8) \\
&\hat{b} = \beta \hat{b}_{-1} + \alpha(h_{data} - h_{recon}) \quad (9)
\end{aligned}
\]

where \( \alpha \) is the learning rate, \( \beta \) is the momentum and the
subscript \( (-1) \) denotes the update of the variable from the
previous iteration.

Weights were initialised randomly, the bias for the visual units
was initialised as \( \log \left( \frac{40}{40+86} \right) \), and the bias for the hidden
units was initialised as zeros, all as recommended in [12]. The
values for the learning rate (\( \alpha = 10^{-2} \)), momentum (\( \beta = 2^{-1} \))
and batch size (10 samples) were found according to this guide
as well. Logistic regression was finally used for computing
posterior probability outputs with the RBM nodes as input
and the group as label.

Grid searches were done to assess the optimal number of
hidden nodes in each integration procedure. This was done to
ensure that possible differences in performance could not be
attributed to model complexity or number of parameters alone.

The aim of the present study was to explore more for-
malement the effects of possible conditional independence between
modalities, given the group. Therefore, based on the original
data set (data set A), two additional data sets were created
as described above by permutations of input features (B) and
among observations (C), respectively (see Fig. 1). In the first
permutation strategy (data set B), the features from the two
modalities, fMRI and sMRI, were mixed, so two new pseudo
modalities were created based on the original data. The grid
search for this combination was restricted to equal number of
hidden nodes by symmetry. In the second permutation strategy
(data set C) the sample indices within a given label group were
randomly permuted for each modality.

C. Crossvalidation

The performances of the three levels of integration in
each data set were estimated with an 8 fold cross validation
procedure on the entire pipeline after preprocessing (feature
selection). Learning curves were computed for the best per-
forming number of nodes for early, intermediate and late
fusion in data set A in a "leave two out" cross validation. In
each fold, a complete learning curve was estimated varying
the size of training data from 2 to 78, but keeping group proportions in training data fixed at 50%. Both the 8 fold and the "leave two out" cross validation experiments were repeated 300 times each.

III. RESULTS AND DISCUSSION

Generalization performance as assessed by crossvalidation for the different combinations of early, intermediate, and late integration experiments on data set A, B, and C, are shown in table I. The overall best performance is obtained for late integration when based on data sets A or C. For data set B, with presumably high inter-modal dependency, early integration shows the best performance, and is equivalent to the performance seen in early integration model on data set A ($p = 0.7$). For completeness we also tested performance of the models trained on the individual modalities separately, finding somewhat higher test errors.

The results from the grid search experiment on the individual modalities and on the three levels of fusion of data set A are shown in Fig. 3. The red square marks the overall lowest error, which is seen in late fusion with one node for the functional modality and two for the structural. For the early fusion, a peak in error is seen for 2 nodes. An increase at two nodes is also seen for the individual modalities, which could be an indication that in this case, the RBM finds some alternative hidden variables e.g. age or gender. For the late and especially for the intermediate fusion, an increase in error is seen as more nodes are included. The lowest error is in both cases found centred around (2,2) nodes.

Learning curves for early, intermediate, and late data fusion of data set A are seen in Fig. 4. From this it is seen that the hidden unit selection scheme seems to prevent overfitting.

### TABLE I

<table>
<thead>
<tr>
<th>Node combination, mean error, and standard error of the mean from individual modalities and for early (E), intermediate (I), and late (L) fusion of data sets A, B, and C.</th>
<th>Stat Diff ($p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional</td>
<td>Structural</td>
</tr>
<tr>
<td>Individual modalities</td>
<td>No Nodes</td>
</tr>
<tr>
<td>Early</td>
<td>3</td>
</tr>
<tr>
<td>Intermediate</td>
<td>1</td>
</tr>
<tr>
<td>Late</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set</th>
<th>No Nodes</th>
<th>Err</th>
<th>SE</th>
<th>Stat Diff ($p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set B</td>
<td>No Nodes</td>
<td>Err</td>
<td>SE</td>
<td>Stat Diff ($p$)</td>
</tr>
<tr>
<td>Early</td>
<td>3</td>
<td>1.793e-01</td>
<td>1.444e-03</td>
<td>-</td>
</tr>
<tr>
<td>Intermediate</td>
<td>3</td>
<td>3</td>
<td>2.092e-01</td>
<td>1.805e-03</td>
</tr>
<tr>
<td>Late</td>
<td>4</td>
<td>4</td>
<td>2.001e-01</td>
<td>1.615e-03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data set C</th>
<th>No Nodes</th>
<th>Err</th>
<th>SE</th>
<th>Stat Diff ($p$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early</td>
<td>1</td>
<td>1</td>
<td>1.834e-01</td>
<td>1.117e-03</td>
</tr>
<tr>
<td>Intermediate</td>
<td>1</td>
<td>2</td>
<td>1.843e-01</td>
<td>1.294e-03</td>
</tr>
<tr>
<td>Late</td>
<td>1</td>
<td>2</td>
<td>1.752e-01</td>
<td>1.131e-03</td>
</tr>
</tbody>
</table>
Rather low dimensional models are chosen, except in the data set B. The grid search results in Fig 3 illustrates that the model is inclined to choosing a simple model.

The results on the original data and the two permuted data sets together present evidence for the basic conditional independence hypothesis: The label patient/control is the strongest link between the two modalities. The primary evidence is the statistically significant (at 5% significance level) improved performance of the late fusion model in data set A. In addition, the fact that the late fusion model on the permuted set C achieves the lowest performance of the three fusion levels (and the same performance as seen in A) supports this hypothesis. The permutation scheme breaks any other dependency structure between the two modalities, though it still maintains performance, and with a model of same complexity (number of hidden RBM units).

The fact that data set B, which presumably has strong inter-modality dependencies, shows poor performance when modelled with intermediate and late fusion architectures, again is evidence that with the given signal-to-noise ratio and sample sizes we are in fact able to detect dependencies, when they exist.

IV. CONCLUSION

Our results provide evidence that the proposed permutation strategies can elicit the conditional dependency structure among modalities in a multimodal decision problem. The present work is to the best of our knowledge the first to use such permutation schemes. Future work should be conducted to expand and test the procedures on a broader selection of data sets, and also to further investigate the effects of the feature and model selections. The implications for Schizophrenia diagnosis support should likewise be explored to a greater extend.
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Abstract

High classification performance can be a challenge when working with small sample sizes, and model choices can significantly influence performance. It is well known that some generative models are quick learners, i.e., need less data to achieve asymptotic performance, compared to similar complexity discriminative models. As synthetic data can be created by generative models, additional training data can be fed to the slower learning model in an attempt to improve its learning efficiency. To examine the feasibility of this data augmentation approach, we investigate the generative/discriminative model pair naïve Bayes and logistic regression. The models are initially evaluated on synthetic data of different distributions and with different assumptions of covariances. We find that the augmentation method does indeed work, when the assumptions of the generative model are close to being fulfilled. Subsequently eight datasets from the UCI database are evaluated with the two models in a learning curve manner. We find that in most cases, the data augmentation approach improves classification performance beyond the performance of the naïve Bayes and logistic regression models used for comparison.

Introduction

In many research fields, e.g. neuropsychiatry and neuroscience, obtaining large amounts of data is difficult and/or expensive. Machine learning methods are increasingly used for analyzing data from these domains. In machine learning, some classification models tend to learn quickly, while others require more training data, even within models with comparable complexity, making model choice critically dependent on sample size [21]. For smaller amounts of data, data-efficient quick learning methods are useful.

So-called generative models for classification aim at modeling the whole label-feature distribution, hence solving an intrinsically more complex problem than so-called discriminative classification
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models. Interestingly, several studies have found that generative models can be quicker learners compared to discriminative models [21, 23].

To test how quickly a model learns, and to compare between models, learning curves can be used [24]. In this context, a learning curve is a plot of model performance, e.g., classification error, as a function of training set size. The learning curve of a quick learning model will be steep initially, and will reach an asymptotic level with few training samples. A slower learning model will need more training samples to reach an asymptotic level, however the asymptotic performance will often be better compared to the quicker learning model [21], meaning that their learning curves will intersect [19].

When set with a classification task based on a large data set, and where good discriminative performance is the primary goal, a slow learning model will often be the better performing model and thereby the obvious choice. When operating with smaller amounts of data, it is not clear if sufficient data is available for a slow learning model to outperform a quick learning model. The model choice is thus not obvious. A perfect combination of a quick and a slow learning model would yield a so-called oracle model, which at all training data sizes would share performance with the best performing model. This oracle model, though being computationally impractical, would have a learning curve that followed the lower envelope of the quick and the slow learning model.

We hypothesize that the quicker learning ability of the generative model can be transferred to a slower learning model via data augmentation. More specifically, samples generated by the generative model can be used to augment the training data of the slower learning model. In the current study, we investigate whether the above hypothesis is valid and under which conditions.

Generative models learn the joint probability \( p(x, y) \) of data \( x \) and label \( y \) from training data. Through Bayes’ rule, the joint probability can be used for classification using the posterior probability distribution \( p(y|x) \), which according to Bayes’ decision theorem minimizes the classification error rate and hence should be optimal

\[
p(x, y) = p(x|y)p(y) = p(y|x)p(x) \Rightarrow \]

\[
p(y|x) = \frac{p(x|y)p(y)}{p(x)}.
\]

As the joint probability of \( x \) and \( y \), \( p(x, y) \) is modeled, it is possible to sample from this distribution and thereby generate new labeled synthetic samples - hence the name generative models. Discriminative approaches model the conditional distribution \( p(y|x) \) directly.

The interplay and combination of generative and discriminative models have been investigated in several studies, (see e.g. [21, 23, 27, 17, 22]). In the study by Perina and colleagues [22], methods for combining generative and discriminative models are placed in three categories: Blending, Iterative, and Staged methods. Blending methods, also called hybrid learning, is where a hybrid objective function containing at least a discriminative and a generative term is optimized. In iterative methods, generative and discriminative models, that complement each other, when learning are trained iteratively. Finally, in staged methods, a generative model learns a set of features from the data, and a discriminative classifier is then trained on the derived features.

The analysis of applying a generative model to generate data for augmenting the training set of a discriminative model shares similarities with the line of thought in staged methods.

Data augmentation is widely used to fit a slower learning model (or a more complex model) to a problem where an insufficient number of labeled samples are available and can be performed in either a latent feature space or directly in data space [4].

Data augmentation has been used for over two decades in classification of image content, where manual labeling of the data is a bottleneck [26]. Especially for fitting convolutional neural networks (CNN), data augmentation is essential to avoid overfitting of the model [15, 14]. To ensure that the label of the synthetic data is reasonable, data augmentation in data space is most often used in this domain. Typical data space augmentation schemes include various degrees of rotations, scalings, translations and warping of the images. Many of these schemes have been developed for recognition of handwritten digits or letters, where rotation especially can be an issue. In the work by Ha and Bunke [11], an augmentation scheme was developed to imitate other types of handwriting and other types of writing instruments through minor rotations, skewing and erosion and dilation of the pixels. A more recent method of feature space data augmentation was proposed by DeVries and colleagues
[6], who use a sequential auto-encoder to learn a latent space and subsequently interpolate and extrapolate between observations in the latent space to generate synthetic data similarly to [4].

In generative adversarial nets (GANs) [9], a generative and a discriminative model are combined in order to estimate a potentially intractable data distribution. This is done by training a generative model to create adversarial data examples that the discriminative model subsequently tries to distinguish from true examples. The generative model then learns how to generate examples that are indistinguishable from the true data to the discriminator, and thereby estimate the true generative distribution. Recently, Antoniou and colleagues [1] expanded the GAN framework to employ the estimated distribution to create synthetic examples for data augmentation. They evaluated the method on two handwriting data sets and a face recognition data set.

In the field of learning from imbalanced data sets, generation of synthetic data in both data and feature space has been investigated. Chawla and colleagues [4] proposed the SMOTE algorithm, which combines an oversampling of the minority class with generation of synthetic samples through a nearest neighbor interpolation scheme. This was further expanded by Han and colleagues [12] to only generate synthetic samples close to the decision border. In work by Guo and Viktor [10], the Databoost method for combining a boosting algorithm with data generation is proposed for imbalanced data sets. More specifically, hard-to-classify examples are identified for both the majority and minority class via the boosting algorithm. These examples are then used to generate synthetic examples in feature space, which the training set is then augmented with. For continuous variables, the synthetic examples are generated via a naïve Bayes method by sampling from normal distributions with mean and variance found empirically from the identified hard examples. In work by Shaikhina and Khovanova [25] surrogate data is created for a regression task by sampling independently from normal distributions with empirical mean and standard deviations based on original features. The relationship between the input data and the variable they seek to predict is thus disregarded.

Here, we expand on these methods and investigate them in the context of the learning efficiency. Furthermore we explore the limits of such an approach with a specific focus on the importance of sample size for the data augmentation step. In the studies by Ng and Jordan [21], and Xue and Titterington [27], the asymptotic performance of a generative ( naïve Bayes) and a discriminative (logistic regression) model is compared using learning curves. The naïve Bayes/logistic regression model pair is part of the same parametric family [21] and has been shown to exhibit an example of a quick and a slow learning model, respectively [21, 27]. In the current study, we make use of the same two models and a similar model comparison framework to validate the possibility of transferring the quick learning ability of the generative naïve Bayes to the slower learning discriminative logistic regression model via data augmentation. A logistic regression model is trained on augmented training data and compared with the predictive performance of a naïve Bayes and a logistic regression model trained on un-augmented training data. Learning curves are used to compare the models across data sizes.

1 Methods

1.1 Models

The naïve Bayes model used in the current study is based on the normal distribution with separate means for each class, but with a common pooled covariance, similar to what was used by Ng and Jordan [21]. This version of naïve Bayes is equivalent to a normal-based linear discriminant analysis (LDA) model with a diagonal covariance matrix [27][13, p. 108]. For binary classification, the posterior is evaluated as

\[ p(y = 1|x) = \frac{f_1(x) \cdot \pi_1}{f_1(x) \cdot \pi_1 + f_2(x) \cdot \pi_2} = \sigma \left( \log \left( \frac{f_1(x)}{f_2(x)} \right) + \log \left( \frac{\pi_1}{\pi_2} \right) \right), \]

where \( f_k(x), k = \{1, 2\} \) is the class conditional likelihood, \( \pi_k \) is the class conditional prior, and \( \sigma \) is the sigmoid function \( (\sigma(x) = (1 + \exp(-x))^{-1}) \). This can be shown to be identical to a logistic regression model [13, p. 127]

\[ p(y|x) = \sigma(\alpha_0 + \alpha^T x), \]
where, if \( f_k(x) \) is normal, then follows

\[
\alpha_0 = \log \left( \frac{\pi_1}{\pi_2} \right) = \frac{1}{2} (\mu_1 + \mu_2) \Lambda^{-1} (\mu_1 - \mu_2)^T \\
\alpha = \Lambda^{-1} (\mu_1 - \mu_2)^T
\]

where \( \Lambda = \text{diag}(\sigma^2_1, \ldots, \sigma^2_D) \), \( \sigma^2_d \) is the variance of the \( d \)’th variable and \( \mu_k \) is the mean vector of the \( k \)’th class, and \( D \) is the dimensionality.

As done by Ng and Jordan in [21] in order to avoid division by zero, we apply a small regularization to the model by adding \( \epsilon = 2^{-52} \) (i.e. the spacing of double precision floating point numbers) to the variances.

For naïve Bayes to learn a model of the data, the empirical class conditional mean \( \hat{\mu}_k \) and the empirical pooled diagonal covariance matrix \( \hat{\Lambda} \) is calculated from training data.

\[
\hat{\sigma}^2_d = \frac{\sum_k m_k \cdot \hat{\sigma}^2_{d,k}}{m} \Rightarrow \\
\hat{\Lambda} = \text{diag}(\hat{\sigma}^2_1, \ldots, \hat{\sigma}^2_D),
\]

where \( m \) is the number of data samples in the training set, \( m_k \) is the number of data samples in each class \( (k) \) of the training set \( (m = \sum_k m_k) \), and \( \hat{\sigma}^2_{d,k} \) is the empirical variance of class \( k \) in feature \( d \).

Synthetic data is generated from the naïve Bayes model by sampling separately for each class from a multivariate normal distribution with the empirical class conditional mean vector and diagonal covariance matrix

\[
\hat{x}_k \sim \mathcal{N}(\hat{\mu}_k, \hat{\Lambda}).
\]

1.1.1 Learning curve analysis framework

For a given training set, a learning curve is constructed by incrementally increasing the amount of training data available to the model. Each trained model is subsequently evaluated on the held out test data.

For each increment \( (i) \) along the learning curve, and for each data set, a naïve Bayes model and a logistic regression model were fitted to the available training data \( (x_i) \), with number of samples \( m_i \). Furthermore, a logistic regression model was fitted to the same data \( (x_i) \), augmented with synthetic data. Synthetic data for each class \( (\hat{x}_{i,k}) \) was generated according to equation 3 based on the class conditional empirical mean and empirical pooled diagonal covariance matrix of the available training data

\[
\hat{x}_{i,k} \sim \mathcal{N}(\hat{\mu}_{i,k}, \hat{\Lambda}_i).
\]

All learning curve analyses were done stratified, meaning that the class proportions were constant for all analyses within a given data set.

1.2 Simulated data

To investigate the quick and slow learning properties of the naïve Bayes model and the logistic regression model and to look into the properties of the synthetic data generated from the naïve Bayes model, data was simulated following the same approach as in [27]. Four different data generating distributions were used and for each of these, four different covariance matrices were applied, see table 1. Data was simulated having two dimensions, with the following distributions and covariance matrices:

- Normal distribution, \( X \sim \mathcal{N}(\mu_k, \Sigma_k) \)
- Student t-distribution with degrees of freedom \( \nu = 3 \)
- Log normal distribution \( \ln(X) \sim \mathcal{N}(\mu_k, \Sigma_k) \)
- Mixed normal distribution \( X \sim \mathcal{N}(\mu(k,l), \Sigma_k) \)
Table 1: Covariance matrices and means of the simulated data.

<table>
<thead>
<tr>
<th>Shared diagonal covariance</th>
<th>Shared full covariance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_1 = \Sigma_2 = \begin{bmatrix} 1 &amp; 0 \ 0 &amp; 1 \end{bmatrix}$</td>
<td>$\Sigma_1 = \Sigma_2 = \begin{bmatrix} 1 &amp; 0.5 \ 0.5 &amp; 1 \end{bmatrix}$</td>
</tr>
<tr>
<td>$\mu_1 = [1, 0], ; \mu_2 = [-1, 0]$</td>
<td>$\mu_1 = [1, 0], ; \mu_2 = [-1, 0]$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Separate diagonal covariances</th>
<th>Separate full covariances</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_1 = \begin{bmatrix} 1 &amp; 0.25 \ 0 &amp; 0.75 \end{bmatrix}$, $\mu_1 = [1, 0], ; \mu_2 = [-1, 0]$</td>
<td>$\Sigma_1 = \begin{bmatrix} 1 &amp; 0.5 \ 0.5 &amp; 1 \end{bmatrix}$, $\Sigma_2 = \begin{bmatrix} 0.25 &amp; 0.5 \ 0.5 &amp; 1.75 \end{bmatrix}$, $\mu_1 = [1, 0], ; \mu_2 = [-1, 0]$</td>
</tr>
<tr>
<td>$\mu_1 = [1, 0], ; \mu_2 = [3, 0]$</td>
<td>$\mu_1 = [1, 0], ; \mu_2 = [-3, 0]$</td>
</tr>
</tbody>
</table>

Where $k = \{1, 2\}$ indicates class and $l = \{1, 2\}$ indicates latent class in the mixed normal distribution.

From each distribution and covariance combination, 1000 samples were simulated with equal class distributions.

### 1.2.1 Analysis pipeline for simulated data sets

For each of the 16 conditions, data sets were randomly simulated 200 times. Learning curve experiments were done on a random stratified split of 20% training data and evaluated on the remaining 80% test data of each simulated data set. For each increment along the learning curve, a naive Bayes model and a logistic regression model were trained on the available training data ($x_i$). Furthermore, a logistic regression model was trained on the available training data augmented with $gN = [50, 100, 200, 400, 800]$ synthetic samples, with the same class distribution as the true training data, i.e., equal classes. All models from all learning curve increments were evaluated on the test set.

### 1.3 UCI data sets

Eight data sets from the UCI repository [7] were used in the current study. These eight data sets were also investigated in [21] and [27]. For some data sets, continuous, binary, and categorical variables were available. In these cases, following [21] and [27], only the continuous and binary variables were included. The data sets span different domains, from medical data, across financial and different scientific measurements to image data, and were chosen to test the diversity and robustness of the proposed approach. Variables with zero variance across all samples were removed from each data set. Table 2 shows the details of the individual data sets.

Table 2: Data sets used for evaluating the data augmentation approach. For each data set, the number of samples ($N$), the number of samples in test set ($N_{20\%}$), the proportion of classes in dataset (Class balance), the number of dimensions ($D$), and the number of dimensions with non-zero variance ($D_v$) are shown.

<table>
<thead>
<tr>
<th>data set</th>
<th>$N$</th>
<th>Test size ($N_{20%}$)</th>
<th>Class balance</th>
<th>$D$</th>
<th>$D_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>768</td>
<td>154</td>
<td>0.35</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Adult</td>
<td>48842</td>
<td>9768</td>
<td>0.24</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Boston</td>
<td>506</td>
<td>101</td>
<td>0.49</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Optdigits 0 vs. 1</td>
<td>765</td>
<td>153</td>
<td>0.49</td>
<td>64</td>
<td>52</td>
</tr>
<tr>
<td>Optdigits 2 vs. 3</td>
<td>769</td>
<td>154</td>
<td>0.49</td>
<td>64</td>
<td>55</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>351</td>
<td>70</td>
<td>0.36</td>
<td>34</td>
<td>33</td>
</tr>
<tr>
<td>Sonar</td>
<td>208</td>
<td>42</td>
<td>0.47</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Liver disorders</td>
<td>341</td>
<td>68</td>
<td>0.42</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

### 1.3.1 Analysis pipeline for UCI data sets

All models were trained with 1000 random splits of 80% training data and 20% test data. Stratified learning curves were created from training data. All models from all learning curve increments were
evaluated on the test set. The learning curves were initiated at a data size of \( m_0 = Dv + \Delta \) so as to avoid underdetermined models.

1.3.2 Model comparison for the UCI data sets

The logistic regression model based on augmented data (the augmented model) was compared with the naïve Bayes model for small amounts of training data, i.e. up until the learning curves of the logistic regression and naïve Bayes models cross (at \( m_c \)) (see figure 1). We thus compare the models for a range of data set sizes where the slower learning model will eventually be superior as the quicker learning model will be close to reaching an asymptotic error. Experiments with a range of numbers of generated samples \( gN = [50, 100, \ldots, 950, 1000] \) were conducted to evaluate the influence of this on the performance of the augmented model.

For each data set, the models are compared at the closest-measured learning curve increment after \( m_c \) (denoted \( m_{c+} \)). The models are compared using the Bayesian analysis framework of Benavoli and colleagues in [2] using the Bayesian correlated t-test [5], which makes a paired comparison of the errors from each of the 1000 random splits of training and test data. The Bayesian correlated t-test estimates the mean difference of accuracy between the two models being compared, while taking the correlation due to overlapping training and test sets into account using the heuristic suggested by Nadeau and Bengio [20]. From the Bayesian correlated t-test, the posterior of the mean difference of accuracy is obtained and evaluated in relation to a so-called region of practical equivalence (ROPE) [16]. When 95% of the posterior probability is on either side or within the ROPE, the result is conclusive, i.e. one model has higher performance or their performances are equal, respectively. Otherwise, the test result is deemed inconclusive [2, 16] and hence needs further investigation. The ROPE is set to 0.01 as recommended for comparison of classifiers by Benavoli and colleagues [2]. Publicly available Python code was used for the comparison [2].

To further investigate the behavior of the augmented model, the sample efficiency is calculated within the small data segment of the learning curves. The sample efficiency is defined as the difference in number of true samples that is required by the oracle model to achieve a similar mean performance

![Figure 1: Illustration of the learning curve method.](image)

The appearance of learning curves of a quick (red) and a slower (blue) learning model, the combination of these, i.e. the oracle model (black crosses) and the theoretical appearance of an augmented model (dashed blue). The crossing of the learning curves of the quick and the slow learning model \( (m_{c+}) \) is denoted to illustrate the small data segment. Furthermore, the sample efficiency of the augmented model is illustrated with the green vertical lines indicating the difference in number of true samples used for training the augmented model and the oracle model with equal performance.
as the augmented model relative to the number of samples needed by the augmented model (see equation 4 and figure 1).

\[
\text{Sample efficiency (\%)} = \frac{N_{tr}^{OR} - N_{tr}^{AM}}{N_{tr}^{AM}} \cdot 100, \tag{4}
\]

where \(N_{tr}^{OR}\) is the number of true training samples needed by the oracle model to reach an equivalent performance to the augmented model trained on \(N_{tr}^{AM}\) true data samples.

To investigate the behavior of the augmented model when more training data is available, the learning curves are considered with a focus on their asymptotic behavior.

Apart from the statistical comparison with the Bayesian analysis, all processing was performed using Matlab [18]. The standard implementation of logistic regression in Matlab called glmfit was used. The naïve Bayes model for classification and generation of data was implemented in Matlab and is available from Github: https://github.com/mcaxelsen/gm_augmentation.

2 Results

2.1 Results from simulated data

From the plots in figure 2 it is seen that for the log-normal distributed data the naïve Bayes model reaches an asymptotic performance very fast, i.e. with a very small amount of training data. However, the performance obtained is much worse compared to the performance of the logistic regression model, which seems to learn equally fast for these datasets. For the distributions where the datasets have a diagonal covariance matrix, the naïve Bayes model is the quicker learner. In the full covariance cases, the logistic regression model is the quicker learner for all distributions.

It is seen that the logistic regression model augmented with synthetic data in most situations lies between the performance of the baseline models, and that increasing the amount of synthetic data used for augmentation brings the performance closer to the naïve Bayes model and vice versa. Interestingly, for the data simulated from a normal distribution with separate diagonal covariance matrices per class, the augmented model outperforms the two baseline models for some numbers of generated samples.

2.2 Results from UCI data

The data augmentation approach is further investigated through experiments on eight data sets from the UCI repository (see table 2). Initially, experiments are analyzed with a perspective on small amounts of available training data. Afterwards, more training data is added and the asymptotic behavior of the approach is investigated.

2.2.1 Small amounts of training data

In the present section, results from the comparison of the models trained on smaller amounts of training data are shown.

Using the Bayesian analysis framework, as described in section 1.3.2, the oracle model and the augmented model are compared. The point of comparison is the closest-measured learning curve increment of the naïve Bayes model and the logistic regression model after they cross (i.e. the number of samples used for training is \(n_{c+}\)). The results based on the analyses are shown in figure 3.

For each of the eight data sets, twenty augmentation sizes, from 50 to 1000 synthetic samples, are investigated, yielding a total of 160 experiments. In 121 out of 160 experiments, the augmented model is either equal to the oracle model or better (lighter blue colors in figure 3). However, 39 out of 160 experiments come out inconclusive (dark blue in figure 3), and these experiments hence need further investigation. Though we cannot apply the classification system directly in these cases, we can visualize the uncertainty in the estimation with plots of the posteriors. For all experiments on the Liver disorders data set, the posterior mass is located across the ROPE, indicating that a definitive conclusion as to which model is performing better cannot be made using this method (the posteriors for the inconclusive experiment are shown in section 4 in the supplementary material). It should be noted that for this data set the intersection point (\(n_{c+}\)) coincides with the starting point of the learning
The analyses of the Sonar data set for augmentation sizes of 100 samples and higher achieve an initial sample efficiency as described in section 1.3.2 is now used to compare the models. The min-max mean error which is below the error of the oracle model at all points on the learning curve, hence the ROPE. This indicates that the augmented model is equal to or better than the oracle model at the intersection point \( m_{c+} \) for all the remaining seven data sets for all experiments.

The sample efficiency as described in section 1.3.2 is now used to compare the models. The min-max ranges for the small data segments are shown in table 3 for each data set and for each number of generated samples used for augmentation. As the intersection point \( m_c \) for the Liver disorders data set coincides with the starting point of the learning curve \( (m_0) \), there are no results from this data set in this analysis. However, this data set is further analyzed and discussed in the following sections.

The analyses of the Sonar data set for augmentation sizes of 100 samples and higher achieve an initial mean error which is below the error of the oracle model at all points on the learning curve, hence no quantitative sample efficiency results exist for these, though the improvement is at least of 168\%. From the remaining results, it can be seen that sample efficiencies well above 200\% is achievable, i.e. the oracle model needs three times as much training data to perform as well as the augmented model. Data sets Pima and Adult, however, show a smaller effect, with the augmented model performing in the range of the oracle model (table 3). For data sets Sonar, Boston, Optdigits 0 vs. 1 and 2 vs. 3, and Ionosphere, substantial benefits from data augmentation are evident.
2.2.2 Asymptotic behavior

The learning curves from four of the eight UCI data sets are displayed in figure 4 (the remaining are shown in appendix S2 in the supplementary material). The four selected data sets each illustrates a different behavior of the trained models. The learning curves of the Pima data set (in figure 4A) and the Adult data set (in supplementary) have similar behavior. Here the augmented model acts as hypothesized when the amount of training data is less than where the two base models intersect; the data augmentation scheme brings the performance of the augmented model to the level of the oracle model i.e. the naïve Bayes model, and a high amount of generated samples seems to be better. After the intersection, the generated samples decrease the performance of the augmented model relative to the un-augmented logistic regression model. This is especially true for the Pima data set. The asymptotic behavior of the augmented model for the Pima data set seems to be parallel to the oracle model, only with a slightly higher error. For the Adult data set, the performance of the augmented model is indistinguishable from the oracle model when training on all training data, though this data set is much larger than the others (see table 2).

The results from the Liver disorders data set in figure 4D are similar in that for increasing augmentation, the performance of the augmented model approach that of the naïve Bayes model. The difference is that at no training data size is the naïve Bayes model performing better than the logistic regression model, and neither is the augmented model.

For the data sets "Boston" and "Ionosphere" shown in figures 4B and 4C, it is seen that there is an increased effect from the data augmentation at smaller amounts of training data for most amounts of generated samples. The effect is more pronounced before the intersection, however for some amounts of generated samples, the effect persists even after the intersection. For the Boston dataset (figure 4B), the trend that more generated samples bring the augmented model closer to the naïve Bayes model is seen again. However, when only augmenting the training data with smaller amounts of synthetic samples, there seems to be an overall improvement in the augmented model compared to the oracle model. The learning curve for the model augmented with 200 synthetic samples reaches the level of the oracle model, despite showing worse performance for a range of training data sizes (approximately \( m = 100 \ldots 200+ \)). For the Ionosphere data set (and Optdigits 0 vs 1, 2 vs 3, and Sonar), it seems that more synthetic samples improves the performance of the augmented model, which is opposite to what is seen in the other data sets. The effect does, however, seem to saturate, i.e. the performances of augmenting with 400 and 800 generated samples are similar (figure 4C). In table 3, it is similarly seen that the sample efficiency ranges are very similar for experiments with generated samples above 350. For the Sonar data set, augmenting the training data with 400 synthetic
Table 3: Table of minimum and maximum sample efficiency within the small data segment. When the augmented model is initially performing better than the asymptotic performance of the oracle model, the sample efficiency is denoted as being better than the sample efficiency calculated based on the full training data size (N). Positive values indicate that the augmented model outperforms the oracle model.

<table>
<thead>
<tr>
<th>gN</th>
<th>Pima</th>
<th>Adult</th>
<th>Boston</th>
<th>Optdigits 0 vs. 1</th>
<th>Optdigits 2 vs. 3</th>
<th>Ionosphere</th>
<th>Sonar</th>
<th>Liver disorders</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>-31% – 1%</td>
<td>-18% – 15%</td>
<td>9% – 149%</td>
<td>105% – 131%</td>
<td>48% – 79%</td>
<td>-33% – 33%</td>
<td>58% – 98%</td>
<td>-</td>
</tr>
<tr>
<td>100</td>
<td>-22% – 9%</td>
<td>0% – 24%</td>
<td>53% – 189%</td>
<td>156% – 180%</td>
<td>76% – 114%</td>
<td>-2% – 70%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>150</td>
<td>-20% – 4%</td>
<td>4% – 28%</td>
<td>80% – 205%</td>
<td>166% – 191%</td>
<td>78% – 131%</td>
<td>20% – 115%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>200</td>
<td>-17% – 5%</td>
<td>7% – 31%</td>
<td>63% – 202%</td>
<td>168% – 207%</td>
<td>88% – 142%</td>
<td>28% – 155%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>250</td>
<td>-15% – 2%</td>
<td>7% – 35%</td>
<td>60% – 212%</td>
<td>182% – 207%</td>
<td>108% – 146%</td>
<td>42% – 186%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>300</td>
<td>-13% – 4%</td>
<td>11% – 32%</td>
<td>52% – 206%</td>
<td>174% – 209%</td>
<td>117% – 154%</td>
<td>53% – 201%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>350</td>
<td>-9% – 4%</td>
<td>11% – 33%</td>
<td>44% – 209%</td>
<td>174% – 211%</td>
<td>124% – 154%</td>
<td>55% – 215%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>400</td>
<td>-9% – 2%</td>
<td>11% – 33%</td>
<td>39% – 194%</td>
<td>182% – 208%</td>
<td>105% – 166%</td>
<td>54% – 227%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>450</td>
<td>-7% – 1%</td>
<td>14% – 33%</td>
<td>36% – 195%</td>
<td>171% – 211%</td>
<td>119% – 146%</td>
<td>60% – 219%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>500</td>
<td>-6% – 5%</td>
<td>14% – 34%</td>
<td>34% – 189%</td>
<td>186% – 208%</td>
<td>118% – 172%</td>
<td>64% – 227%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>550</td>
<td>-10% – 6%</td>
<td>14% – 38%</td>
<td>33% – 194%</td>
<td>175% – 210%</td>
<td>108% – 166%</td>
<td>65% – 232%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>600</td>
<td>-7% – 6%</td>
<td>14% – 37%</td>
<td>30% – 190%</td>
<td>181% – 205%</td>
<td>119% – 153%</td>
<td>69% – 239%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>650</td>
<td>-5% – 7%</td>
<td>14% – 40%</td>
<td>27% – 190%</td>
<td>171% – 208%</td>
<td>117% – 144%</td>
<td>64% – 234%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>700</td>
<td>-5% – 5%</td>
<td>14% – 36%</td>
<td>26% – 187%</td>
<td>183% – 208%</td>
<td>108% – 146%</td>
<td>69% – 234%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>750</td>
<td>-11% – 4%</td>
<td>17% – 35%</td>
<td>23% – 184%</td>
<td>175% – 209%</td>
<td>94% – 144%</td>
<td>70% – 228%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>800</td>
<td>-6% – 3%</td>
<td>14% – 35%</td>
<td>22% – 185%</td>
<td>171% – 206%</td>
<td>99% – 151%</td>
<td>69% – 220%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>850</td>
<td>-9% – 2%</td>
<td>14% – 37%</td>
<td>22% – 185%</td>
<td>171% – 209%</td>
<td>115% – 142%</td>
<td>63% – 215%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>900</td>
<td>-6% – 4%</td>
<td>16% – 35%</td>
<td>22% – 184%</td>
<td>178% – 203%</td>
<td>102% – 141%</td>
<td>64% – 218%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>950</td>
<td>-5% – 6%</td>
<td>14% – 36%</td>
<td>20% – 185%</td>
<td>171% – 207%</td>
<td>107% – 146%</td>
<td>66% – 215%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
<tr>
<td>1000</td>
<td>-9% – 3%</td>
<td>14% – 37%</td>
<td>19% – 185%</td>
<td>176% – 208%</td>
<td>113% – 139%</td>
<td>67% – 224%</td>
<td>&gt; 168%</td>
<td>-</td>
</tr>
</tbody>
</table>

samples yields the best of the evaluated models. For the two Optdigits data sets, there also seem to be a saturation, though the optimal number of generated samples is not identifiable from the plots.

3 Discussion

We hypothesized that quick learning generative models could assist slower learning discriminative models. To test this hypothesis, we created simulated data in the same way as was done in [27], and found that when the assumptions of the naïve Bayes model were approximately fulfilled - that is when the covariance matrix had a diagonal structure, the naïve Bayes model was indeed the quicker learner. In these cases, it was possible to improve the performance of a logistic regression model augmented with synthetic samples generated from the naïve Bayes model. When the covariance matrix was full, the naïve Bayes model showed a similar performance as when the covariance was diagonal. The logistic regression model, however, had in these cases the possibility of utilizing the additional covariance information and was hence the quicker learner, and furthermore reached a much lower asymptotic error. As the naïve Bayes model assumes Gaussian distributed variables, the log normal data constitutes a difficult problem. The logistic regression, without any data distribution assumptions, solves the problem much better.

The experiments on the UCI data, which also reproduced the results found by Ng and Jordan [21] and Xue and Titterington [27], showed that for most evaluated data sets, the naïve Bayes model is the quicker learner compared to the logistic regression model. The only data set inconsistent with this relationship found in our study and in the previous studies [21, 27] is the Liver disorders data set. In the cases where the naïve Bayes model is indeed the quicker learning model, we found that the performance of a logistic regression model can be improved to at least reach the performance of the naïve Bayes model by augmenting the training data with synthetic data generated from the naïve Bayes model using the presented augmentation approach. Furthermore, we found that data efficiency rates above 200% were achievable when only a small amount of data was available. When sufficient training data was available such that the performance of the logistic regression model had surpassed the performance of the naïve Bayes model, an improved performance could still be achieved through the data augmentation approach for five out of the eight evaluated data sets.
Figure 4: **Learning curves for four selected data sets.** If the data set is large, the learning curves are only calculated for training set sizes surrounding the intersection of the naïve Bayes and the logistic regression models ($m_c$). The colored circles at the end of the learning curves indicate the test error when training on the entire allocated training set (i.e. 80% of the data). The learning curves for the augmented models are calculated for 50, 100, 200, 400, and 800 samples used for augmentation, and are plotted with an increasing brightness in green to illustrate that more samples are used. A. Pima, B. Boston, C. Ionosphere, D. Liver disorders.

Common across all data sets, simulated and from the UCI database is that for the data sets where the generative model is the quicker learner compared to the discriminative model, the data augmentation approach improves the performance of the logistic regression model. Though the simulated data suggests that this is only the case when the naïve assumptions of the naïve Bayes model are valid, several studies have found that naïve Bayes is often a superior classifier despite the assumptions being void [8, 28]. A pragmatic approach to allow for safely using the approach is to evaluate whether naïve Bayes is the quicker learner compared to logistic regression on a training set. This would also allow for a grid search for the optimal number of synthetic samples used for augmentation, given that naïve Bayes is the quicker learner.

The augmentation scheme could be used to augment training data for any subsequent classifier, though studies should be done to verify potential differences in benefit among different classifiers. Future studies should also be done to investigate potential quick learning properties of other generative models and the potential to use synthetic data generated from these for data augmentation.

A further perspective of the current data augmentation model could be to expand it with an adversarial detection or rejection sampling scheme as used in [3] and [9], so as to potentially improve the quality of the generated samples and thereby potentially improve the performance of the classifier as well.
4 Conclusion

In many fields, large data sets are difficult to obtain, hence raising the need for generally applicable data-optimizing methods in order to efficiently make inference from the smaller data sets available. In the present study, we have shown that a quick learning generative model can assist a slower learning model in reaching a better performance through a data augmentation framework. The method was evaluated on simulated data and on continuous and binary data from different domains with positive results for all data sets where the generative model indeed is the quicker learner.
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S1 Fig. Posterior probability output from inconclusive ROPE analysis.

**Figure 5:** Posterior probability output from inconclusive ROPE analysis. Posterior probability for the 39 experiments with inconclusive results shown per data set. Black vertical lines and gray shade indicate the region of practical equivalence (ROPE = ±0.01). For an experiment to be conclusive 95% of the posterior mass must be on either side or within the ROPE limit. A posterior distribution left of the left ROPE indicates that the augmented model (AM) is better, and to the right of the right ROPE indicates that the oracle model is better. If 95% of the posterior mass is within the ROPE the models are practically equivalent. Data sets are Liver disorders (A), Boston (B), Optdigits 2 vs. 3 (C), and Ionosphere (D). In Fig. 5A legend is omitted as all experiments are inconclusive.
Figure 6: Learning curves for the remaining four data sets. If the data set is large, the learning curves are only calculated for training set sizes surrounding the intersection of the naïve Bayes and the logistic regression models ($m_e$). The colored circles at the end of the learning curves indicate the test error when training on the entire allocated training set (i.e. 80% of the data). The learning curves for the augmented models are calculated for 50, 100, 200, 400, and 800 samples used for augmentation, and are plotted with an increasing brightness in green to illustrate that more samples are used. A. Adult, B. Optdigits 0 vs 1, C. Optdigits 2 vs 3, D. Sonar
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Abstract

Background. A wealth of clinical studies have identified objective biomarkers, which separate schizophrenia patients from healthy controls on a group level, but current diagnostic systems solely include clinical symptoms. In this study, we investigate if machine learning algorithms on multimodal data can serve as a framework for clinical translation.

Methods. Forty-six antipsychotic-naïve, first-episode schizophrenia patients and 58 controls underwent neurocognitive tests, electrophysiology, and magnetic resonance imaging (MRI). Patients underwent clinical assessments before and after 6 weeks of antipsychotic monotherapy with amisulpride. Nine configurations of different supervised machine learning algorithms were applied to first estimate the unimodal diagnostic accuracy, and next to estimate the multimodal diagnostic accuracy. Finally, we explored the predictability of symptom remission.

Results. Cognitive data significantly classified patients from controls (accuracies = 60–69%; p values = 0.0001–0.009). Accuracies of electrophysiology, structural MRI, and diffusion tensor imaging did not exceed chance level. Multimodal analyses with cognition plus any combination of one or more of the remaining three modalities did not outperform cognition alone. None of the modalities predicted symptom remission.

Conclusions. In this multivariate and multimodal study in antipsychotic-naïve patients, only cognition significantly discriminated patients from controls, and no modality appeared to predict short-term symptom remission. Overall, these findings add to the increasing call for cognition to be included in the definition of schizophrenia. To bring about the full potential of machine learning algorithms in first-episode, antipsychotic-naïve schizophrenia patients, careful a priori variable selection based on independent data as well as inclusion of other modalities may be required.

Introduction

A wealth of clinical studies have successfully applied various objective measures to identify biomarkers, which separate schizophrenia patients from healthy controls on a group level. Although these studies have provided profound insight into the pathophysiology of schizophrenia, these efforts have not been translated into diagnostic utility (Kapur et al., 2012). Thus, the diagnosis of schizophrenia according to Diagnostic and Statistical Manual of Mental Disorder (DSM) and International Classification of Diseases (ICD) classifications entirely relies on clinical symptoms. Likewise, no clinical or objective measures for course of illness or response to antipsychotic medication have been implemented into clinical practice.

Numerous studies using objective cognitive test batteries such as Cambridge Neuropsychological Test Automated Battery (CANTAB) (Robbins et al., 1994) have established that cognitive deficits in, e.g. attention, verbal memory, and working memory are enduring and core features of schizophrenia, which are relatively unaffected by clinical state of the psychopathological symptoms (Paulus et al., 2001; Gur et al., 2006; Kahn and Keefe, 2013).
Assessment of early information processing as measured with electrophysiological paradigms has also indicated impairments in schizophrenia patients, and also these disturbances are generally considered unaffected by disease stage and severity of symptoms (Koychev et al., 2012; Thibaut et al., 2015; Blakey et al., 2018). Commonly used electrophysiological paradigms comprise P50 suppression (Adler et al., 1982), pre-pulse inhibition of the startle response (PPI) (Braff and Geyer, 1990), and mismatch negativity (MMN) (Shelley et al., 1991).

Finally, magnetic resonance imaging (MRI) has demonstrated that schizophrenia is associated with structural brain changes (Hajima et al., 2013). Gray matter structures have commonly been assessed with a region of interest (ROI) approach, but the development of diffusion tensor imaging (DTI) techniques such as tract-based spatial statistics have enabled assessment of the cerebral white matter microstructure (Smith et al., 2006). Overall, both subtle gray (Shepherd et al., 2012; Gng et al., 2016) and white matter (Fitzsimmons et al., 2013; Canu et al., 2015) deficits are present already at illness onset and before initiation of antipsychotic medication.

From a clinical perspective, the current categorical diagnostic systems contrast the multifaceted clinical phenotype of schizophrenia, and it is plausible that schizophrenia is better conceptualized using a more dimensional view (Jablensky, 2016). The research domain criteria (RDoC) were formulated to conceptualize integration of data ranging from basic biological levels to behavioral constructs across mental disorders (Insel et al., 2010). Theoretically, subgroups of schizophrenia patients may share certain pathophysiological disturbances, which can serve as targets for treatment with enhanced precision (Bak et al., 2017). In order to operationalize the RDoC approach, novel analysis strategies, which are sensitive to subtle signals in rich datasets, may be advantageous.

Categorical separation of groups is classically investigated with application of univariate statistical tests on unimodal data. It is increasingly appreciated that application of advanced multivariate, supervised machine learning algorithms on multimodal data may provide an improved framework for operationalizing the complex, dimensional clinical characteristics in, e.g. schizophrenia (Veronese et al., 2013; Dazzan, 2014). In short, a supervised machine learning algorithm identifies ‘patterns’ in complex data, which are not modelled by more classical statistical methods. Next, these patterns can be used to predict the outcome (e.g. ‘schizophrenia’ v. ‘healthy’; or ‘remission’ v. ‘non-remission’) for future, independent, individual observations with an estimated ‘accuracy’. Various algorithms have been developed, each with their own advantages and disadvantages depending on, e.g. the variance and distribution of the data (Bishop, 2006; Cawley and Talbot, 2010). Previous machine learning studies have generated encouraging diagnostic accuracies >85% (e.g. Shen et al., 2014; Chu et al., 2016; Santos-Mayo et al., 2017; Xiao et al., 2017) as well as prediction of the clinical outcome (Zarogian et al., 2017). However, most previous studies have been unimodal and performed in medicated and more chronic patient samples, in which the variation in data is greater than at first illness presentation. Studies investigating multiple modalities in antipsychotic-naïve schizophrenia patients are absent.

In this proof-of-concept study, we applied nine configurations of different supervised machine learning algorithms, and we first compared the diagnostic accuracies of cognition, electrophysiology, structural MRI (sMRI), and DTI in a sample of first-episode, antipsychotic-naïve schizophrenia patients and healthy controls. Tests of group differences were supplemented with univariate analyses. Next, we investigated if combinations of modalities improved the diagnostic accuracy. Finally, we explored the predictive accuracy with regard to symptom remission after 6 weeks of antipsychotic monotherapy with amisulpride. We hypothesized that all four modalities would significantly discriminate patients from controls, and we expected higher accuracies for multimodal analyses.

Materials and methods

Trial approval

The authors assert that all procedures contributing to this work comply with the ethical standards of the Danish National Committee on Biomedical Research Ethics (H-D-2008-088) and with the Helsinki Declaration of 1975, as revised in 2008. All participants approved participation by signing informed consent. Clinical trials identifier: NCT01154829.

Participants

As part of a comprehensive multimodal study conducted between December 2008 and 2013, we recruited antipsychotic-naïve first-episode schizophrenia patients from psychiatric hospitals and outpatient mental health centers in the Capital Region of Denmark. Unimodal data on electrophysiology (Düring et al., 2014, 2015), DTI (Ebdrup et al., 2016), global cortical structures (Jessen et al., 2018), as well as data on cognition in combination with electrophysiology (Bak et al., 2017) have previously been published.

Patients were aged 18–45 years and all were lifetime naïve to any antipsychotic or methylphenidate exposure. Patients underwent a structured diagnostic interview (Schedule of Clinical Assessment in Neuropsychiatry, SCAN, version 2.1) to ensure fulfillment of ICD-10 diagnostic criteria of schizophrenia or schizoaffective psychosis (Wing et al., 1990). Inclusion required a normal physical and neurological examination and no history of major head injury. Previous diagnoses of drug dependency according to ICD as well as current recreational drug use were accepted. A current diagnosis of drug dependency was an exclusion criterion. Current drug status was measured by urine test (Rapid Response, Jepsen HealthCare, Tune, Denmark). Patients treated with antidepressant medication within the last month or during the study period were excluded. Benzodiazepines and sleep medication were allowed until 12 h prior to examination days.

Duration of untreated illness (DUI) was defined as the period in which the patient reported a continuous deterioration of functioning due to disease-related symptoms (Crespo-Facorro et al., 2007). Level of function was assessed with the Global Assessment of Function (GAF) and the Clinical Global Impression Scale (CGI) (Busner and Targum, 2007). Symptom severity was assessed by trained raters using the Positive and Negative Syndrome Scale (PANSS) (Kay et al., 1987). After completing all baseline examinations, patients commenced amisulpride monotherapy for 6 weeks. Dosing of amisulpride was adjusted aiming to optimize clinical effect and minimize side effects. Use of anticholinergic medication was not allowed. Symptom remission after 6 weeks was assessed using the Andreasen criteria (Andreasen et al., 2005).

Healthy controls matched on age, gender, and parental socioeconomic status were recruited from the community. Controls
were assessed with a SCAN interview, and former or present psychiatric illness, substance abuse, or first-degree relatives with psychiatric diagnoses, were exclusion criteria. Demographic data are presented in Table 1.

Cognition
A comprehensive neurocognitive test battery was used to assess all participants, administered by research staff trained and supervised in the standardized administration and scoring of the battery. We included variables from the following neurocognitive tasks: Danish Adult Reading Test (DART) (Nelson and O’Connell, 1978), Wechsler Adult Intelligence Scale (WAIS III) (Wechsler Adult Intelligence Scale – Third Edition n.d.), Brief Assessment of Cognition in Schizophrenia (BACS) (Keefe et al., 2004), and Cambridge Neuropsychological Test Automated Battery (CANTAB) (Robbins et al., 1994), yielding a total of 25 cognitive variables for the current study [listed in online Supplementary Material (Table S1)].

Electrophysiology
The Copenhagen Psychophysiology Test Battery (CPTB) was used to examine all participants (Düring et al., 2014, 2015). Auditory stimuli were presented by a computer running ‘Presentation’ (Neurobehavioral Systems, Inc., Albany, NY, USA) software (soundcard: Creative soundblaster 5.1, 2008 Creative Technology Ltd, Singapore, Singapore). Stimuli were presented binaurally through stereo insert earphones (Eartone ABR, 1996–2008 Interaudios A/S, Assens, Denmark; and C and H Distributors Inc, Milwaukee, WI, USA). To avoid cross-test influences, the CPTB is always assessed in a fixed order, including PPI, P50 suppression, MMN, and selective attention paradigms, yielding a total of 19 electrophysiological variables for the current study [listed in online Supplementary Material (Table S1)].

Neuroanatomy
MRI scans were acquired with a Philips Achieva 3.0 T whole body MRI scanner (Philips Healthcare, Best, The Netherlands) with an eight-channel SENSE Head Coil (Invivo, Orlando, Florida, USA).

Structural MRI
The three-dimensional high-resolution T1-weighted images (repetition time 10 ms, echo time 4.6 ms, flip angle 8°, voxel size 0.79 × 0.79 × 0.80 mm) were acquired and processed through FSL pipelines ( Jenkinson et al., 2012) comprising the following steps: (1) brain extraction; (2) brain segmentation using the ’Island’ algorithm, and resulting in gray and white matter partial volume maps for each subject; (3) non-linear warping of structural images to MNI standard space, and subsequent application of the transformation matrices to the tissue maps; (4) modulation of the warped maps using the Jacobian determinant in order to maintain local gray matter volume during the non-linear warping. Finally, regional gray matter volumes were extracted from each of the 48 anatomical regions per hemisphere derived from the Harvard–Oxford cortical atlas as specified by FSL. The total brain volume and relative ventricular volume were determined using the FSL-SIENAX program. For the brain structural analyses, we a priori applied the ROI approach since ROI analyses have been widely applied in the field (Hajjma et al., 2013), and we aimed to optimize the external validity and reproducibility of the results. These procedures yielded a total of 98 sMRI variables for the current study [listed in online Supplementary Material (Table S1)].

Diffusion tensor imaging
Whole brain DTI images were acquired using single-shot spin-echo echo-planar imaging and a total of 31 different diffusion encodings [five diffusion unweighted (b = 0 s/mm²) and 30 diffusion weighted (b = 1000 s/mm²) non-collinear directions]. Acquired matrix size = 128 × 128 × 75; voxel dimensions = 1.88 × 1.88 mm × 2 (no slice gap); TR/TE = 7035/ 68 ms; flip angle = 90°. Images were processing using the FSL library of tools ( Jenkinson et al., 2012). Diffusion parameter maps of fractional anisotropy (FA), mean diffusivity (MD), parallel diffusivity (λ1), radial diffusivity (λ23) and mode of anisotropy (MO) were derived using DTIFIT as previously described (Ebdurup et al., 2016). The mean values of these five diffusion parameters were extracted from 20 regions (based on the JHU white matter tractography atlas) and yielded a total of 100 DTI variables for the current study [listed in online Supplementary Material (Table S1)].

Statistical methods
Statistical Package for the Social Sciences software (version 22, SPSS Inc., USA) was used to analyze demographic and clinical data. The distribution of continuous data was tested for normality with the Shapiro–Wilks test. Data on age and years of education were not normally distributed, and group comparisons were performed non-parametrically with the Mann–Whitney U test. Group differences in gender and socioeconomic status were tested with Pearson’s χ² test, and differences in abuse variables were tested with Fisher’s exact test. Group differences in DART and estimated total IQ from WAIS III were tested using two-sample t tests with pooled variance estimates in MATLAB⁶.

Machine learning algorithms
We included participants with available data from all four modalities. We allowed subjects to have missing data points in up to 12 variables across all modalities. Twelve patients and 13 healthy controls had missing variables in the cognitive and electrophysiological data. Missing data were imputed as part of the analysis pipeline using K-nearest neighbor imputation with K = 3 (Bak and Hansen, 2016). Imputation of missing data was performed as part of the 100 random subsamples cross-validation (CV) loop, and thus the imputation procedure was only performed within the training set of a given split. We used a total of nine different configurations involving six machine learning algorithms: naïve Bayes (nB), logistic regression, support vector machine (SVM) (Cortes, 1995), decision tree (DT) (Breiman et al., 1984), random forest (RF) (Breiman, 2001), and auto-sklearn (AS) (Feurer et al., 2015). The algorithms were selected a priori based on their common usage and their proposed strength in relatively small datasets. To ensure comparability across all algorithms and modalities, the same pipeline and set-up were used for all analyses (Fig. 1).

Analysis pipeline
To estimate the generalization error, we used random subsampling CV (Varoquaux et al., 2017) with 100 stratified splits of
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patients and controls (Fig. 1). This approach ensured that all configurations of algorithms were trained on the same data, and the ratio between the two classes was similar for all splits. Therefore, the performance of algorithms was evaluated on the same test data. For each split, one-third of the data was used for testing and two-thirds were used for training. All data imputation, feature selection, model training, and optimization were based exclusively on the training set of a given split. Logistic regression was used in two configurations: with L1 regularization (LR_r) and without regularization (LR). SVM was used in three configurations: one with a linear kernel (SVM_l), one with a radial basis function kernel using heuristic parameters (SVM_h), and one with optimized parameters (SVM_o). An inner loop fivefold CV was used to optimize model parameters (LR_r, SVM_o) or perform backwards elimination feature selection (LR, SVM_l, SVM_h, DT). Algorithms RF and AS have inherent parameter optimization, and therefore these configurations required no inner loop CV. See online Supplementary Material ’Machine learning algorithms’ for details.

Table 1. Demographical and clinical data. Lifetime use of tobacco, alcohol, cannabis, stimulants, hallucinogens, and opioids were categorized according to an ordinal five-item (0 = never tried/1 = tried few times/2 = use regularly/3 = harmful use/4 = dependency)

<table>
<thead>
<tr>
<th></th>
<th>Schizophrenia</th>
<th>Healthy controls</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N</td>
<td>Mean (SD)</td>
<td>N</td>
</tr>
<tr>
<td>Age, years</td>
<td>46</td>
<td>25.0 (5.6)</td>
<td>58</td>
</tr>
<tr>
<td>Gender (m/f)</td>
<td>46</td>
<td>28/18</td>
<td>58</td>
</tr>
<tr>
<td>Parental SES (a/b/c)</td>
<td>44</td>
<td>8/30/6</td>
<td>56</td>
</tr>
<tr>
<td>Years of education</td>
<td>45</td>
<td>12.5 (2.6)</td>
<td>56</td>
</tr>
<tr>
<td>Danish Adult Reading Test (DART)c</td>
<td>41</td>
<td>21.4 (9.7)</td>
<td>56</td>
</tr>
<tr>
<td>Total IQ (WAIS III)ª</td>
<td>41</td>
<td>−0.8 (1.5)</td>
<td>54</td>
</tr>
<tr>
<td>Tobacco (0/1/2/3/4)</td>
<td>45</td>
<td>7/11/22/1/4</td>
<td>59</td>
</tr>
<tr>
<td>Alcohol (0/1/2/3/4)</td>
<td>46</td>
<td>2/6/33/4/1</td>
<td>57</td>
</tr>
<tr>
<td>Cannabis (0/1/2/3/4)</td>
<td>46</td>
<td>8/23/9/6/0</td>
<td>57</td>
</tr>
<tr>
<td>Opioids (0/1/2/3/4)</td>
<td>46</td>
<td>38/8/0/0/0</td>
<td>56</td>
</tr>
<tr>
<td>Stimulants (0/1/2/3/4)</td>
<td>46</td>
<td>27/14/5/0/0</td>
<td>56</td>
</tr>
<tr>
<td>Hallucinogens (0/1/2/3/4)</td>
<td>45</td>
<td>38/7/0/0/0</td>
<td>57</td>
</tr>
<tr>
<td>Other drugs (0/1/2/3/4)</td>
<td>43</td>
<td>40/3/0/0/0</td>
<td>56</td>
</tr>
<tr>
<td>Benzodiazepines (0/1/2/3/4)</td>
<td>42</td>
<td>31/11/6/0/0</td>
<td>55</td>
</tr>
<tr>
<td>DUI, weeks</td>
<td>45</td>
<td>65.8 (70.5)</td>
<td>–</td>
</tr>
<tr>
<td>CGI, severity</td>
<td>44</td>
<td>4.2 (0.7)</td>
<td>–</td>
</tr>
<tr>
<td>GAF, symptom</td>
<td>44</td>
<td>40.9 (9.9)</td>
<td>–</td>
</tr>
<tr>
<td>GAF, function</td>
<td>43</td>
<td>42.6 (11.1)</td>
<td>–</td>
</tr>
<tr>
<td>PANSS, positive</td>
<td>46</td>
<td>20.1 (4.2)</td>
<td>–</td>
</tr>
<tr>
<td>PANSS, negative</td>
<td>46</td>
<td>21.3 (7.9)</td>
<td>–</td>
</tr>
<tr>
<td>PANSS, general</td>
<td>46</td>
<td>42.2 (9.4)</td>
<td>–</td>
</tr>
<tr>
<td>PANSS, total</td>
<td>46</td>
<td>83.5 (17.2)</td>
<td>–</td>
</tr>
<tr>
<td>Amisulpride, mg/day</td>
<td>32</td>
<td>248.4 (140.6)</td>
<td>–</td>
</tr>
<tr>
<td>Remission (yes/no)g</td>
<td>34</td>
<td>11/23</td>
<td>–</td>
</tr>
</tbody>
</table>

SES, parental socioeconomic status; DUI, duration of untreated illness; CGI, Clinical Global Impression Scale; GAF, Global Assessment of Functioning; PANSS, Positive And Negative Syndrome Scale.
ªMann–Whitney U test.
bχ².
cDanish Adult Reading Test (DART) (Nelson and O’Connell, 1979).
dTwo-sample t test with pooled variance estimates.
a Combined score based on four subtests from WAIS III: Wechsler Adult Intelligence Scale (Wechsler Adult Intelligence Scale® Third Edition n.d.), presented as z-scores standardized from the mean and standard deviation of the healthy control sample.
fFisher’s exact test.
gSymptom remission after 6 weeks according to Andreasen criteria (Andreasen et al., 2005).

Strategy for analyses
To acquire unimodal estimates for the ability to separate patients from healthy controls (i.e. the ’diagnostic accuracy’), data from each of the four modalities (cognition, electrophysiology, sMRI, and DTI) were analyzed using each of the nine configurations of machine learning algorithms yielding nine estimates per modality (Fig. 2). In order to compare the contribution of
Fig. 1. Diagram of the multivariate analysis pipeline. Forty-six patients and 58 healthy controls were included in the baseline analyses. 'Data' refer to input variables from cognition, electrophysiology, structural magnetic resonance imaging, and diffusion tensor imaging. For each of the 100 splits, 2/3 of subjects were used for training and 1/3 of subjects were used for testing. Subjects with missing data were not used in test sets. Training data were scaled (zero mean, unit variance), and the test sets were scaled using these parameters. Missing data were imputed using K-nearest neighbor imputation with $K=3$ (Bak and Hansen, 2016), and only subjects with complete data were included in the test sets. Finally, nine different configurations of machine learning algorithms were applied to predict diagnosis. CV = cross-validation. See text for details.

Fig. 2. Unimodal diagnostic accuracies for cognition (Cog), electrophysiology (EEG), structural magnetic resonance imaging (sMRI), and diffusion tensor imaging (DTI) for each of the nine different configurations of machine learning algorithms. X-axes show the accuracies (acc), and y-axes show the sum of correct classifications for each of the 100 random subsamples (see Fig. 1). Dotted vertical black line indicates chance accuracy (56%). With cognitive data, all nine configurations of algorithms significantly classified 'patient v. control' ($p$ values = 0.001–0.009). No algorithms using EEG, sMRI, and DTI-data resulted in accuracies exceeding chance. The nine different configuration of machine learning algorithms: nB, naïve Bayes; LR, logistic regression without regularization; LR_r, logistic regression with regularization; SVM_l, support vector machine with linear kernel; SVM_h, SVM with heuristic parameters; SVM_o, SVM optimized through cross-validation; DT, decision tree; RF, random forest; AS, auto-sklearn. See text for details.
individual variables to these unimodal multivariate estimates, we performed univariate t tests between patients and healthy controls (Fig. 3). In order to estimate the multimodal diagnostic accuracy, any modality, which significantly discriminated between patients and healthy controls, was analyzed with all seven combinations in an early integration of the remaining modalities, where variables are concatenated to form larger combined modalities. Finally, we explored if any modality predicted PANSS symptom remission according to the Andreasen criteria (Andreasen et al., 2005). Analyses of symptom remission were performed for patients only, and for these analyses, a fifth ‘clinical modality’ was constructed. The clinical modality comprised basic demographic and clinical features, which may influence on illness prognosis: age, gender substance use, DUI, GAF (symptoms and function), and PANSS subscores (positive, negative, and general symptoms). To estimate prediction of symptom remission after 6 weeks of amisulpride treatment, data from each of the five modalities were analyzed using all nine configurations of algorithms via the same analysis pipeline as described above (Fig. 1).

Results

Demographics

Forty-six patients and 58 healthy controls were included in the current analyses. Groups were well matched on age, gender, but parental socioeconomic status was lower in patients compared with controls. Compared with controls, the patients had significantly fewer years of education, and significantly higher use of tobacco and recreational drugs, except for use of hallucinogens. Patients were treated with amisulpride in an average dose of 248.4 mg/day for 6 weeks. After 6 weeks of amisulpride treatment, 11 out of 34 (32%) patients fulfilled remission criteria (Andreasen et al., 2005) (Table 1).

Unimodal diagnostic accuracy

Since the two groups differed in size (46 patients and 58 healthy controls), the ‘chance accuracy’ was 56% \[ \left\{ \frac{58}{46 + 58} \times 100 \right\} \]. The diagnostic accuracy of cognition ranged between 60% and 69% for all nine configurations of algorithms. A permutation test using 1000 permutations showed that all configurations using cognitive data significantly differentiated between patients and controls (p values ranging from 0.001 to 0.009) (see online Supplementary Material, Table S1). The diagnostic accuracy for electrophysiology, sMRI, and DTI ranged between 49% and 56% and did not exceed chance accuracy (Fig. 2). The planned t tests showed that 11/25 of the cognitive variables survived Bonferroni correction (0.05/25 = 0.002) (Fig. 3). The variables covered domains of IQ, working memory, motor function, verbal fluency, processing speed, executive functions, spatial working memory, and sustained attention (see online Supplementary Material, Table S2 for specification of variables). None of the multimodal analyses with cognition plus any combination of one or more of the remaining modalities (electrophysiology, sMRI, and DTI) revealed significantly higher accuracies than cognition alone (accuracies ranging between 51% and 68%) (see online Supplementary Material, Table S1).

Multimodal diagnostic accuracy

None of the multimodal analyses with cognition plus any combination of one or more of the remaining modalities (electrophysiology, sMRI, and DTI) revealed significantly higher accuracies than cognition alone (accuracies ranging between 51% and 68%) (see online Supplementary Material, Table S1).

Prognostic ability

Using symptomatic remission \( (N = 11) \) vs. non-remission \( (N = 23) \) as a dichotomous outcome measure equals a ‘chance accuracy’ of 68% \( \left\{ \frac{23}{11 + 23} \times 100 \right\} \). None of the modalities predicted symptom remission after 6 weeks above chance level: cognition, electrophysiology, sMRI, and DTI predicted symptom remission at accuracies ranging between 48% and 67%. The fifth ‘clinical variable’ predicted symptom remission with accuracies ranging between 51% and 67% (see online Supplementary Material, Table S3).

Discussion

To our knowledge, this is the first study to investigate the diagnostic accuracy of machine learning algorithms using multimodal...
data in antipsychotic-naïve, first-episode schizophrenia patients. Contrary to our expectations, we found that only cognitive data, but no other modality, significantly discriminated patients from healthy controls. Moreover, we did not find enhanced accuracies by combining cognition with other modalities, and finally, none of the modalities predicted symptom remission.

Based on cognitive data, all nine configurations of machine learning algorithms could separate patients from healthy controls with a statistically significant accuracy. Supervised machine learning algorithms model the interdependent pattern of variables, which best separate the data with respect to the outcome (e.g., ‘schizophrenia’ or ‘healthy’). Our t tests indicated that patients differed from controls on a broad spectrum of cognitive domains, and the feature selection lines shown in Fig. 3 indicate that variables with lower p values were included more frequently in the machine learning models. Hence, at initial diagnosis of schizophrenia, cognitive deficits appear markedly more pronounced than electrophysiological and neuroanatomical aberrations. Interestingly, two previous multimodal studies in medicated patients also indicated that cognitive parameters yielded higher classification accuracies than sMRI (Karageorgiou et al., 2011), and genotype, DTI, and fMRI (Pettersson-Yeo et al., 2013). Cognitive deficits are not a part of the diagnostic criteria for schizophrenia, although this has been discussed in the field before the implementation of DSM-5 (Kahn and Keefe, 2013). Our findings support resuming these discussions and examining the evidence for including objective cognitive assessment into future diagnostic systems.

The accuracies regarding neuroanatomical and electrophysiological markers reported in this study are remarkably lower than the accuracies reported in several previous studies. A recent meta-analysis of 20 sMRI studies concluded that application of multivariate algorithms could discriminate schizophrenia patients from healthy controls with a sensitivity of 76% and a specificity of 79% (Kambetz et al., 2015). Higher age and more psychotic symptoms, which in turn may be associated with illness duration and illness severity, more antipsychotic exposure, and more substance abuse, were identified as significant moderators. Moreover, resting-state fMRI data were superior to sMRI in discriminating schizophrenia patients from controls. In the current study, patients were all antipsychotic-naïve, relatively young (mean age of 25.0 years), and displayed moderate psychotic symptoms (PANSS-positive symptoms of 20.1) (Table 1). Furthermore, resting-state fMRI was not included. A previous study using electrophysiological data from 16 schizophrenia patients and 31 healthy controls resulted in a correct classification rate of around 93%. Notably, different EEG measures were used than in the current study, and a mean age of 36 years suggests that the patients were chronically ill and medicated (Santos-Mayo et al., 2017). Collectively, the limited clinical confounders in the current study may have contributed to the low diagnostic accuracies of sMRI and DTI, and electrophysiology.

Moreover, methodological differences may contribute to explain the current findings. To optimize the external validity, we applied a rigorous approach in our analysis pipeline. Specifically, we used all available variables, i.e. no feature selection was done prior to entering data into the analysis pipeline. Generally, the studies, which have reported very high accuracies, have first applied a statistical test to pre-select variables, which discriminate between groups on the outcome measure for the specific dataset (e.g. Chu et al., 2016; Santos-Mayo et al., 2017). A recent SVM study using sMRI cortical thickness and surface data from 163 first-episode, antipsychotic-naïve patients (mean age 23.5 years) and matched controls (mean age 23.6 years) revealed a diagnostic accuracy of 81.8% and 85.0%, respectively, for thickness and surface. In that study, the SVM input comprised variables, which separated patients from controls on a t test adjusted for multiple comparisons (Xiao et al., 2017). Conversely, a recent machine learning study on voxel-based MRI data from 229 schizophrenia patients and 220 healthy controls from three independent datasets used no prior feature selection and reported low accuracies ranging between 55% and 73.5% (Winterburn et al., 2017). Thus, pre-analysis feature selection may provide higher accuracies at the expense of generalizability of the results and should therefore be discouraged in studies aiming at clinical translation.

Contrary to our expectations, we did not find added diagnostic accuracy when combining cognition with other modalities. Moreover, neither cognition nor our constructed ‘clinical variable’ predicted symptom remission after 6 weeks according to criteria which were validated after 6 months of treatment (Andreasen et al., 2005). Since the between-subject variability in our data is large, but the group differences between antipsychotic-naïve patients and healthy controls regarding electrophysiology and neuroanatomy are subtle, our results encourage application of multimodal, multivariate analyses in order to disentangle neurobiological distinct subgroups within cohorts of schizophrenia patients. Specifically, multimodal, multivariate analyses may identify clinically meaningful subgroups of schizophrenia patients, e.g. with regard to clinical trajectories (Bak et al., 2017). Finally, and in line with the RDoC initiative, it is conceivable that indices of clinical trajectories may expand beyond psychopathology also to encompass more objective, biologically valid assessments.

Some strengths and limitations should be considered. At inclusion, the patients were antipsychotic-naïve and as intervention we used a relatively selective dopamine D2 receptor antagonist. Therefore, our diagnostic accuracies reflect minimally confounded estimates of neurobiological disturbances at the earliest stage of schizophrenia. First-episode, antipsychotic-naïve patients are challenging to recruit, and since we required close to complete datasets from all participants on four modalities, the number of included patients may have been too small for optimal modeling of electrophysiology, sMRI, and DTI data. The four modalities used in this study were a priori selected because our own electrophysiological (Düring et al., 2014, 2015) and DTI data (Ebdrup et al., 2016) as well as abundant independent data have rather consistently shown group differences between schizophrenia patients and controls. Moreover, data on these four modalities can be obtained by means of relatively standardized procedures, which enhances the generalizability our study. As we have also previously published group differences on this cohort in reward processing (Nielsen et al., 2012a, 2012b), resting-state activity (Anhøj et al., 2018), and striatal dopamine D2 receptor-binding potentials (Wulff et al., 2015), inclusion of functional MRI or neurochemical data may have given more positive results. In the current study, we aimed at balancing measures with high clinical generalizability on the largest possible dataset. Because of the absence of standardized pipelines for more dynamic and task-dependent measures, and because inclusion of additional modalities would have reduced the number of participant with full datasets, we a priori decided not to include fMRI and neurochemical data in the current analyses. Nevertheless, across all four modalities, our nine different configurations of machine learning algorithms appeared to detect similar signals as the
conventional t tests (Fig. 3b). This overlap in signal provides indirect validation of the applied methods and implies that multivariate algorithms are not a ‘black box’ (Castelvecchi, 2016). As recommended in a recent meta-analysis of machine learning classifications studies, we corrected for age and demographical group differences (Neuhaus and Popescu, 2018). Nevertheless, our modest sample size requires replication in an independent sample, which was currently not available. Regarding prediction of outcome, we only evaluated symptom remission with respect to criteria, which were validated after 6 months of treatment (Andreasen et al., 2005). Because our analyses of symptom remission were based on only 34 patients (11 patients were in remission), these results should also be interpreted cautiously since we cannot exclude a Type 2 error.

The inclusion of all available data resulted in an unintended group difference in parental socioeconomic status (Table 1). There were no group differences in premorbid IQ (i.e. DART), but significant group differences on estimated total IQ, with effect sizes similar to previous findings in first-episode samples (Mesholam-Gately et al., 2009), but still, these sociodemographic differences cannot explain the marked group differences in cognitive performance we see between groups. We allowed benzodiazepines on an ‘as needed’ basis until 12 h prior to examination days to reduce anxiety and secure sleep. Therefore, we cannot exclude an effect of benzodiazepines on our results; however, since sleep restriction also negatively affects cognition (Lowe et al., 2017), we judge the potential bias of benzodiazepines minimal. Our comprehensive approach where we included all available variables may have compromised the signal-to-noise ratio. A priori selection of predefined candidate variables, i.e. to make use of ‘domain knowledge’, could potentially have enhanced our signal-to-noise ratio, and in turn our accuracies, without compromising the external validity. Moreover, for neuroanatomical analyses, we included regions of interest. Although a voxel-based approach may be more sensitive to global brain structural aberrations, this was not the case in the recent large machine learning study on voxel-based MRI data mentioned above (Winterburn et al., 2017).

Visual inspection of the t tests presented in Fig. 3a show that the magnitude of cognitive group differences is marked and extensive (22/25 variables had p values <0.05), whereas only few variables from electrophysiology, sMRI, and DTI had p values <0.05. A more liberal correction for multiple comparisons than the applied Bonferroni correction, e.g. the false discovery rate ad modum Benjamini–Hochberg (Benjamini and Hochberg, 1995) would not have changed our overall conclusion that cognitive deficits, compared with electrophysiological and regional brain measures, are core features of schizophrenia at first clinical presentation (Kahn and Keefe, 2013). Since we only investigated one diagnostic category (i.e. schizophrenia), we cannot infer to what extent the discriminative diagnostic patterns of cognitive disturbances are specific to schizophrenia per se (Bora and Pantelis, 2016).

In conclusion, this multivariate and multimodal proof-of-concept study on antipsychotic-naïve patients showed that cognition, but not electrophysiological and neuroanatomical data, significantly discriminated schizophrenia patients from healthy controls. Overall, these findings add to the increasing call for cognition to be included in the definition of schizophrenia. To bring about the full potential of machine learning algorithms in first-episode, antipsychotic-naïve schizophrenia patients, careful a priori variable selection based on independent data as well as inclusion of other modalities may be required. Machine learning studies aiming at identification of clinically meaningful subgroups of schizophrenia patients are encouraged.
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