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Summary

Extracting structured information from unstructured human communication is an ubiquitous task. There is a constant need for this task since computers do not understand our unstructured human communication, and we like to use computers to effectively organize our data. The study of performing this task automatically is known as Information Extraction (IE).

Current approaches to IE can largely be divided into two groups. 1) Rule based systems, which work by extracting information according to a set of pre-defined rules. These systems are flexible, and easy to understand but heuristic in nature. In addition the rules must be manually created and maintained. 2) Token classification systems, that works by classifying tokens, usually words, using machine learning. These are elegant and often superior to rule based systems, but require data labeled at the token level. This data is rarely available for IE tasks and must be explicitly created at great cost.

Inspired by the breakthroughs that end-to-end deep learning has had in several other fields, this thesis investigates end-to-end deep learning for information extraction. End-to-end deep learning works by learning deep neural networks that map directly from the input to the output data naturally consumed and produced in IE tasks. Since it learns from the data that is naturally available, for example as the result of a regular business process, it has the potential to be a widely applicable approach to IE.

The research papers presented in this thesis explore several aspects of end-to-end deep learning for IE. The main contributions are: 1) A novel architecture for end-to-end deep learning for IE, which achieve state-of-the-art results on a large realistic dataset of invoices. 2) A novel end-to-end deep learning method for structured prediction and relational reasoning. 3) A natural and efficient input representation of documents with combined text and image modalities.
Ekstraktion af struktureret information fra ustruktureret menneskelig kommunikation er en alledagsnærværende opgave. Der er et konstant behov for denne opgave eftersom computere ikke forstår vores ustrukturerede menneskelige kommunikation og vi samtidigt yder at bruge computere til at organisere vores data. Studiet af hvordan denne opgave kan udføres automatisk er kendt som Informations Ekstraktion (IE).

Nuævrende tilgange til IE kan stort set deles op i to grupper. 1) Regelbaserede systemer, der virker ved at udtrække informationen i henhold til et sæt af foruddefinerede regler. Sådanne systemer er fleksible og nemme at forstå, men er heuristiske. Hvad mere er; reglerne skal laves og vedligeholdes manuelt. 2) Klassifikationsbaserede systemer der virker ved at klassificere elementer, typisk ord, ved brug af machine learning. Disse systemer er elegante og ofte bedre end regelbaserede systemer, men kræver data der er anotteret på element niveau. Denne slags data er sjældent tilgængelig for IE opgaver og skal derfor laves eksplikcit, til stor omkostning.

Inspireret af gennembruddene som ende-til-ende dyb læring har haft i adskillige andre felter, undersøger denne afhandling ende-til-ende dyb læring for informations ekstraktion. Ende-til-ende dyb læring virker ved at lære dybe neurale netværk som direkte beregner resultatet fra input af det data som naturligt er konsumeret og produceret i IE opgaver. Siden denne fremgangsmåde lærer direkte fra det data som naturligt er forekommende, f.eks. som resultatet af en normal forretningsprocess, har den potentielle til at være en bredt brugbar fremgangsmåde til IE.

Forskningsartiklerne som er præsenteret i denne afhandling undersøger flere aspekter omkring ende-til-ende dyb læring. Hovedbidragene er: 1) En ny arkitektur til ende-til-ende dyb læring for IE, som opnår gode resultater på et stort realistisk dataset bestående af faktura. 2) En ny ende-til-ende dyb læring metode til struktureret prediktion og relationel ræsonering. 3) En naturlig og effektiv input repræsentation af dokumenter med kombineret tekst og billede modaliteter.
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CHAPTER 1

Introduction

1.1 The problem

This is an industrial Ph.D. project, focused on solving a single real-world problem. While this problem is an instance of a more general problem, and the research is relevant in this more general setting, it’s instructive to explain the specific problem in some detail at this point. Many of the directions taken in the presented research stems from the specific constraints and challenges of this problem, and is easier to understand with a firm understanding of the specific problem.

An invoice is a document sent by a supplier to a buyer, listing the products or services bought, the debt owed, and when and how to pay said debt. Large companies can receive tens of thousands of invoices yearly. To efficiently manage such volumes they use software systems. The software systems can record when the invoices were received, manage payment, detect duplicate invoices, flag suspicious invoices, match invoices to orders, etc. All in all, greatly helping the company managing their purchases. Before any of these benefits can be enjoyed however, the information in the invoices must be extracted and entered into the software system. This is typically done by humans. However, this is a tedious and costly task, so an automated solution would be of great benefit.

The problem then is simple to describe: Turn the document image in figure 1.1 into the structured output in figure 1.2. That is, automatically extract a predefined set of important fields from an invoice. This automatic extraction forms the core of a Tradeshift product that help companies turn paper and PDF invoices into their structured, digital counterparts. You might argue that a PDF invoice is already a digital document. That is true. It is not, however, a structured document. There’s no schema, detailing where each field must be, which format they must follow, etc. To a computer it’s just a bunch of unstructured text and images. Contrast this with the structured version in figure 1.2. It follows a strict machine-readable schema and can be further processed in software system e.g. accounting and payment software as described above.
<table>
<thead>
<tr>
<th>Vare nr</th>
<th>Varetekst</th>
<th>Antal</th>
<th>Vare a</th>
<th>Pant a</th>
<th>Beløb</th>
</tr>
</thead>
<tbody>
<tr>
<td>8407</td>
<td>Leje Anlæg Tuborg Rå S</td>
<td>1,00</td>
<td>300,00</td>
<td>0,00</td>
<td>300,00</td>
</tr>
<tr>
<td>8904</td>
<td>Leje Kulysyre 1-4</td>
<td>1,00</td>
<td>0,00</td>
<td>0,00</td>
<td>0,00</td>
</tr>
<tr>
<td>8405</td>
<td>Fus Øko Tuborg Rå 25S</td>
<td>2,00</td>
<td>612,00</td>
<td>160,00</td>
<td>1.544,00</td>
</tr>
<tr>
<td>7774</td>
<td>Fadels-krus 70x40cl</td>
<td>1,00</td>
<td>76,00</td>
<td>0,00</td>
<td>76,00</td>
</tr>
<tr>
<td>621</td>
<td>Kørrel lev+afh</td>
<td>1,00</td>
<td>400,00</td>
<td>0,00</td>
<td>400,00</td>
</tr>
<tr>
<td>875</td>
<td>Tom fus</td>
<td>-2,00</td>
<td>0,00</td>
<td>160,00</td>
<td>-320,00</td>
</tr>
</tbody>
</table>

Sum af varer og pant 2.000,00
moms 25% 500,00
Fakturatotal til betaling DKK 2.500,00

Betaling inden 06maj16 til Bank : 4440 3557061940
Rykkergebyr kr. 100,- + rente

Figure 1.1: An example invoice document image input.
The problem

```json
{
    "number": "722191",
    "date": "2016-05-02",
    "order id": None,
    "buyer": "Rasmus Berg Palm",
    "supplier": "Peter Skafte ApS",
    "currency": "DKK",
    "sub total": 2000.00,
    "tax total": 500.00,
    "total": 2500.00,
    "tax percent": 25.00,
    ... # additional fields
    "lines": [
        {
            "id": "8407",
            "description": "Leje Anlæg Tuborg Rå S",
            "amount": 1.00,
            "price": 300.00,
            "total": 300.00
        },
        ... # the rest of the lines
    ]
}
```

Figure 1.2: The target structured output of the invoice in figure 1.1 as a python dictionary. Note many of the values does not appear verbatim in the inputs, e.g. the date, amounts, etc.

The dataset available comes from production usage of the above mentioned Tradeshift product. It consists of approximately 1.2 million pairs of PDF invoices, and their structured outputs, as seen in figure 1.1 and 1.2 respectively. The data has a single defining characteristic: The structured output data only denotes what the field values are, not where they are in the PDF document. If the data denoted where in the document the field values were, the problem would be a lot simpler. However, that is not the case, and this presents a challenge, which will shape much of the research. The reason the structured data only contain the value of each field, is because the users can freely type in the values for each field when using the product. The product could require the users to specify where in the document a field value was, but this would place an additional labeling burden on the user, hindering them instead of helping them.
1.2 Deep Learning

The methods employed in this thesis all fall under the deep learning paradigm. As such I’ll give a very brief and incomplete introduction here. For an excellent exposition see Goodfellow et al. [2016].

Conceptually deep learning is the belief that in order to solve complex data problems, the best approach is to use powerful deep machine learning models, trained on lots of data, which is represented as raw as possible [LeCun et al., 2015]. Contrast this with the alternative approach: designing complex features and using shallow classifiers. Deep and shallow refers to the number of learned functions that separate the input from the output. The problem with the latter approach is that it’s hard for humans to design features that are descriptive and robust for certain problems, e.g. image recognition, speech recognition, etc. The deep learning approach instead learns to represent the inputs as a composition of multiple levels of intermediate representations. This is known as representation learning and is a key concept in deep learning [Goodfellow et al., 2016].

Conceptually deep learning is not tied to any specific machine learning model or learning algorithm. In practice however, it is deeply tied to neural networks and stochastic gradient descent. Neural Networks are a class of parameterized functions, and stochastic gradient descent is an optimization algorithm.

1.2.1 Optimization

Optimization is at the heart of deep learning, and machine learning in general. Assume you have a dataset of \( N \) input output pairs \( \mathbf{x} = [x_1, ..., x_N] \) and \( \mathbf{y} = [y_1, ..., y_N] \). In supervised learning the objective is to find a model, parameterized by \( \theta \), that maximize the probability of the outputs given the inputs, s.t.

\[
\hat{\theta} = \max_{\theta} p(\mathbf{y}|\mathbf{x}; \theta) .
\] (1.1)

If the data pairs can be assumed to be independent and identically distributed then \( p(\mathbf{y}|\mathbf{x}; \theta) = \prod_{i=1}^{N} p(y_i|x_i; \theta) \), s.t.

\[
\hat{\theta} = \max_{\theta} \prod_{i=1}^{N} p(y_i|x_i; \theta) .
\] (1.2)

For numerical stability it’s often convenient to minimize the negative log-probability instead of maximizing the probability directly,

\[
\hat{\theta} = \min_{\theta} \sum_{i=1}^{N} - \log(p(y_i|x_i; \theta)) .
\] (1.3)
The function that is being minimized is also denoted the loss function, \( \mathcal{L}(\theta; x, y) \), since, loosely, it is a measure of how poorly the model models the data. In the above example \( \mathcal{L}(\theta; x, y) = \sum_{i=1}^{N} -\log(p(y_i|x_i; \theta)) \).

One particular optimization algorithm, that is used extensively to optimize neural networks is stochastic gradient descent. Gradient descent works by iteratively computing the gradient of the loss function with respect to the parameters \( \theta \), and taking steps in the direction of the negative gradient until convergence or some other stopping criterion.

\[
\Delta \theta_t = \frac{\delta \mathcal{L}(\theta_t; x, y)}{\delta \theta_t}, \tag{1.4}
\]

\[
\theta_{t+1} = \theta_t - \alpha \Delta \theta_t, \tag{1.5}
\]

where \( \alpha \) is a small scalar hyper-parameter, the step size, or learning rate. The partial derivatives of the parameters \( \theta \) can be efficiently computed in neural networks using the back-propagation algorithm [Rumelhart et al., 1986]. If the dataset is large computing the loss function for the entire dataset can be prohibitively expensive. Stochastic gradient descent instead use a random sample of the dataset to approximate the loss function at every iteration. Under some mild constraints gradient descent converge to a local minima. If the loss function is convex this is also the global minima. However, deep learning often use highly non-convex functions, so there’s no guarantees that gradient descent converges to the global minima. In practice it works well though. Why is an open research question [Dauphin et al., 2014, Dinh et al., 2017, Kawaguchi and Bengio, 2018].

### 1.2.2 Neural Networks

The basic unit of a neural network is the artificial neuron, a mathematical abstraction of the functioning of the biological neuron. The output of a single artificial neuron \( a \in \mathbb{R} \) is

\[
a = u \left( b + \sum_{i=1}^{I} w_i z_i \right), \tag{1.6}
\]

where \( z \in \mathbb{R}^I \) are the \( I \) inputs, \( w \in \mathbb{R}^I \) are \( I \) weights, \( b \in \mathbb{R} \) is the bias and \( u : \mathbb{R} \to \mathbb{R} \) is a non-linear function, typically the rectified linear unit \( u(x) = \max(x, 0) \) [Nair and Hinton, 2010]. The entire neuron is a function \( g_{\theta_g} : \mathbb{R}^I \to \mathbb{R} \) parameterized by \( \theta_g = \{ b, w \} \) the scalar bias and weight vector.

A collection of \( J \) artificial neurons operating on the same input is known as a layer.

\[
a_j = u \left( b_j + \sum_{i=1}^{I} W_{ij} z_i \right), \tag{1.7}
\]
where $\mathbf{a} \in \mathbb{R}^J$, $j \in [1,J]$ indexes the neuron in the layer and $u$ is applied elementwise. The entire layer is a function $h_{\theta_h} : \mathbb{R}^I \rightarrow \mathbb{R}^J$ parameterized by $\theta_h = \{ \mathbf{b} \in \mathbb{R}^J, \mathbf{W} \in \mathbb{R}^{I \times J} \}$ the bias vector and weight matrix.

Finally a neural network is a Directed Acyclic Graph (DAG) of layers. Let the neural network consist of $L$ layers. let $J^{(l)} \in \mathbb{N}$ denote the number of neurons in layer $l$ and let $\mathbf{a}^{(l)}_j \in \mathbb{R}$ denote the output of neuron $j$ of layer $l$. The input vector to layer $l$, $\mathbf{z}^{(l)}$, is the concatenation of the output of the parent layers. As such the number of inputs to layer $l$, $I^{(l)} \in \mathbb{N}$, is the sum of the number of outputs of the parent layers: $I^{(l)} = \sum_{p \in P(l)} J^{(p)}$, where $P(l)$ is the set of indexes of parent layers for layer $l$.

$$
\mathbf{a}^{(l)}_j = u^{(l)} \left( \mathbf{b}^{(l)}_j + \sum_{i=1}^{I^{(l)}} \mathbf{W}^{(l)}_{ij} \mathbf{z}^{(l)}_i \right),
$$

where $u^{(l)} : \mathbb{R} \rightarrow \mathbb{R}$ is the non-linear function for layer $l$, $\mathbf{b}^{(l)}_j \in \mathbb{R}$ is the bias of node $j$ in layer $l$, $\mathbf{W}^{(l)}_{ij}$ is the weight from input $i$ to neuron $j$ in layer $l$ and $\mathbf{z}^{(l)}_i$ is the $i$’th element of the input vector $\mathbf{z}^{(l)}$ for layer $l$. The layers which does not have any parents, are the inputs to the neural network, typically denoted $\mathbf{x}$. The layers with no children are the outputs of the neural network, typically denoted $\mathbf{y}$. A neural network can also be described more generally without introducing layers, as a DAG of artificial neurons, but layers are a common abstraction. The entire neural network
is a function $f_{\theta_f} : \mathbb{R}^X \rightarrow \mathbb{R}^Y$ parameterized by $\theta_f = \{(b^{(1)}, W^{(1)}), ..., (b^{(L)}, W^{(L)})\}$ the parameters of the $L$ layers, where $X$ and $Y$ are the dimensionality of the inputs and outputs respectively.

The description above introduces the vocabulary of neural networks and covers the typical architectures, but does not cover every neural network proposed. In the most general sense a neural network is just a parameterized function, that typically use artificial neurons. Two architectures deserve special mention: 1) the recurrent neural network and 2) the convolutional neural network.

**Recurrent Neural Networks** (RNNs) takes a sequence of vectors $[x_1, ..., x_T]$ as input, and computes a sequence of hidden state vectors $[h_1, ..., h_T]$ [Williams and Zipser, 1989]. The hidden states are defined recurrently:

$$h_t = f(x_t, h_{t-1}),$$

where the function $f$ determines how the recurrent neural network updates its internal state and $h_0$ is predefined, typically either a vector of zeros, or a vector of learned parameters. See figure 1.4 for a graphical representation. The standard RNN defines $h_t = \tanh(b + W_x x_t + W_h h_{t-1})$, where $b$, $W_x$ and $W_h$ is a bias vector, and two weight matrices respectively. The Long Short Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997] and the Gated Recurrent Unit (GRU) [Chung et al., 2014] variants of $f$ both help with long term memory of sequences and are popular choices. RNNs are powerful sequence models and have improved state-of-the-art in language modelling [Zaremba et al., 2014], machine translation [Wu et al., 2016], image captioning [Karpathy and Fei-Fei, 2015], speech recognition [Graves et al., 2013] and several other [Schmidhuber, 2015].
Convolutional Neural Networks (CNNs) were proposed for image recognition tasks [LeCun et al., 1989]. The key insight is that local features in images are translation invariant; a cat is still a cat, regardless of where it is in the image. Convolutional neural networks use artificial neurons, named “kernels”, with small spatially local receptive fields, e.g. $5 \times 5 \times P$ pixels, where $P$ is the number of channels in the input image, e.g. 3 for a RGB image. The output of kernel $j$ in layer $l$, at position $(x, y)$ is

$$a_j^{(l)}(x, y) = u \left( b_j^{(l)} + \sum_{p=1}^{P} \sum_{\Delta x = -\Delta x}^{\Delta x} \sum_{\Delta y = -\Delta y}^{\Delta y} W_{p, \Delta x+\delta x, \Delta y+\delta y} a_{p}^{(l-1)}(x+\delta x, y+\delta y) \right),$$

(1.10)

where $u : \mathbb{R} \rightarrow \mathbb{R}$ is a non-linear function, $b_j^{(l)} \in \mathbb{R}$ is a bias term, $P$ is the number of kernels in the previous layer, $(2\Delta x + 1)$ and $(2\Delta y + 1)$ are the input field size in the horizontal and vertical dimensions respectively, and $W \in \mathbb{R}^{P \times (2\Delta x+1) \times (2\Delta y+1)}$ is the kernel weight tensor. Since the kernels are applied over the entire image, the number of parameters in a CNN is determined by the size and number of kernels, not the spatial size of the input. Compared to a fully connected neural network it “shares” parameters across spatial positions. The use of deep CNNs have lead to breakthroughs in object detection [Krizhevsky et al., 2012], face recognition [Taigman et al., 2014], image segmentation [Ronneberger et al., 2015], and “ConvNets are now the dominant approach for almost all [Computer Vision] recognition and detection tasks” [LeCun et al., 2015].

1.3 Information Extraction

The problem described is an instance of an Information Extraction (IE) task. Here I’ll briefly give an overview of the field of information extraction and the approaches taken. The field of information extraction broadly studies extracting structured data from unstructured documents [Sarawagi et al., 2008]. Extracting such structured, machine-readable, information from unstructured human communication, is a task as mundane as it is ubiquitous. The constant demand for these tasks rests on three axioms. 1) People communicate using unstructured human language and artifacts (documents, emails, etc.), 2) people use computer systems for aggregating and managing information and 3) computers don’t understand unstructured human communication. Imagine arranging a meeting with a co-worker. You send an email to your co-worker with the proposed date, room and time, and if she accepts, you create an event in your online calendar. Mapping back to the axioms, you: 1) communicated in human language 2) extracted the relevant information and typed it into a computer system and 3) your email client can’t create the event for you, despite having all the information.

The grand prize would of course be that computers really understood unstructured
human language. However, it’s likely that this essentially requires strong Artificial Intelligence (AI); an AI fully on-par with human intelligence in all aspects [Yampolsky, 2013]. If we had such a system we could simply instruct it to extract the relevant information as we’d instruct a human and there would be no need for information extraction systems, or for a lot of other specialized machine learning systems for that matter. This has remained an elusive prize for decades however [Turing, 1950]. In the meantime IE takes the more pragmatic approach of automating small well defined information extraction tasks.

There’s a variety of tasks considered in IE. The canonical task is template filling or event extraction; given a document extract information to fill a template. For instance an IE system could be built to extract information about terrorist attacks in newspaper articles. This was the main task type in the seminal Message Understanding Conference (MUC) series [Sundheim, 1991]. Such an IE system takes as input a newspaper article describing a terrorist attack and output a structured template of the terrorist attack detailing, e.g. the perpetrators, the victims, the date, etc. The problem considered in this thesis is an instance of this task. The latter MUCs introduced Named Entity Recognition (NER) and coreference resolution sub-tasks as well [Grishman and Sundheim, 1996]. Named Entity Recognition is the task of identifying proper nouns, e.g. named persons, organizations, places, etc. Coreference resolution is the task of finding expressions that refer to the same entity, e.g. resolving pronouns to their nouns, etc. The Automatic Content Extraction (ACE) research program replaced the MUC series and introduced the relation extraction task, which aims to extract generic relations, e.g. social relations (spouse, sibling, etc.), role relations (manager, staff, etc.), etc., from a corpus of documents [Doddington et al., 2004]. Finally the Text Analysis Conference (TAC) series succeeded the ACE program, and have focused on Knowledge Base Population (KBP), which aims to fill a knowledge base with facts from a corpus of documents. NER, coreference resolution and relation extraction can be seen as sub-tasks of KBP.

IE is closely related to the field of Natural Language Processing (NLP). NLP is "... the subfield of computer science concerned with using computational techniques to learn, understand, and produce human language content" [Hirschberg and Manning, 2015]. Since most IE is done on natural language text, IE often make use of methods originally developed for NLP.

Approaches to IE fall into two broad categories: 1) patterns and rules and 2) token classification.

### 1.3.1 Patterns and rules

There’s typically some obvious patterns in the unstructured data and an intuitive approach is to try to use those patterns to extract the information. For instance,
if we wish to extract a date, we could look for strings that parse as dates, e.g. "2018-02-23". Such dates could be captured with the following regular expression [Thompson, 1968] /\d{4}-\d{2}-\d{2}/, which will match strings of: four digits, dash, 2 digits, dash and 2 digits. This will match all ISO 8601 formatted date strings, but it’ll also match "9852-89-97" and it won’t match "23rd Feb, 2018". We could extend this simple pattern, and create more patterns to try to cover all the various ways of writing dates, all the typical prefixes, e.g. "at", "on", "since", "after", etc. and all other relevant patterns we can think of. This would give us a set of patterns. Given a new document we would evaluate all our patterns on the document, which would give us a set of strings that matched one or more of the patterns. To decide which of these strings, if any, was the date, we would define a rule, e.g. "The date is the string matching most patterns and at least 5.". This date example is overly simple compared to actual research in this area. That is not to trivialize this area of research, but rather to let the reader appreciate the basic elements with a simple example.

Pattern and rule based IE has a rich history and is still being actively researched. Indeed a recent survey found that “...rule-based IE dominates the commercial world...” Chiticariu et al. [2013]. Here I’ll only very briefly and non-exhaustively cover some of the more prominent ideas. Several systems make use of the syntactic structure of sentences, e.g. the terrorist target is the subject in sentences with the "bombed" past tense verb [Riloff et al., 1993, Huffman, 1995, Soderland et al., 1995]. Kim and Moldovan [1995], Soderland et al. [1995] also considers the semantics, e.g. only match targets that are buildings. To alleviate the need for manually writing these patterns and rules, several works propose automatically extracting instances of patterns given broad classes of patterns and a few labeled examples [Ciravegna, 2001, Califf and Mooney, 2003, Gupta and Manning, 2014a]. Since building a rule based IE system is often a highly iterative process of creating and adjusting rules, another vein of research focuses on improving interfaces for visualizing and debugging rules [Gupta and Manning, 2014b, Liakata et al., 2009]. See Muslea et al. [1999] and Patwardhan [2010] for surveys on rule based IE.

In general the main strength of rule based IE systems is that they are interpretable and easily modified [Chiticariu et al., 2013]. Errors can be traced back to rules and rules can be understood and modified by users. They are also often flexible, allowing users to quickly create rules and patterns for a new IE task based on predefined classes of patterns. The main drawback is the need to manually create and adjust the rules and that the systems are heuristic in nature, i.e. there’s no guarantee that the decisions are optimal in any sense [Chiticariu et al., 2013]. There’s also a risk that the rules become brittle, e.g. minor spelling errors or formatting changes can throw them off. Rule based IE works better the more homogeneous and structured the input is. For instance, rule based IE works very well for extracting information from well defined forms such as immigration forms, tax returns, etc.
For the specific task of extracting information from invoices, several systems have been proposed that are based on patterns and rules [Esser et al., 2012, Rusinol et al., 2013, Cesarini et al., 2003, Dengel and Klein, 2002, Schuster et al., 2013, Medvet et al., 2011]. These systems generally assume that invoices from the same supplier follow the same layout or template. In broad terms they work by letting the user define a set of rules for each supplier. These are either hand-written or induced from broad classes of patterns by labeled examples. These rules are typically based on keywords, absolute and relative positions and regular expressions. For instance, a rule might be that the first word to the right of the word "total" which can also be parsed as an amount is the total amount. Given a new invoice the systems first classify the supplier of the invoice, then apply the rules for that supplier. The rules suggest strings to be extracted which are then scored using heuristics, e.g. whether the totals found add up, etc.

### 1.3.2 Token classification

Token classification is the other major approach to information extraction. The idea is to classify which tokens, typically words, to extract using supervised machine learning. It requires that each token is labeled. The Air Travel Information Services (ATIS) dataset is a good example [Price, 1990]. It consists of 5871 transcribed airfare queries with each word in the query labeled with one of 127 labels using Beginning-Inside-Out (BIO) labels [Ramshaw and Marcus, 1995]. See table 1.1 for an example. The BIO labeling scheme enables the extraction of fields that span multiple word. The beginning prefix, "B-", denotes the beginning of a label, and subsequent inside prefixes, "I-", denotes a continuation of that label. The outside label "O" denotes that the word is none of the labels. Given the labeled sentence in table 1.1 a "chunking" algorithm would iterate over the words, joining contiguous label segments and output "cost_relative": "cheapest", "toloc.city_name": "new york city", etc.

<table>
<thead>
<tr>
<th>word</th>
<th>label</th>
</tr>
</thead>
<tbody>
<tr>
<td>cheapest</td>
<td>B-cost_relative</td>
</tr>
<tr>
<td>flight</td>
<td>O</td>
</tr>
<tr>
<td>to</td>
<td>O</td>
</tr>
<tr>
<td>new</td>
<td>B-toloc.city_name</td>
</tr>
<tr>
<td>york</td>
<td>I-toloc.city_name</td>
</tr>
<tr>
<td>city</td>
<td>I-toloc.city_name</td>
</tr>
<tr>
<td>from</td>
<td>O</td>
</tr>
<tr>
<td>la</td>
<td>B-fromloc.city_name</td>
</tr>
<tr>
<td>tomorrow</td>
<td>B-depart_date.today_relative</td>
</tr>
</tbody>
</table>

Table 1.1: ATIS dataset example.
Given such a dataset, supervised machine learning can be used to learn a classifier that classifies the labels for each word. Consider the case where you have $K$ words and label pairs $[(x_1, y_1), ..., (x_K, y_K)]$ for a single document. Let $x = [x_1, ..., x_K]$ denote all the feature vectors, and $y = [y_1, ..., y_K]$ all the labels. The feature representation, $x_i$, of a word is critical for the performance of any supervised learning classifier. Typical features include one-hot encoding the word or using a learned vector embedding [Mikolov et al., 2013], whether the word is present in lists of known keywords, e.g. cities, names, etc., syntactic information, e.g. part of speech tags and finally whether the word matches various regular expressions. Most rules from the rule and pattern based approach to information extraction can also be reformulated as binary features, whether the word would have been extracted by the rules.

The next step is to choose a classifier. An important distinction is how the classifier handle the context of each word. The simplest classifiers treat the labels as conditionally independent given the feature vectors, s.t. $p(y|x) = \prod_{i=1}^{K} p(y_i|x_i)$. Any standard supervised classifier can be used e.g. logistic regression, neural networks, decision trees, Support Vector Machines (SVMs) [Hearst et al., 1998], etc. In this case it’s important that the features capture enough context to classify the words. Alternatively a fixed size context window can be used s.t. $p(y|x) = \prod_{i=1}^{K} p(y_i|x_i-M, ..., x_i, ..., x_i+M)$, which would correspond to a window of size $2M+1$. For the indices where the window fall outside the sequence, i.e. $i < M + 1$ and $i > K - M$ padding with empty feature vectors are typically used. Convolutional Neural Networks naturally fall into this category. Also, all the same classifiers as before can be used since the $2M+1$ feature vectors can be seen as a single feature vector with $2M+1$ the amount of entries. The next step is the classifiers which map a variable number of feature vectors into a fixed size representation $h_i$ and then consider the labels conditionally independent given $h_i$, i.e. $p(y|x) = \prod_{i=1}^{K} p(y_i|h_i)$. Recurrent Neural Networks fall into this category, using a recurrent function definition $h_i = g(x_i, h_{i-1})$ which maps the feature vectors of the current and all previous words into a fixed size $h_i$. Given pre-computed $h_i$ any of the standard classifiers can also be used. The final set of classifiers also take the dependence between the labels into account. An example is linear chain Conditional Random Fields (CRFs) which models the pairwise dependence between labels s.t. $p(y|x) = \frac{1}{Z(x)} \exp \left( \sum_{i=1}^{K} \psi_u(y_i, x) + \sum_{i=1}^{K-1} \psi_p(y_i, y_{i+1}, x) \right)$, where $\psi_u$ and $\psi_p$ are functions that map to $\mathbb{R}$, and $Z(x)$ is the partition function.

The main advantages of the token classification approach are that 1) the supervised learning algorithm can find complex patterns in the features that a human might not be able to define and 2) the discovered patterns are learned from the training data, which means they are robust to common noise present in the training data, e.g. common misspellings, formatting differences, etc. Also, given relatively simple features a sufficiently powerful classifier can automatically discover patterns from complex combinations of the features. This shifts the burden of designing complex patterns and rules from the human to the learning algorithm. The main drawbacks are
1) the extensive labeling effort needed and 2) the learned classifier is often opaque, i.e. it’s hard to understand how it works, which can make it hard to improve [Chiticariu et al., 2013]. Due to the extensive labeling required for token classification, acquiring it is costly and time-consuming. As such, this approach is not feasible for many real life IE tasks.
CHAPTER 2

Research

2.1 Motivation

Deep Learning have lead to breakthroughs in several fields. Many of the key breakthroughs have come when researchers discovered efficient ways of learning to solve the complete problem end-to-end, instead of breaking it down and trying to solve sub-problems. Manually creating features for object classification gave way to learning object recognition end-to-end [Krizhevsky et al., 2012]. Machine translation started as translating words, then phrases, to finally being trained on whole sentences [Wu et al., 2016]. Text-to-speech went from concatenating small units of speech and using vocoders to directly outputting the raw waveform [Van Den Oord et al., 2016].

Inspired by such breakthroughs this thesis explores the use of end-to-end deep learning models for the problem of information extraction from invoices. How can the information extraction task be formulated and solved in an end-to-end manner? This end-to-end approach represents a third approach to information extraction, distinct from the rule based and token classification approaches discussed.

The research is inspired by the breakthroughs mentioned, but also by necessity; the available data from Tradeshift is simply of an end-to-end nature. I don’t believe this is a special case, rather I think it represents the vast majority of information extraction tasks currently performed by people. Simply by performing the tasks they are generating end-to-end data; unstructured data in, structured data out. The specifics of the generated data varies, but will have one thing in common: it is not created for machine learning purposes. Data that can be used for machine learning, e.g. token labels, can of course be explicitly created, but this will invariably incur extra costs. End-to-end information extraction concerns itself with learning from the available data directly. This make it applicable for tasks that would otherwise require either 1) a custom rule based system or 2) expensive labeling.

2.1.1 The general case for end-to-end

Breaking down large problems and solving the smaller sub-problems is a powerful strategy, and deeply ingrained in engineering and computer science. This is how we
build everything from houses to operating systems. So why doesn’t it work for object
detection, machine translation, speech synthesis, etc.? What’s the case for end-to-end
learning systems in general?

**False assumptions of independence**  Breaking a problem down often requires
assumptions of independence which can lead to irreducible errors. As an example
consider state-of-the-art machine translation systems which are trained on corpus of
aligned sentences [Wu et al., 2016]. This assume that sentences can be translated
independently of each other, which is not always the case. Take for instance the sen-
tences pairs “He liked fishing. Especially bass.” and “He liked playing instruments.
Especially bass.”. The latter sentences are the same, but should have different transla-
tions. If the model translates the sentences independently those type of errors cannot
be reduced. Further, errors introduced in this way add up. If a problem is broken
into 10 sub-problems, which each introduce 2% irreducible, independent errors, then
the joint solution will have approximately 18.3% irreducible errors.

**More data**  Another possible reason is the hypothesis that there is more data avail-
able for the real problems. Sub-problems have less data since they are often not
worthwhile solving in and of themselves. As such datasets for sub-problems often
have to be explicitly created, at considerable cost. For instance, solving machine
translation at the word, phrase or sentence level requires alignments at the respec-
tive level, i.e. these $N$ words in the source text correspond to these $M$ words in the
target text. This data is not valuable or useful for anything except creating machine
translation models. Contrast this with the proceedings of the European Union which
have been translated into 21 member languages [Koehn, 2005]. This large dataset is
available because these translation are inherently valuable to the European Union.
This is also the case for the invoice data from Tradeshift. It is created because it is
valuable in its own right, not because it is valuable for machine learning purposes.

2.2  Approach

All models that can transform input into output in an end-to-end manner are not
equal. If this was the case we could simply treat every supervised problem as a
sequence of bytes in and a sequence of bytes out and use sequence to sequence models
for everything. The model and data representations have to be, for lack of a better
word, efficient. I don’t have a clear definition of efficient, but I’ll give some examples of
what I mean. The output representation should be as simple as possible. For instance,
instead of representing a currency as a three letter code, e.g. “USD”, it should be
treated as a classification problem with approximately 180 classes corresponding to
the different currencies in the world. The former representation has $26^3 = 17,567$
possible states of which only 180 are valid. In other words, it should be as hard as
possible for the model to make a mistake. Similarly the input should be represented
as “naturally” as possible. For instance, in Palm et al. [2017b] we represent the words in the invoice as a sequence, read left to right, top to bottom. This is not optimal since it ignores the spatial layout of the words, e.g. columns, etc. Lastly, hard independence assumptions made when breaking down a problem should instead be incorporated as soft, structural priors. Take for instance machine translation, in which the major breakthrough came when attention was introduced, which acts as a learned, soft, word-alignment model [Bahdanau et al., 2014]. Similarly fully connected neural networks can learn exactly the same functions that CNNs can, but the structural priors incorporated in CNNs make them much better. The trick is making the models just flexible enough and offering shortcuts and hints in the form of structural priors where possible.

Finding the right input and output representations, and finding the architecture with the right structural priors that make end-to-end training feasible and efficient represent the bulk of the research presented here.

The research presented in this thesis does not consider all aspects of the problem. Three major areas are not considered:

1. Converting images of text characters into machine-encoded text, known as Optical Character Recognition (OCR). Very good OCR engines already exists and this is a whole area of research in itself. The presented research assumes an OCR engine is used to extract the text.

2. Extracting the lines. The lines are important, but I decided to consider the problem of the header-level fields first, as I reasoned that any solution for extracting the lines would build upon a solid understanding of extracting individual fields. After all, a line is simply a collection of fields.

3. Some of the fields to be extracted have a limited output space, e.g. there’s only around 180 currencies in the world. Similarly, there’s a known set of companies using Tradeshift representing the possible buyers and suppliers. Extracting the values for these fields can be formulated as classifying the entire invoice into one of the possible outputs. This is known as document classification, and is another well studied research field. The research presented here only consider the harder task of the fields with an effectively unlimited output space, e.g. the amounts, the invoice number, etc.

The following sections summarize the research papers, discuss how they fit into the overall research goals and how they fit together.


2.3 Papers

2.3.1 CloudScan - A configuration-free invoice analysis system using recurrent neural networks

Rasmus Berg Palm, Ole Winther, Florian Laws - Presented at International Conference on Document Analysis and Recognition (ICDAR) 2017. See appendix A.

Palm et al. [2017b] introduce the problem, argues for a configuration-free approach and present a token classification model. The focus on configuration-free should be seen in contrast to the other state-of-the-art systems for extracting information from invoices. These systems are rule-based systems, and thus require configuration before they can be used for a new supplier, typically in the form of labeling. The proposed system is based on token classification, and generalize across suppliers. As such a new supplier can use the system with zero up-front configuration. Learning a single model that generalize across suppliers and invoice formats was a significant step from rule-based systems towards a learned end-to-end system. The proposed system works by classifying N-grams in the invoice into one of 65 classes (32 classes using BIO notation). Using these classifications a set of heuristics picks the words for each field. See figure 2.1 for an overview and table 2.1 for the results on unseen invoice layouts.

The proposed system has a major drawback. It requires data labeled at the token level. Since this data is not available the paper propose to infer it from the available end-to-end data. In short the inference procedure works by noting that if the total is “2500.00”, then any word in the PDF that can be parsed to “2500.00” gets the label “total”. This is closely related to the idea of distant supervision by Mintz et al. [2009]. Depending on the recall and precision of the parsers this procedure will miss legitimate totals, and introduce spurious ones. This introduces noise in the training and testing data. We hypothesized that the noise would be relatively random compared to the correct words, such that a classifier, with the right amount of regularization, might learn to recognize the right words, and ignore the noise. Regardless, it’s inelegant, and hard to optimize since at some point, doing better on the evaluation set means...
### Table 2.1: Expected performance on next invoice from unseen template. Best results in bold. From Palm et al. [2017b].

<table>
<thead>
<tr>
<th>Field</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>LSTM</td>
<td>Baseline</td>
</tr>
<tr>
<td>Number</td>
<td>0.71</td>
<td><strong>0.760</strong></td>
<td>0.76</td>
</tr>
<tr>
<td>Date</td>
<td>0.69</td>
<td><strong>0.774</strong></td>
<td>0.76</td>
</tr>
<tr>
<td>Currency</td>
<td><strong>0.91</strong></td>
<td>0.91</td>
<td>0.98</td>
</tr>
<tr>
<td>Order ID</td>
<td>0.43</td>
<td><strong>0.52</strong></td>
<td>0.82</td>
</tr>
<tr>
<td>Total</td>
<td>0.84</td>
<td><strong>0.90</strong></td>
<td>0.86</td>
</tr>
<tr>
<td>Line Total</td>
<td>0.80</td>
<td><strong>0.88</strong></td>
<td>0.83</td>
</tr>
<tr>
<td>Tax Total</td>
<td>0.83</td>
<td><strong>0.88</strong></td>
<td>0.84</td>
</tr>
<tr>
<td>Tax Percent</td>
<td>0.81</td>
<td><strong>0.87</strong></td>
<td>0.83</td>
</tr>
<tr>
<td>Micro avg.</td>
<td><strong>0.79</strong></td>
<td>0.84</td>
<td>0.84</td>
</tr>
</tbody>
</table>

picking up more of the noise. A further complication is that the actual measure of performance we’re interested in, is the end-to-end performance. Since the values for each field are ultimately chosen by the heuristics, a better token classifier does not always translate into better end-to-end performance.

How to represent the input such that the the text and image modality was combined in a natural way was a major research question throughout the thesis. In this paper we ignore the image modality and propose to represent the words in the invoice as a sequence, read left to right, top to bottom. We show how this representation is better at capturing the context of a word than using a fixed context window of the four closest words in the cardinal directions. Regardless, it’s an inelegant solution since it ignores the spatial layout of the words, and forces us to impose a somewhat spurious ordering.

#### 2.3.2 End-to-End Information Extraction without Token-Level Supervision

**Rasmus Berg Palm, Dirk Hovy, Florian Laws, Ole Winther** - Presented at Workshop on Speech-Centric Natural Language Processing (SCNLP) at the Conference of Empirical Methods in Natural Language Processing (EMNLP) 2017. See appendix B.

Palm et al. [2017a] introduces the end-to-end information extraction task in a simplified setting. The task is simplified by using standard text based IE datasets which
are labeled with BIO labels at the token level, e.g. ATIS. From these labels we derive equivalent end-to-end datasets. This simplifies the task in two ways. First, the input is regular text, so there is no document image to consider. Second, the label values in the end-to-end dataset are always present, verbatim, in the input text. Since the original datasets are labeled at the token level we can compare to state-of-the-art sequence classification methods. We propose an end-to-end neural network model based on pointer networks [Vinyals et al., 2015] for extracting the information and show that it is comparable to state-of-the-art neural sequence classification models. See figure 2.2 for an overview and table 2.2 for the results.

![Figure 2.2: The multi-head pointer network. At each step each decoder “points” to a word in the encoded inputs, indicated by the red arrows. From Palm et al. [2017a].](image)

The main drawback of the proposed model is that it can only output words that are present in the input text. This means that if the target output is not verbatim in the input the network will always fail. For the general end-to-end task it is likely that values in the output will not match values in the input verbatim. For instance, if the input contains the date “16 Oct. 2018” the structured output would contain the date in some standard format, e.g. ISO 8601 “2018-10-16”. Despite its shortcomings the paper made clear what the remaining obstacle was to achieve end-to-end training: figuring out how to parse the extracted input into normalized output.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Baseline</th>
<th>Ours</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>0.977</td>
<td>0.974</td>
<td>0.1755</td>
</tr>
<tr>
<td>Movie</td>
<td>0.816</td>
<td>0.817</td>
<td>0.3792</td>
</tr>
<tr>
<td>Restaurant</td>
<td><strong>0.724</strong></td>
<td>0.694</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 2.2: Micro average F1 scores on the E2E data sets. Results that are significantly better ($p < 0.05$) are highlighted in bold. From Palm et al. [2017a].
2.3.3 Attend, Copy, Parse - End-to-end information extraction from documents

*Rasmus Berg Palm, Florian Laws, Ole Winther* - Unpublished. See appendix C.

Palm et al. [2018a] address the end-to-end information extraction task directly and make substantial progress. First, the text and image modalities are combined in a natural way by concatenating learned word embeddings with the document image as extra image channels at the positions of the embedded words. The input “image” thus have $3 + D$ channels, where the first three channels are the red, green, blue image channels and $D$ is the dimensionality of the learned word embeddings. The word embeddings are replicated across the spatial extent of each word in the document image. This is a quite elegant representation of the input in my opinion since it naturally links the word features and the image features. A CNN working on this input can discover the importance of spatial structure itself, without requiring us to impose any spurious ordering on the words, etc.

Second, the model can directly output, and be trained on, the end-to-end output, including normalized fields that require parsing, e.g. dates, amounts, etc. The architecture for accomplishing this is a bit involved, but is conceptually simple. For each field, the model extracts an N-gram from the input using an attention mechanism. This is similar to how the pointer network extracts a word in the Palm et al. [2017a]. The main difference is that the extracted N-gram is encoded as a sequence of characters. This sequence of characters is then passed through a learned neural parser, which parses it into the desired output format. The whole model is then trained end-to-end to produce the right sequence of characters. See figure 2.3 for an overview and table 2.3 for the results on new invoice layouts.

![Figure 2.3: Overview of the Attend, Copy, Parse architecture. All modules are end-to-end differentiable. The modules highlighted in green are learned. From Palm et al. [2018a].](image-url)
Table 2.3: Results. Fraction of correct values. Readable is the fraction of target values that can be found in the document using recall oriented parsers. "Prod" is a production system based on token classification and heuristics. "Prod-" is the "Prod" system, but with total heuristics disabled. From Palm et al. [2018a].

<table>
<thead>
<tr>
<th>Field</th>
<th>Readable</th>
<th>Prod</th>
<th>Prod-</th>
<th>Attend, Copy, Parse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>0.90</td>
<td>0.78</td>
<td>0.78</td>
<td><strong>0.87</strong></td>
</tr>
<tr>
<td>Order id</td>
<td>0.90</td>
<td>0.82</td>
<td>0.82</td>
<td><strong>0.84</strong></td>
</tr>
<tr>
<td>Date</td>
<td>0.83</td>
<td>0.70</td>
<td>0.70</td>
<td><strong>0.80</strong></td>
</tr>
<tr>
<td>Total</td>
<td>0.81</td>
<td><strong>0.85</strong></td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Sub total</td>
<td>0.84</td>
<td><strong>0.84</strong></td>
<td>0.73</td>
<td>0.79</td>
</tr>
<tr>
<td>Tax total</td>
<td>0.80</td>
<td><strong>0.87</strong></td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>Tax percent</td>
<td>0.79</td>
<td>0.83</td>
<td>0.68</td>
<td><strong>0.87</strong></td>
</tr>
<tr>
<td>Average</td>
<td>0.84</td>
<td>0.81</td>
<td>0.75</td>
<td><strong>0.83</strong></td>
</tr>
</tbody>
</table>

The proposed model can be seen as an end-to-end differentiable version of the system in Palm et al. [2017b]. In Palm et al. [2017b] the system is split into two parts: 1) the classifier which classifies the N-grams and 2) the heuristics which picks the most likely N-gram and parses it into the output. In the proposed model the attention over the N-grams can be seen as an implicit N-gram classifier, and the learned neural parsers directly replace the non-differentiable hand-crafted parsers. This is an instance of replacing a hard independence assumption with a soft structural prior. By learning the whole system end-to-end the model avoids the noise introduced when inferring the N-gram labels from the end-to-end data. Also, since the optimization objective now match the end-to-end measure of performance, better performance on the evaluation set directly translate into better end-to-end performance.

The proposed model performs better on four of the seven fields. The three fields it performs worse on are the total, sub total before tax, and tax total fields. The reason the baseline is better at these fields is because it uses a heuristic to select them jointly such that the totals add up. This heuristic significantly boosts the performance of the relatively weak baseline. In order to incorporate something like this, an end-to-end model needs to model the outputs that depend on each other jointly, which makes it an instance of a structured prediction problem. We discuss one idea for incorporating this heuristic in the paper, but it did not improve on the results.

The model stores pre-computed N-grams in the external memory. These N-grams are computed by a heuristic algorithm that assigns the words to lines and sorts them. In fact it’s the same algorithm as used in Palm et al. [2017b]. This is unfortunate, since
this algorithm is not trained end-to-end and any errors it make cannot easily be solved by the rest of the model. If for instance it decides two words are on different lines because the document image is slightly rotated, it won’t generate an N-gram of those two words, which means the attend module cannot attend to it. A better solution would be to store words in the external memory, and then recurrently attending to them, but this make the parsing much more difficult, and would be computationally more expensive.

2.3.4 Recurrent Relational Networks

Rasmus Berg Palm, Ulrich Paquet, Ole Winther - Accepted at Conference on Neural Information Processing Systems (NIPS) 2018. See appendix D.

Palm et al. [2018b] introduces the Recurrent Relational Network (RRN). The RRN models dependent variables by operating on a graph of variables. The nodes in the graph represent the variables, represented by real valued vectors, and the edges represent the dependencies between the variables. The RRN is run for a pre-defined number of steps. At each step the variables “send” vector valued messages along the edges of the graph. The variables are then updated as a function of the incoming messages, their own states and their initial states. All the functions in the model are learned neural networks, and the whole model is trained in a supervised manner to output a fixed target for each variable at each step. We demonstrate the RRN on several datasets which require reasoning about dependent variables. Most notably the RRN solves 96.6% of the hardest Sudokus. This corresponds to finding the maximum (in fact, only) likely configuration of a joint distribution over 81 variables with complex dependencies. See figure 2.4 for an overview and table 2.4 for the results on the Sudoku dataset.

The RRN has three main advantages. 1) It’s differentiable. As such it can be added to any neural network and trained end-to-end. Constraint propagation and search are powerful techniques, as shown in Norvig [2006], but they are not differentiable. The same is true for the total heuristic used by the baseline model in Palm et al. [2018a]. 2) It does not require you to specify how your variables depend on each other. The RRN that learns to solve Sudokus is never informed that digits in the same row, column and box must be unique. This is very useful in the case where you don’t know how to formulate the dependencies. Indeed one of the early motivations for developing the RRN was the need to output the total fields that depended on each other, without knowing how to specify a proper joint model. 3) It does not require any special loss function or learning algorithm. It does not even need to be the last layer in the network. It is “just” a parameterized, differentiable function that operates on a graph of vectors, and output a graph of vectors.

The main limitation is that it ultimately models the dependent variables as condi-
Figure 2.4: A recurrent relational network on a fully connected graph with 3 nodes. The nodes’ hidden states $h^t_i$ are highlighted with green, the inputs $x_i$ with red, and the outputs $o^t_i$ with blue. The dashed lines indicate the recurrent connections. Subscripts denote node indices and superscripts denote steps $t$. From Palm et al. [2018b].

Additionally independent given the inputs. If the inputs $x$, and outputs $y$ both consists of $N$ vectors s.t. $x = [x_1, ..., x_N]$ and $y = [y_1, ..., y_N]$, then the RRN model the joint probability as $p(y|x) = \prod_{i=1}^{N} p(y_i|x)$. This is a false assumption of independence in many datasets, in which case $p(y|x)$ cannot accurately model the true distribution. In practice it seems to work well though.
<table>
<thead>
<tr>
<th>Method</th>
<th>Givens</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recurrent Relational Network* (this work)</td>
<td>17</td>
<td>96.6%</td>
</tr>
<tr>
<td>Loopy BP, modified [Khan et al., 2014]</td>
<td>17</td>
<td>92.5%</td>
</tr>
<tr>
<td>Loopy BP, random [Bauke, 2008]</td>
<td>17</td>
<td>61.7%</td>
</tr>
<tr>
<td>Loopy BP, parallel [Bauke, 2008]</td>
<td>17</td>
<td>53.2%</td>
</tr>
<tr>
<td>Deeply Learned Messages* [Lin et al., 2015]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Relational Network, node* [Santoro et al., 2017]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Relational Network, graph* [Santoro et al., 2017]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Deep Convolutional Network [Park, 2016]</td>
<td>24-36</td>
<td>70%</td>
</tr>
</tbody>
</table>

Table 2.4: Comparison of methods for solving Sudoku puzzles. Only methods that are differentiable are included in the comparison. Entries marked with an asterix are our own experiments, the rest are from the respective papers. From Palm et al. [2018b].
3.1 Conclusion

The goal of the project was to develop end-to-end deep learning models for extracting information from invoices. For simple fields, this has to a large degree been achieved. For the fields that depend on each other, e.g. the totals, there is still some way to go in successfully modelling the joint distribution. Outputting the lines present an even greater challenge, since these are both repeating and structured.

While the project have been very focused on invoices, the proposed models should be broadly applicable to end-to-end information extraction tasks. As discussed, information extraction tasks are ubiquitous, and end-to-end data is often the only available data. The presented research should be broadly applicable in these situations. While it’s clear that there are great challenges remaining for end-to-end information extraction to be broadly successful, I hope the research presented in this thesis can serve as a starting point.

In particular I hope three contributions will be useful

1. The Attend, Copy, Parse architecture as a neural building block for end-to-end information extraction systems. Extracting and parsing snippets of text is arguable at the core of IE. This architecture shows how to do it in an end-to-end differentiable manner that can be used as part of a larger end-to-end IE architecture.

2. The Recurrent Relational Network, as a powerful neural module for relational reasoning and modelling dependent variables. Especially for cases where properly modelling the dependent variables are hard.

3. The input representation, where learned word embeddings are fused early with the document image. It’s a general representation of document images that combine the text and image modalities in a natural way. While it is very similar to the approach taken in Yang et al. [2017], it is a very useful representation.
3.2 Future work

The interdependent total fields is an obvious candidate for future work. This is a challenging structured prediction problem with hard constraints on the variables. In this case there are four variables and two constraints: 1) $\text{total} = \text{sub total} + \text{tax total}$ and 2) $\text{tax total} = \text{sub total} \times \text{tax percent}$. In most cases these fields will not be verbatim present in the inputs so needs to be parsed before the constraints can even be evaluated. In some cases some of the fields will legitimately not be present in the input, e.g. if there’s no tax, a zero tax total might not be present. In these cases the fields should instead be inferred from the constraints. One idea, is to extract and parse $N$ candidates for each total field, then construct the $N^4$ combinations, and compute attention probabilities for each combination. Finally the output for each field would be a weighted sum over the field values in the combinations weighted by their attention probability. Another idea is to feed the $4N$ candidates into a RRN as a fully connected graph, and finally attend to a candidate for each of the fields.

Extracting the lines is an even harder task, with both individual and joint constraints. Individually each line should satisfy $\text{line total} = \text{line price} \times \text{line amount}$, and jointly all the lines should satisfy $\text{sub total} = \sum \text{line totals}$. All the same difficulties regarding the total fields apply. Additionally a variable number of lines must be extracted, potentially hundreds. Since many of the structured prediction difficulties are shared with the total fields, I think solving those first would be a sound approach.

At some point the errors introduced by the OCR engine might become the dominant source of errors. In this case looking at improving the OCR process might be relevant. I’d advice against training a new OCR engine from scratch as part of a fully end-to-end model. Fine tuning an existing OCR engine might be a better approach. Some OCR engines output n-best lists of word candidates or even individual character probability distributions. The latter would be especially interesting, since it fits naturally into the Attend, Copy, Parse architecture where the inputs to be parsed are encoded as a sequence of character distributions. This might allow the parser to correct commonly mistaken characters, e.g. 1 and 7.

The presented research has only considered the case of learning a single model of invoices that generalize to new suppliers. It would be interesting to see if one could obtain better results by learning individual models for each supplier, maybe initialized from a single global model.
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Abstract—We present CloudScan; an invoice analysis system that requires zero configuration or upfront annotation.

In contrast to previous work, CloudScan does not rely on templates of invoice layout, instead it learns a single global model of invoices that naturally generalizes to unseen invoice layouts.

The model is trained using data automatically extracted from end-user provided feedback. This automatic training data extraction removes the requirement for users to annotate the data precisely.

We describe a recurrent neural network model that can capture long range context and compare it to a baseline logistic regression model corresponding to the current CloudScan production system.

We train and evaluate the system on 8 important fields using a dataset of 326,471 invoices. The recurrent neural network and baseline model achieve 0.891 and 0.887 average F1 scores respectively on seen invoice layouts. For the harder task of unseen invoice layouts, the recurrent neural network model outperforms the baseline with 0.840 average F1 compared to 0.788.

I. INTRODUCTION

Invoices, orders, credit notes and similar business documents carry the information needed for trade to occur between companies and much of it is on paper or in semi-structured formats such as PDFs [1]. In order to manage this information effectively, companies use IT systems to extract and digitize the relevant information contained in these documents. Traditionally this has been achieved using humans that manually extract the relevant information and input it into an IT system. This is a labor intensive and expensive process [2].

The field of information extraction addresses the challenge of automatically extracting such information and several commercial solutions exist that assist in this. Here we present CloudScan, a commercial solution by Tradeshift, free for small businesses, for extracting structured information from unstructured invoices.

Powerful information extraction techniques exists given that we can observe invoices from the same template beforehand, e.g. rule, keyword or layout based techniques. A template is a distinct invoice layout, typically unique to each sender. A number of systems have been proposed that rely on first classifying the template, e.g. Intellix [3], ITESOFT [4], smartFIX [5] and others [6], [7], [8]. As these systems rely on having seen the template beforehand, they cannot accurately handle documents from unseen templates. Instead they focus on requiring as few examples from a template as possible.

What is harder, and more useful, is a system that can accurately handle invoices from completely unseen templates, with no prior annotation, configuration or setup. This is the goal of CloudScan: to be a simple, configuration and maintenance free invoice analysis system that can convert documents from both previously seen and unseen templates with high levels of accuracy.

CloudScan was built from the ground up with this goal in mind. There is no notion of template in the system. Instead every invoice is processed by the same system built around a single machine learning model. CloudScan does not rely on any system integration or prior knowledge, e.g. databases of orders or customer names, meaning there is no setup required in order to use it.

CloudScan automatically extracts the training data from end-user provided feedback. The end-user provided feedback required is the correct value for each field, rather than the map from words on the page to fields. It is a subtle difference, but this separates the concerns of reviewing and correcting values using a graphical user interface from concerns related to acquiring training data. Automatically extracting the training data this way also results in a very large dataset which allows us to use methods that require such large datasets.

In this paper we describe how CloudScan works, and investigate how well it accomplishes the goal it aims to achieve. We evaluate CloudScan using a large dataset of 326,471 invoices and report competitive results on both seen and unseen templates. We establish two classification baselines using logistic regression and recurrent neural networks, respectively.

II. RELATED WORK

The most directly related works are Intellix [3] by DocuWare and the work by ITESOFT [4]. Both systems require that relevant fields are annotated for a template manually beforehand, which creates a database of templates, fields and automatically extracted keywords and positions for each field. When new documents are received, both systems classify the template automatically using address lookups or machine learning classifiers. Once the template is classified the keywords and positions for each field are used to propose field candidates which are then scored using heuristics such as proximity and uniqueness of the keywords. Having scored the candidates the best one for each field is chosen.
smartFIX [5] uses manually configured rules for each template. Cesarini et al. [6] learns a database of keywords for each template and falls back to a global database of keywords. Esser et al. [7] uses a database of absolute positions of fields for each template. Medvet et al. [8] uses a database of manually created (field, pattern, parser) triplets for each template, designs a probabilistic model for finding the most similar pattern in a template, and extracts the value with the associated parser.

Unfortunately we cannot compare ourselves directly to the works described as the datasets used are not publicly available and the evaluation methods are substantially different. However, the described systems all rely on having an annotated example from the same template in order to accurately extract information.

To the best of our knowledge CloudScan is the first invoice analysis system that is built for and capable of accurately converting invoices from unseen templates.

The previous works described can be configured to handle arbitrary document classes, not just invoices, as is the case for CloudScan. Additionally, they allow the user to define which...
set of fields are to be extracted per class or template, whereas CloudScan assumes a single fixed set of fields to be extracted from all invoices.

Our automatic training data extraction is closely related to the idea of distant supervision [9] where relations are extracted from unstructured text automatically using heuristics.

The field of Natural Language Processing (NLP) offers a wealth of related work. Named Entity Recognition (NER) is the task of extracting named entities, usually persons or locations, from unstructured text. See Nadeau and Sekine [10] for a survey of NER approaches. Our system can be seen as a NER system in which we have 8 different entities. In recent years, neural architectures have been demonstrated to achieve state-of-the-art performance on NER tasks, e.g. Lample et al. [11], who combine word and character level RNNs, and Conditional Random Fields (CRFs).

Slot Filling is another related NLP task in which pre-defined slots must be filled from natural text. Our system can be seen as a slot filling task with 8 slots, and the text of a single invoice as input. Neural architectures are also used here, e.g. [12] uses bi-directional RNNs and word embedding to achieve competitive results on the ATIS (Airline Travel Information Systems) benchmark dataset.

In both NER and Slot Filling tasks, a commonly used approach is to classify individual tokens with the entities or slots of interest, an approach that we adopt in our proposed RNN model.

III. CloudScan

A. Overview

CloudScan is a cloud based software as a service invoice analysis system offered by Tradeshift. Users can upload their unstructured PDF invoices and the CloudScan engine converts them into structured XML invoices. The CloudScan engine contains 6 steps. See Figure 2.

1) Text Extractor. Input is a PDF invoice. Extracts words and their positions from the PDF. If the PDF has embedded text, the text is extracted, otherwise a commercial OCR engine is used. The output of this step is a structured representation of words and lines in hOCR format [13].

2) N-grammer. Creates N-grams of words on the same line. Output is a list of N-grams up to length 4.

3) Feature Calculator. Calculates features for every N-gram. Features fall in three categories: text, numeric and boolean. Examples of text features are the raw text of the N-gram, and the text after replacing all letters with "x", all numbers with "0" and all other characters with ".". Examples of numeric features are the normalized position on the page, the width and height and number of words to the left. Boolean features include whether the N-gram parses as a date or an amount or whether it matches a known country, city or zip code. These parsers and small databases of countries, cities and zip codes are built into the system, and does not require any configuration on the part of the user. The output is a feature vector for every N-gram. For a complete list of features see table V.

4) Classifier. Classifies each N-gram feature vector into 32 fields of interest, e.g. invoice number, total, date, etc. and one additional field ‘undefined’. The undefined field is used for all N-grams that does not have a corresponding field in the output document, e.g. terms and conditions. The output is a vector of 33 probabilities for each N-gram.

5) Post Processor. Decides which N-grams are to be used for the fields in the output document. For all fields, we first filter out N-gram candidates that does not fit the syntax of the field after parsing with the associated parser. E.g. the N-gram "Foo Bar" would not fit the Total field after parsing with the associated parser since no amount could be extracted. The parsers can handle simple OCR errors and various formats, e.g. "100,00" would be parsed to "100.00". The parsers are based on regular expressions.

For fields with no semantic connection to other fields, e.g. the invoice number, date, etc. we use the Hungarian algorithm [14]. The Hungarian algorithm solves the assignment problem, in which N agents are to be assigned to M tasks, such that each task has exactly one agent assigned and no agent is assigned to more than one task. Given that each assignment has a cost, the Hungarian algorithm finds the assignments that minimizes the total cost. We use 1 minus the probability of an N-gram being a field as the cost. For the assignment of the Total, Line Total, Tax Total and Tax Percentage we define and minimize a cost function based on the field probabilities and whether the candidate totals adds up.

The output is a mapping from the fields of interest to the chosen N-grams.

6) Document Builder. Builds a Universal Business Language (UBL) [15] invoice with the fields having the values of the found N-grams. UBL is a XML based invoice file format. Output is a UBL invoice.

B. Extracting training data from end-user provided feedback

The UBL invoice produced by the engine is presented to the user along with the original PDF invoice in a graphical user interface (GUI). The user can correct any field in the UBL invoice, either by copy and pasting from the PDF, or by directly typing in the correction. See figure 1.

Once the user has corrected any mistakes and accepted the invoice we add the resulting UBL to our data collection. We will extract training data from these validated UBL documents, even though they might deviate from the PDF content due to OCR error, user error or the user intentionally deviating from the PDF content. We discuss these issues later.

The classifier is trained on N-grams and their labels, which are automatically extracted from the validated UBL invoices and the corresponding PDFs. For each field in the validated
UML document we consider all N-grams in the PDF and check whether the text content, after parsing, matches the field value. If it does, we extract it as a single training example of N-gram and label equal to the field. If an N-gram does not match any fields we assign the ’undefined’ label. For N-grams that match multiple fields, we assign all matched fields as labels. This ambiguity turns the multi-class problem into a multi-label problem. See Algorithm 1 for details.

![Fig. 2. The CloudScan engine.](image)

We perform experiments with two classifiers 1) The production learning classifier output with the correct labels directly. This measure we include a ceiling analysis where we replace the validated UBL with the PDF. For instance, the date in the validated UBL might not correspond to the date on the PDF.

The data set consists of 326,471 pairs of validated UBL invoices and corresponding PDFs from 8911 senders to 1013 receivers obtained from use of CloudScan. We assume each sender corresponds to a distinct template.

For the first experiment we split the invoices into a training, validation and test set randomly, using 70%, 10% and 20% respectively. For the second experiment we split the senders into a training, validation and test set randomly, using 70%, 10% and 20% respectively. All the invoices from the senders in a set then comprise the documents of that set. This split ensures that there are no invoices sharing templates between the three sets for the second experiment.

While the system captures 32 fields we only report on eight of them: Invoice number, Issue Date, Currency, Order ID, Total, Line Total, Tax Total and Tax Percent. We only report on these eight fields as they are the ones we have primarily designed the system for. A large part of the remaining fields are related to the sender and receiver of the invoice and used for identifying these. We plan to remove these fields entirely and approach the problem of sender and receiver identification as a document classification problem instead. Preliminary experiments based on a simple bag-of-words model show promising results. The last remaining fields are related to the line items and used for extracting these. Table extraction is an interesting research question in itself, and we are not yet ready to discuss our solution. Also, while not directly comparable, related work [3], [4], [6] also restricts evaluation to header fields.

Performance is measured by comparing the fields of the generated and validated UBL. Note we are not only measuring the classifier performance, but rather the performance of the entire system. The end-to-end performance is what is interesting to the user after all. Furthermore, this is the strictest possible way to measure performance, as it will penalize errors from any source, e.g. OCR errors and inconsistencies between the validated UBL and the PDF. For instance, the date in the validated UBL might not correspond to the date on the PDF. In this case, even if the date on the PDF is found, it will be counted as an error, as it does not match the date in the validated UBL.

In order to show the upper limit of the system under this measure we include a ceiling analysis where we replace the classifier output with the correct labels directly. This corresponds to using an oracle classifier. We use the MUC-5 definitions of recall, precision and F1, without partial matches.

We perform experiments with two classifiers 1) The produc-

<table>
<thead>
<tr>
<th>Algorithm 1: Automatic training data extraction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: UBL and PDF document</td>
</tr>
<tr>
<td><strong>Output</strong>: All labeled N-grams</td>
</tr>
<tr>
<td>foreach field ∈ fields do</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>nGrams ← CreateNgrams(PDF, 4);</td>
</tr>
<tr>
<td>foreach nGram ∈ nGrams do</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>return result</td>
</tr>
</tbody>
</table>

In order to show the upper limit of the system under this measure we include a ceiling analysis where we replace the classifier output with the correct labels directly. This corresponds to using an oracle classifier. We use the MUC-5 definitions of recall, precision and F1, without partial matches.

We perform experiments with two classifiers 1) The produc-
tion baseline system using a logistic regression classifier, and 2) a Recurrent Neural Network (RNN) model. We hypothesize the RNN model can capture context better.

A. Baseline

The baseline is the current production system, which uses a logistic regression classifier to classify each N-gram individually.

In order to capture some context, we concatenate the feature vectors for the closest N-grams in the top, bottom, left and right directions to the normal feature vectors. So if the feature vector for an N-gram had $M$ entries, after this it would have $5M$ entries.

All $5M$ features are then mapped to a binary vector of size $2^{22}$ using the hashing trick [17]. To be specific, for each feature we concatenate the feature name and value, hash it, take the remainder with respect to the binary vector size and set that index in the binary vector to 1.

The logistic regression classifier is trained using stochastic gradient descent for 10 epochs after which we see little improvement. This baseline system is derived from the heavily optimized winning solution of a competition Tradeshift held.

B. LSTM model

In order to accurately classify N-grams the context is critical, however when classifying each N-gram in isolation, as in the baseline model, we have to engineer features to capture this context, and deciding how much and which context to capture is not trivial.

A Recurrent Neural Network (RNN) can model the entire invoice and we hypothesize that this ability to take the entire invoice into account in a principled manner will improve the performance significantly. Further, it frees us from having to explicitly engineer features that capture context. As such we only use the original $M$ features, not the $5M$ features of the baseline model. In general terms, a RNN can be described as follows.

$$h_t = f(h_{t-1}, x_t)$$
$$y_t = g(h_t)$$

Where $h_t$ is the hidden state at step $t$, $f$ is a neural network that maps the previous hidden state $h_{t-1}$, and the input $x_t$ to $h_t$, and $g$ is a neural network that maps the hidden state $h_t$ to the output of the model $y_t$. Several variants have been proposed, most notably the Long Short Term Memory (LSTM) [18] which is good at modeling long term dependencies.

A RNN models a sequence, i.e. $x$ and $y$ are ordered and as such we need to impose an ordering on the invoice. We chose to model the words instead of N-grams, as they fit the RNN sequence model more naturally and we use the standard left-to-right reading order as the ordering. Since the labels can span multiple words we re-label the words using the IOB labeling scheme [19]. The sequence of words "Total Amount: 12 200 USD" would be labeled "O O B-Total I-Total B-Currency".

We hash the text of the word into a binary vector of size $2^{18}$ which is embedded in a trainable 500 dimensional distributed representation using an embedding layer [20]. Using hashing instead of a fixed size dictionary is somewhat unorthodox but we did not observe any difference from using a dictionary, and hashing was easier to implement. It is possible we could have gotten better results using more advanced techniques like byte pair encoding [21].

We normalize the numerical and boolean features to have zero mean and unit variance and form the final feature vector for each word by concatenating the word embedding and the normalized numerical features.

From input to output, the model has: two dense layers with 600 rectified linear units each, a single bidirectional LSTM layer with 400 units, and two more dense layers with 600 rectified linear units each, and a final dense output layer with 65 logistic units (32 classes that can each be 'beginning' or 'inside' plus the 'outside' class).

Following Gal [22], we apply dropout on the recurrent units and on the word embedding using a dropout fraction of 0.5 for both. Without this dropout the model severely overfits.

The model is trained with the Adam optimizer [23] using minibatches of size 96 until the validation performance has not improved on the validation set for 5 epochs. Model architecture and hyper-parameters were chosen based on the performance on the validation set. For computational reasons we do not train on invoices with more than 1000 words, which constitutes approximately 5% of the training set, although we do test on them. The LSTM model was implemented in Theano [24] and Lasagne [25].

After classification we assign each word the IOB label with highest classification probability, and chunk the IOB labeled words back into labeled N-grams. During chunking, words with I labels without matching B labels are ignored. For example, the sequence of IOB labels [B-Currency, O, B-Total, I-Total, I-Total, O] would be chunked into [Currency, O, Total, O, O]. The labeled N-grams are used as input for the Post Processor and further processing is identical to the baseline system.

V. RESULTS

The results of the ceiling analysis seen in Table I show that we can achieve very competitive results with CloudScan using an oracle classifier. This validates the overall system design,
including the use of automatically generated training data, and leaves us with the challenge of constructing a good classifier.

The attentive reader might wonder why the precision is not 1 exactly for all fields, when using the oracle classifier. For the ‘Number’ and ‘Order ID’ fields this is due to the automatic training data generation algorithm disregarding spaces when finding matching N-grams, whereas the comparison during evaluation is strict. For instance the automatic training data generator might generate the N-gram ‘"16 2054": Invoice Number’ from (Invoice Number: "162054") in the validated UBL. When the oracle classifier classifies the N-gram ‘"16 2054"’ as Invoice Number the produced UBL will be (Invoice Number: "162054"). When this is compared to the expected UBL of (Invoice Number: "162054") it is counted as incorrect. This is an annoying artifact of the evaluation method and training data generation. We could disregard spaces when comparing strings during evaluation, but we would risk regarding some actual errors as correct then. For the total fields and the tax percent, the post processor will attempt to calculate missing numbers from found numbers, which might result in errors.

As it stands the recall rate is the limiting factor of the system. The low recall rate can have two explanations: 1) The information is present in the PDF but we cannot read or parse it, e.g. it might be an OCR error or a strange date format, in which case the OCR engine or parsing should be improved, or 2) the information is legitimately not present in the PDF, in which case there is nothing to do, except change the validated UBL to match the PDF.

Table II shows the results of experiment 1 measuring the expected performance on the next received invoice for the baseline and LSTM model. The LSTM model is slightly better than the baseline system with an average F1 of 0.891 compared to 0.887. In general the performance of the models is very similar, and close to the theoretical maximum performance given by the ceiling analysis. This means the classifiers both perform close to optimally for this experiment. The gains that can be had from improving upon the LSTM model further are just 0.034 average F1.

More interesting are the results in Table III which measures the expected performance on the next invoice from an unseen template. This measures the generalization performance of the system across templates which is a much harder task due to the plurality of invoice layouts and reflects the experience a new user will have the first time they use the system. On this harder task the LSTM model clearly outperform the baseline system with an average F1 of 0.840 compared to 0.788. Notably the 0.840 average F1 of the LSTM model is getting close to the 0.891 average F1 of experiment 1, indicating that the LSTM model is largely learning a template invariant model of invoices, i.e. it is picking up on general patterns rather than just memorizing specific templates.

We hypothesized that it is the ability of LSTMs to model context directly that leads to increased performance, although there are several other possibilities given the differences between the two models. For instance, it could simply be that the LSTM model has more parameters, the non-linear feature combinations, or the word embedding.

To test our hypothesis we trained a third model that is identical to the LSTM model, except that the bidirectional LSTM layer was replaced with a feedforward layer with an equivalent number of parameters. We trained the network...
with and without dropout, with all other hyper parameters kept equal. The best model got an average F1 of 0.702 on the experiment 2 split, which is markedly worse than both the LSTM and baseline model. Given that the only difference between this model and the LSTM model is the lack of recurrent connections we feel fairly confident that our hypothesis is true. The feedforward model is likely worse than the baseline model because it does not have the additional context features of the baseline model.

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>WORD EMBEDDING EXAMPLES.</strong></td>
</tr>
<tr>
<td>EUR</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>Total</td>
</tr>
<tr>
<td>Number</td>
</tr>
<tr>
<td>Number:</td>
</tr>
<tr>
<td>London</td>
</tr>
<tr>
<td>Brutto</td>
</tr>
<tr>
<td>Phone:</td>
</tr>
</tbody>
</table>

Table IV shows examples of words and the two closest words in the learned word embedding. It shows that the learned embeddings are language agnostic, e.g. the closest word to "Total" is "Betrag" which is German for "Sum" or "Amount". The embedding also captures common abbreviations, capitalization, currency symbols and even semantic similarities such as cities. Learning these similarities versus encoding them by hand is a major advantage as it happens automatically as it is needed. If a new abbreviation, language, currency, etc. is encountered it will automatically be learned.

VI. DISCUSSION

We have presented our goals for CloudScan and described how it works. We hypothesized that the ability of a LSTM to model context directly would improve performance. We carried out experiments to test our hypothesis and evaluated CloudScan’s performance on a large realistic dataset. We validated our hypothesis and showed competitive results of 0.891 average F1 on documents from seen templates, and 0.840 average F1 on documents from unseen templates using a single LSTM model. These numbers should be compared to a ceiling of F1=0.925 for an ideal system baseline where an oracle classifier is used.

Unfortunately it is hard to compare to other vendors directly as no large publicly available datasets exists due to the sensitive nature of invoices. We sincerely wish such a dataset existed and believe it would drive the field forward significantly, as seen in other fields, e.g. the large effect ImageNet [26] had on the computer vision field. Unfortunately we are not able to release our own dataset due to privacy restrictions.

A drawback of the LSTM model is that we have to decide upon an ordering of the words, when there is none naturally. We chose the left to right reading order which worked well, but in line with the general theme of CloudScan we would prefer a model which could learn this ordering or did not require one.

CloudScan works only on the word level, meaning it does not take any image features into account, e.g. the lines, logos, background, etc. We could likely improve the performance if we included these image features in the model.

With the improved results from the LSTM model we are getting close to the theoretical maximum given by the ceiling analysis. For unseen templates we can at maximum improve the average F1 by 0.085 by improving the classifier. This corresponds roughly to the 0.075 average F1 that can at maximum be gained from fixing the errors made under the ceiling analysis. An informal review of the errors made by the system under the ceiling analysis indicates the greatest source of errors are OCR errors and discrepancies between the validated UBL and the PDF.

As such, in order to substantially improve CloudScan we believe a two pronged strategy is required: 1) improve the classifier and 2) correct discrepancies between the validated UBL and PDF. Importantly, the second does not delay the turnaround time for the users, can be done at our own pace and only needs to be done for the cases where the automatic training data generation fails. As for the OCR errors we will rely on further advances in OCR technology.
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TABLE V N-GRAM FEATURES.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>RawText</td>
<td>The raw text.</td>
</tr>
<tr>
<td>RawTextLastWord</td>
<td>The raw text of the last word in the N-gram.</td>
</tr>
<tr>
<td>TextOfTwoWordsLeft</td>
<td>The raw text of the word two places to the left of the N-gram.</td>
</tr>
<tr>
<td>TextPatterns</td>
<td>The raw text, after replacing uppercase characters with X, lowercase with x, numbers with 0, repeating whitespace with single whitespace and the rest with ?.</td>
</tr>
<tr>
<td>bottomMargin</td>
<td>Vertical coordinate of the bottom margin of the N-gram normalized to the page height.</td>
</tr>
<tr>
<td>topMargin</td>
<td>Same as above, but for the top margin.</td>
</tr>
<tr>
<td>rightMargin</td>
<td>Horizontal coordinate of the right margin of the N-gram normalized to the page width.</td>
</tr>
<tr>
<td>leftMargin</td>
<td>Same as above but for the left margin.</td>
</tr>
<tr>
<td>bottomMarginRelative</td>
<td>The vertical distance to the nearest word below this N-gram, normalized to page height.</td>
</tr>
<tr>
<td>topMarginRelative</td>
<td>The vertical distance to the nearest word above this N-gram, normalized to page height.</td>
</tr>
<tr>
<td>rightMarginRelative</td>
<td>The horizontal distance to the nearest word to the right of this N-gram, normalized to page width.</td>
</tr>
<tr>
<td>leftMarginRelative</td>
<td>The horizontal distance to the nearest word to the left of this N-gram, normalized to page width.</td>
</tr>
<tr>
<td>horizontalPosition</td>
<td>The horizontal distance between this N-gram and the word to the left, normalized to the horizontal distance between the word to the left and the word to the right.</td>
</tr>
<tr>
<td>verticalPosition</td>
<td>Same as above but vertical.</td>
</tr>
<tr>
<td>hasDigits</td>
<td>Whether there are any digits 0-9 in the N-gram.</td>
</tr>
<tr>
<td>isKnownCity</td>
<td>Whether the N-gram is found in a small database of known cities.</td>
</tr>
<tr>
<td>isKnownCountry</td>
<td>Same as above, but for countries.</td>
</tr>
<tr>
<td>isKnownZip</td>
<td>Same as above but for zip codes.</td>
</tr>
<tr>
<td>leftAlignment</td>
<td>Number of words on the same page which left margin is within 5 pixels of this N-grams left margin.</td>
</tr>
<tr>
<td>length</td>
<td>Number of characters in the N-gram.</td>
</tr>
<tr>
<td>pageHeight</td>
<td>The height of the page of this N-gram.</td>
</tr>
<tr>
<td>pageWidth</td>
<td>The width of the page of this N-gram.</td>
</tr>
<tr>
<td>positionOnLine</td>
<td>Count of words to the left of this N-gram normalized to the count of total words on this line.</td>
</tr>
<tr>
<td>lineSize</td>
<td>The number of words on this line.</td>
</tr>
<tr>
<td>lineWhiteSpace</td>
<td>The area occupied by whitespace on the line of this N-gram normalized to the total area of the line.</td>
</tr>
<tr>
<td>parsesAsAmount</td>
<td>Whether the N-gram parses as a fractional amount.</td>
</tr>
<tr>
<td>parsesAsDate</td>
<td>Same as above but for dates.</td>
</tr>
<tr>
<td>parsesAsNumber</td>
<td>Same as above but for integers.</td>
</tr>
<tr>
<td>LineMathFeatures.isFactor</td>
<td>Whether this N-gram, after parsing, can take part in an equation such that it is one of two factors on the same line that when multiplied equals another amount on the same line.</td>
</tr>
<tr>
<td>LineMathFeatures.isProduct</td>
<td>Same as above, except this N-gram is the product of the two factors.</td>
</tr>
</tbody>
</table>
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Abstract

Most state-of-the-art information extraction approaches rely on token-level labels to find the areas of interest in text. Unfortunately, these labels are time-consuming and costly to create, and consequently, not available for many real-life IE tasks. To make matters worse, token-level labels are usually not the desired output, but just an intermediary step. End-to-end (E2E) models, which take raw text as input and produce the desired output directly, need not depend on token-level labels. We propose an E2E model based on pointer networks, which can be trained directly on pairs of raw input and output text. We evaluate our model on the ATIS data set, MIT restaurant corpus and the MIT movie corpus and compare to neural baselines that do use token-level labels. We achieve competitive results, within a few percentage points of the baselines, showing the feasibility of E2E information extraction without the need for token-level labels. This opens up new possibilities, as for many tasks currently addressed by human extractors, raw input and output data are available, but not token-level labels.

1 Introduction

Humans spend countless hours extracting structured machine-readable information from unstructured information in a multitude of domains. Promising to automate this, information extraction (IE) is one of the most sought-after industrial applications of natural language processing. However, despite substantial research efforts, in practice, many applications still rely on manual effort to extract the relevant information. One of the main bottlenecks is a shortage of the data required to train state-of-the-art IE models, which rely on sequence tagging (Finkel et al., 2005; Zhai et al., 2017). Such models require sufficient amounts of training data that is labeled at the token-level, i.e., with one label for each word.

The reason token-level labels are in short supply is that they are not the intended output of human IE tasks. Creating token-level labels thus requires an additional effort, essentially doubling the work required to process each item. This additional effort is expensive and infeasible for many production systems: estimates put the average cost for a sentence at about 3 dollars, and about half an hour annotator time (Alonso et al., 2016). Consequently, state-of-the-art IE approaches, relying on sequence taggers, cannot be applied to many real life IE tasks.

What is readily available in abundance and at no additional costs, is the raw, unstructured input and machine-readable output to a human IE task. Consider the transcription of receipts, checks, or business documents, where the input is an unstructured PDF and the output a row in a database (due date, payable amount, etc). Another example is flight bookings, where the input is a natural language request from the user, and the output a HTTP request, sent to the airline booking API.

To better exploit such existing data sources, we propose an end-to-end (E2E) model based on pointer networks with attention, which can be trained end-to-end on the input/output pairs of human IE tasks, without requiring token-level annotations.

We evaluate our model on three traditional IE data sets. Note that our model and the baselines are competing in two dimensions. The first is cost and applicability. The baselines require token-level labels, which are expensive and unavailable for many real life tasks. Our model does not re-
Figure 1: Our model based on pointer networks. The solid red lines are the attention weights. For clarity only two decoders are drawn and only the strongest attention weight for each output is drawn.

The specific architecture depends on the choice of Encoder, Decoder and Attention. For the encoder, we use a Bi-LSTM with 128 hidden units and a word embedding of 96 dimensions. We use a separate decoder for each of the fields. Each decoder has a word embedding of 96 dimensions, an LSTM with 128 units, with a learned first hidden state and its own attention mechanism. Our attention mechanism follows Bahdanau et al. (2014)

\[ a_{ji} = v^T \tanh(W_e e_{ci} + W_d d_{cj}) \]
The attention parameters $W_e$, $W_d$ and $v$ for each attention mechanism are all 128-dimensional.

During training we use teacher forcing for the decoders (Williams and Zipser, 1989), such that $o_{k,j-1} = y_{k,j-1}$. During testing we use argmax to select the most probable output for each step $j$ and run each decoder until the first end of sentence (EOS) symbol.

### 3 Experiments

#### 3.1 Data sets

To compare our model to baselines relying on token-level labels we use existing data sets for which token level-labels are available. We measure our performance on the ATIS data set (Price, 1990) (4978 training samples, 893 testing samples) and the MIT restaurant (7660 train, 1521 test) and movie corpus (9775 train, 2443 test) (Liu et al., 2013). These data sets contains token-level labels in the Beginning-Inside-Out format (BIO).

The ATIS data set consists of natural language requests to a simulated airline booking system. Each word is labeled with one of several classes, e.g. departure city, arrival city, cost, etc. The MIT restaurant and movie corpus are similar, except for a restaurant and movie domain respectively. See table 1 for samples.

<table>
<thead>
<tr>
<th>MIT Restaurant</th>
<th>MIT Movie</th>
</tr>
</thead>
</table>
| 2             | B-Rating | show | O
| start         | I-Rating | me   | O
| restaurants   | O        | films | O
| with          | O        | elvis | B-ACTOR
| inside        | B-Amenity| films | O
| dining        | I-Amenity| set   | B-PLOT
|               |          | in    | I-PLOT
|               |          | hawaii| I-PLOT

Table 1: Samples from the MIT restaurant and movie corpus. The transcription errors are part of the data.

Since our model does not need token-level labels, we create an E2E version of each data set without token-level labels by chunking the BIO-labeled words and using the labels as fields to extract. If there are multiple outputs for a single field, e.g. multiple destination cities, we join them with a comma. For the ATIS data set, we choose the 10 most common labels, and we use all the labels for the movie and restaurant corpus. The movie data set has 12 fields and the restaurant has 8. See Table 2 for an example of the E2E ATIS data set.

#### 3.2 Baselines

For the baselines, we use a two layer neural network model. The first layer is a Bi-directional Long Short Term Memory network (Hochreiter and Schmidhuber, 1997) (Bi-LSTM) and the second layer is a forward-only LSTM. Both layers have 128 hidden units. We use a trained word embedding of size 128. The baseline is trained with Adam (Kingma and Ba, 2014) on the BIO labels and uses early stopping on a held out validation set.

This baseline architecture achieves a fairly strong F1 score of 0.9456 on the ATIS data set. For comparison, the published state-of-the-art is at 0.9586 (Zhai et al., 2017). These numbers are for the traditional BIO token level measure of performance using the publicly available conlleval script. They should not be confused with the E2E performance reported later. We present them here so that readers familiar with the ATIS data set can evaluate the strength of our baselines using a well-known measure.

For the E2E performance measure we train the baseline models using token-level BIO labels and predict BIO labels on the test set. Given the predicted BIO labels, we create the E2E output for the baseline models in the same way we created the E2E data sets, i.e. by chunking and extracting labels as fields. We evaluate our model and the baselines using the MUC-5 definitions of precision, recall and F1, without partial matches (Chinchor and
We use bootstrap sampling to estimate the probability that the model with the best micro average F1 score on the entire test set is worse for a randomly sampled subset of the test data.

### 3.3 Our model

Since our decoders can only output values that are present in the input, we prepend a single comma to every input sequence. We optimize our model using Adam and use early stopping on a held-out validation set. The model quickly converges to optimal performance, usually after around 5000 updates after which it starts overfitting.

For the restaurant data set, to increase performance, we double the sizes of all the parameters and use embedding and recurrent dropout following (Gal, 2015). Further, we add a summarizer LSTM to each decoder. The summarizer LSTM reads the entire encoded input. The last hidden state of the summarizer LSTM is then concatenated to each input to the decoder.

### 3.4 Results

<table>
<thead>
<tr>
<th>Data set</th>
<th>Baseline</th>
<th>Ours</th>
<th>(p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATIS</td>
<td>0.977</td>
<td>0.974</td>
<td>0.1755</td>
</tr>
<tr>
<td>Movie</td>
<td>0.816</td>
<td>0.817</td>
<td>0.3792</td>
</tr>
<tr>
<td>Restaurant</td>
<td>0.724</td>
<td>0.694</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 3: Micro average F1 scores on the E2E data sets. Results that are significantly better \((p < 0.05)\) are highlighted in bold.

We see in Table 3 that our model is competitive with the baseline models in terms of micro-averaged F1 for two of the three data sets. This is a remarkable result given that the baselines are trained on token-level labels, whereas our model is trained end-to-end. For the restaurant data set, our model is slightly worse than the baseline.

### 4 Related work

Event extraction (EE) is similar to the E2E IE task we propose, except that it can have several event types and multiple events per input. In our E2E IE task, we only have a single event type and assume there is zero or one event mentioned in the input, which is an easier task. Recently, Nguyen et al. (2016) achieved state of the art results on the ACE 2005 EE data set using a recurrent neural network to jointly model event triggers and argument roles.

Other approaches have addressed the need for token-level labels when only raw output values are available. Mintz et al. (2009) introduced distant supervision, which heuristically generates the token-level labels from the output values. You do this by searching for input tokens that matches output values. The matching tokens are then assigned the labels for the matching outputs. One drawback is that the quality of the labels crucially depend on the search algorithm and how closely the tokens match the output values, which makes it brittle. Our method is trained end-to-end, thus not relying on brittle heuristics.

Sutskever et al. (2014) opened up the sequence-to-sequence paradigm. With the addition of attention (Bahdanau et al., 2014), these models achieved state-of-the-art results in machine translation (Wu et al., 2016). We are broadly inspired by these results to investigate E2E models for IE.

The idea of copying words from the input to the output have been used in machine translation to overcome problems with out-of-vocabulary words (Gulcehre et al., 2016; Gu et al., 2016).

### 5 Discussion

We present an end-to-end IE model that does not require detailed token-level labels. Despite being trained end-to-end, it is competitive with baseline models relying on token-level labels. In contrast to them, our model can be used on many real life IE tasks where intermediate token-level labels are not available and creating them is not feasible.

In our experiments our model and the baselines had access to the same amount of training samples. In a real life scenario it is likely that token-level labels only exist for a subset of all the data. It would be interesting to investigate the quantity/quality trade-of of the labels, and a multi task extension to the model, which could make use of available token-level labels.

Our model is remarkably stable to hyper parameter changes. On the restaurant dataset we tried several different architectures and hyper parameters before settling on the reported one. The difference between the worst and the best was approximately 2 percentage points.

A major limitation of the proposed model is that it can only output values that are present in the input. This is a problem for outputs that are normalized before being submitted as machine readable data, which is a common occurrence. For instance, dates might appear as 'Jan 17 2012' in...
the input and as '17-01-2012' in the machine readable output.

While it is clear that this model does not solve all the problems present in real-life IE tasks, we believe it is an important step towards applicable E2E IE systems.

In the future, we will experiment with adding character level models on top of the pointer network outputs so the model can focus on an input, and then normalize it to fit the normalized outputs.
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Abstract—Document information extraction tasks performed by humans create data consisting of a PDF or document image input, and extracted string outputs. This end-to-end data is naturally consumed and produced when performing the task because it is valuable in and of itself. It is naturally available, at no additional cost. Unfortunately, state-of-the-art word classification methods for information extraction cannot use this data, instead requiring word-level labels which are expensive to create and consequently not available for many real life tasks. In this paper we propose the Attend, Copy, Parse architecture, a deep neural network model that can be trained directly on end-to-end data, bypassing the need for word-level labels. We evaluate the proposed architecture on a large diverse set of invoices, and outperform a state-of-the-art production system based on word classification. We believe our proposed architecture can be used on many real life information extraction tasks where word classification cannot be used due to a lack of the required word-level labels.

I. INTRODUCTION

As long as people communicate using unstructured documents, there’ll be a demand for extracting structured information from these documents. However, extracting information from such documents is a tedious and costly task for humans. The field of information extraction investigates how to automate this task.

Consider employees at an enterprise processing invoices. They receive a paper or PDF invoice, extract a few important fields, e.g. the invoice number, total, due date, etc, and type it into a computer system. Simply doing their job they are implicitly creating a dataset consisting of pairs of PDF or paper invoices and their extracted fields. We define end-to-end data as such data that is naturally consumed and produced in a human information extraction tasks. By definition this data is available, should one wish to capture it.

Unfortunately such end-to-end data cannot be used with state-of-the-art machine learning methods for information extraction. Current state-of-the-art approaches require labeling of every word, which is costly to obtain, and consequently not available for many real life tasks. The distinction between end-to-end data and data labeled on the word level is subtle but important. In the invoice example the end-to-end data simply tells us what the total is, whereas data labeled on the word level tells us where it is. The former type of data is plentiful, produced naturally and is hard to learn from. The latter is scarce, must be explicitly produced for the purpose of machine learning, and is easier to learn from.

In this paper we propose an end-to-end deep neural network architecture that can be trained directly from end-to-end information extraction data. This is our main contribution. We believe this architecture can be useful for many real-life information extraction tasks, where end-to-end data already exists, and word-level labeling is not feasible.

We evaluate our proposed architecture on a large diverse set of invoices. Invoices are somewhat special documents, in that documents from the same supplier often has a consistent layout, or template. Powerful methods exists for extracting information from templates, given that the template is known beforehand, but these methods generalize poorly across templates. Our proposed architecture addresses the harder task of learning a model that generalizes across document templates and as such can be used on unseen templates. This is important for invoices where the template often varies considerable across suppliers. We make the key assumption that the same structured information must be extracted from every document. For invoices this is a reasonable assumption, as invoices are fairly well defined documents.

Invoices are complex documents with considerable spatial structure, featuring both text and image modalities. The proposed architecture takes the spatial structure into account by using convolutional operations on the concatenated document text and image modalities. The text modality is represented in a principled manner by embedding the extracted text in a spatial grid. We assume the text of the document is given or extracted using an Optical Character Recognition (OCR) engine.

While this paper consider the case of invoices, the Attend, Copy, Parse framework is in no way limited to invoices. It could be used for any documents from which you are interested in extracting a fixed set of fields e.g. quarterly earning reports or meeting schedules from emails.

II. RELATED WORK

A. Pattern matching.

An intuitive approach to information extraction is to identify patterns in the unstructured data and use that to extract information. For instance, the total amount due in an invoice is typically to the right of a word that says “total”, and is
typically a decimal number, a pattern which can be captured using a regular expression.

There’s a rich literature that expand upon this general idea. For instance, Riloff et al. [1993] suggests an expressive pattern matching languages that can take the syntactic sentence structure into account, e.g. match the noun of a given verb keyword and Huffman [1995] proposes extracting multiple target values using a single joint syntactic and keyword based pattern match. See Muslea et al. [1999] for a survey.

For the more specific task of extracting information from business documents several works use a pattern matching approach. Schuster et al. [2013], Rusinol et al. [2013] and Cesarini et al. [2003] require users to annotate which words should be extracted for a given document template, then automatically generate patterns matching those words. At test time, these patterns generate candidate words, which are scored using heuristics. Dengel and Klein [2002], Esser et al. [2012] and Medvet et al. [2011] all use manually configured patterns based on keywords, parsing rules and positions.

Pattern matching generally works better the more homogeneous and structured the input is. The main disadvantages are that the patterns takes time and expertise to create and maintain, and often doesn’t generalize across document templates.

B. Word classification.

Machine learning offers an elegant solution to deciding which words to extract. Given a dataset of documents and labels for each word, it becomes a regular classification task; given a word classify whether it should be extracted. If multiple values are to be extracted, e.g. total, date, etc. it becomes a multiclass classification task. The field of Natural Language Processing (NLP) uses this approach extensively, to perform a variety of tasks, e.g. Named Entity Recognition (NER) or part of speech tagging. See Collobert and Weston [2008] for an overview of tasks and methods.

Traditionally the machine learning practitioner would come up with a set of features for words and use a shallow classifier, e.g. logistic regression, SVMs, etc. Many of the insights and heuristics used in the pattern matching approach can be repurposed as features. However, state-of-the-art deep learning methods generally avoid feature engineering and favor word embeddings [Mikolov et al., 2013, Pennington et al., 2014] and deep neural networks [Ma and Hovy, 2016, Lample et al., 2016, Santos and Guimaraes, 2015].

The main drawback of the word classification approach to information extraction is the need for a richly labeled dataset as every word must be labeled. Manual labeling is an expensive process, that is consequently not feasible for many real life information extraction tasks.

Distant supervision [Mintz et al., 2009] proposes to generate the word-level labels heuristically from the available data. For instance, in our invoice example, if we know the total is "200.00" we can search for this string in the PDF, and label all words that match as the total. Palm et al. [2017] takes this approach and achieves state-of-the-art results on a large diverse set of invoices. The drawback is that the labels depend entirely on the quality of the manually created heuristics. The heuristics should be smart enough to know that the 200 in the string "total: 200 $" is probably the total, whereas 200 in the string "200 liters" is probably not. This is further complicated if the target string is not present letter-to-letter in the inputs.

C. End-to-end methods

Deep neural networks and the end-to-end training paradigm have lead to breakthroughs in several domains e.g. image recognition [Krizhevsky et al., 2012], and machine translation [Bahdanau et al., 2014]. We are broadly inspired by these successes to investigate end-to-end learning for information extraction from documents.

Convolutional neural networks have been used extensively on document images, e.g. segmenting documents [Yang et al., 2017, Chen et al., 2017a, Wick and Puppe, 2018], spotting handwritten words [Sudholt and Fink, 2016], classifying documents [Kang et al., 2014] and more broadly detecting text in natural scenes [Liao et al., 2017, Borisyuk et al., 2018]. In contrast to our task, these are trained on explicitly labeled datasets with information on where the targets are, e.g. pixel level labels, bounding boxes, etc.

Yang et al. [2017] proposes to combine the document image modality with a text embedding modality in a convolutional network for image segmentation, by fusing the modalities late in the network. We fuse the modalities as early as possible, which we find work well for our application.

The idea of reading from an external memory using an attention mechanism similar to the one proposed in Bahdanau et al. [2014] was introduced in Graves et al. [2014] and Weston et al. [2014], Sukhbaatar et al. [2015]. Our memory implementation largely follows this paradigm, although it is read-only. External memories has since been studied extensively [Miller et al., 2016, Santoro et al., 2016, Graves et al., 2016].

III. METHODS

We are given a dataset of $N$ samples, each consisting of

- A document image $x \in [0,1]^{H \times W \times 3}$, where $H$ and $W$ is the height and width of the document image respectively.
- A set of $P$ words $w = \{(w_1, p_1), ..., (w_P, p_P)\}$ where $w_i$ is the word text and $p_i \in [0,1]^4$ denotes the normalized word position and size in the document image. This would typically be the output of an OCR engine applied to the document image.
- Target strings $t_k$ for $K$ values we wish to extract, e.g. "2018-07-23" for a date.

The task is to learn a system that extracts the correct $K$ output strings $y = [y_1, ..., y_K]$ for a new input $(x, w)$. The system should be able to handle:

- Unseen document templates, i.e. generalize across document templates.
- Normalized target strings. Some target strings $t_k$, e.g. date and amounts, are normalized to standard formats in the end-to-end data, so may not be present letter-to-letter in the inputs.
• Target strings spanning multiple words in the input. A single normalized target string, e.g. the date, "2018-07-23" might be represented as several words in the input e.g. "23rd", "July", "2018".
• Optional outputs. An output might be optional.

A natural human approach to information extraction is: for each value to extract: 1) locate the string to extract 2) parse it into the desired format. Our proposed framework is broadly inspired by this approach. On a high level the Attend, Copy, Parse framework produces an output string $y_k$ as

$$a_k = \text{Attend}_k (x, w)$$
$$c_k = \text{Copy}_k (a_k, w)$$
$$h_k = \text{Context}_k (x, w)$$
$$y_k = \text{Parse}_k (c_k, h_k) .$$

The main idea is to build an external memory bank the same size as the document image, containing the words encoded as a sequence of characters at the memory positions corresponding to the positions of the words in the image. The attend module attends to this memory bank and the copy module copies out the attended string. The parse module parses the attended string into the desired output format, optionally given a context vector computed from the inputs. See figure 1 for an overview.

We will now describe each module in detail for a single model. The $k$ subscript is dropped in the following since we train separate models for each of the $K$ fields.

A. External memory

We start by constructing the external memory bank, $M \in \{0, 1\}^{H \times W \times G \times L \times D}$ containing N-grams up to length $G$. In our experiments $G = 4$. The N-grams are created by an algorithm that divides the document into a number of non-intersecting lines and sorts the words by their horizontal position inside each line.

The N-grams are encoded as a sequence of one-hot encoded characters, such that $L$ is the maximum sequence length we consider and $D$ is the size of the character set we’re using.

For our experiments $L = 128$ and $D = 103$. The memory has $W \times H \times G \times L$ slots, that can each contain an encoded N-gram. The first two dimensions correspond to the spatial dimensions of the document and the third to the length of the N-gram. This memory tensor quickly becomes too big to keep in memory. However, since it is very sparse it can be represented as a sparse tensor.

It is not immediately obvious which slots in the memory should contain the N-grams, since each N-gram span multiple pixels in the document image. We found that it suffices to store the encoded N-grams in the single slot corresponding to the top-left corner position of the first word in each N-gram. This makes the sums in the copy module considerably faster.

B. Attend

We compute unnormalized attention logits $u \in \mathbb{R}^{H \times W \times G}$ for each slot in the external memory.

$$u = \text{Attend} (x, w) .$$

(1)

Since we know which slots in the memory are not empty, we only want the network to put probability mass here. To achieve this we set $u$ to $-1000$ everywhere else before we compute the attention distribution $a \in [0, 1]^{H \times W \times G}$ using the softmax operation.

$$a_{ijg} = \frac{e^{u_{ijg}}}{\sum_{i=1}^{H} \sum_{j=1}^{W} \sum_{g=1}^{G} e^{u_{ijg}}} .$$

(2)

In our experiments we parameterize the Attend function in the following way. We construct an input representation of the document $r \in \mathbb{R}^{H \times W \times U}$, where $U$ is the number of feature channels.

$$r = \text{Concat} (x, q_w, q_p, q_c, z, \delta_x, \delta_y, \eta) ,$$

(3)

where $q_w$, $q_p$ and $q_c$ are learned 32 dimensional word, pattern and character embeddings, respectively. The pattern embedding is an embedding of the word after all characters have been replaced with the character $x$, all digits with $0$ and all
other characters with a dot. Word and pattern embeddings are replicated across the spatial extent of the entire word. Character embeddings are replicated across the spatial extent of each character in the word. In case characters overlap due to down-sampling of the document image, the rightmost character wins. \( z \) is two binary indicator channels whether the N-gram at this position parses as an amount or a date, according to two pre-configured parsers. \( \delta_x \) and \( \delta_y \) contain the normalized \((0,1)\) horizontal and vertical positions. Finally \( \eta \) is a binary indicator whether the external memory at this spatial position is non-empty.

We pass \( r \) through four dilated convolution blocks [Yang et al., 2017]. A dilated convolution block consists of a number of dilated convolution operations, each with a different dilation rate, that all operate in parallel on the input, and whose outputs are concatenated channel wise. Each dilated convolution block contains 4 dilated convolution operations with dilation rates \([1, 2, 4, 8]\), each with 32 \(3 \times 3\) filters with ReLU nonlinearities. The output of each dilated convolution block has 128 channels. See figure 2.

![Attention module](image)

**Fig. 2.** Attend module and dilated block details. “d” denotes the dilation rate.

The dilated convolution block allows the network to preserve detailed local information through the layers with smaller dilation rates, while capturing a large context through the layers with higher dilation rates, both of which are important for our task.

After the 4 dilated convolution blocks we apply dropout, and a final convolution operation with \( G \) linear \(3 \times 3\) filters, to get the unnormalized attention logits \( u \), for each memory slot. We tried several other attention module architectures including Unet [Ronneberger et al., 2015], residual networks [He et al., 2016] and deeper, wider variants of the residual blocks. The architecture described was chosen based on its performance on a validation set.

C. Copy

Given the memory \( M \) and the attention distribution we copy out the attended N-gram \( c \in [0,1]^{L \times D} \),

\[
c_{id} = \sum_{i=1}^{H} \sum_{j=1}^{W} \sum_{g=1}^{G} \alpha_{ijg} M_{ijgd} .
\]

We use the term copy, although it is a soft differentiable approximation to copy, such that each \( c \) is a weighted sum over all the N-grams present in the document. Accordingly, each character \( c_{ij} \) is a distribution over all the characters in the character set.

D. Context

The context of an N-gram is often important for parsing it correctly. For instance the date “02/03/2018” is ambiguous. It can either be the 2nd of March or the 3rd of February, but the context can disambiguate it. For instance, if the language of the document is German, then it is more likely that it is the former. In our experiments we use the following context function.

\[
h_f = \sum_{i=1}^{H} \sum_{j=1}^{W} \sum_{g=1}^{G} \alpha_{ijg} v_{ijf} ,
\]

where \( v \in \mathbb{R}^{H \times W \times 128} \) is the output of the last dilated convolution block of the attend module, after dropout. Thus, \( h \) is a vector \( h \in \mathbb{R}^{128} \). For simplicity the implementation of the context function in our experiments only depend on the attention module, but in general, it can be any function of the input \((x, w)\).

E. Parse

Given the attended word \( c \), and the context vector \( h \), we parse \( c \) into the output \( y \). This is in essence a character based sequence to sequence task:

\[
y = \text{Parse}(c, h) .
\]

The implementation of Parse depends on the output format. Some fields might not need any parsing, while dates and amounts need different parsing. In the following we describe the four different parsers we use.

**NoOp Parser.** This is the simplest parser. It returns the attended sequence as is

\[
y = c .
\]

**Optional Parser.** This returns a mixture of the attended input and a string \( c \) consisting solely of <EOS> tokens

\[
\alpha = f(h) \\
y = (1 - \alpha)c + \alpha c ,
\]

where \( \alpha \) in \([0,1]\) is the mixture parameter. We use a single fully connected layer with one sigmoid output unit for \( f \).
**Date Parser.** Our target dates are represented in ISO 8601 format, e.g. “2018-07-23” which has a constant output length of ten characters, with two fixed characters. We use the following architecture in our two experiments which we find work well:

\[
e = \sum_{i=1}^{L^*} \text{CNNMP}(c)\]

\[
y = \text{MLP}(\text{Concat}(e, h))\]

where CNNMP is 4 layers of CNN with 128 ReLU units with kernel size 3, followed by stride 2 maxpooling. \(L^* = \frac{L}{2}\) is the length of the sequence after the four maxpooling layers. As such \(e \in \mathbb{R}^{128}\). MLP is 3 fully connected layers with 128 ReLU units, followed by dropout, and finally a linear layer with \(10 \times D\) linear outputs, which outputs the unnormalized logits for the ten characters. We could use a smaller output character set than \(D\), but for simplicity we use a single character set for representing all characters.

**Amount Parser.** The amounts in the dataset are normalized by removing leading and trailing zeros, e.g. “00.020” gets formatted to “0.02” and “1.00” to “1”. We use a fixed output size of 16 characters.

Our amount parser is a pointer-generator networks [See et al., 2017], with a bidirectional LSTM with 128 units to encode the input sequence, and a LSTM with 128 units to generate the output hidden states. The idea behind using a pointer-generator network is that if the attended input is a digit, it can be copied directly, if it is a decimal separator, the network can generate a dot, and if it is the last significant digit the network can generate an \(<\text{EOS}>\) token. For details see the appendix.

**F. Loss and attention regularization**

The main loss is the average cross-entropy between the targets characters \(t\) and the output characters \(y\).

We found that the softmax operation in equation (2) had a tendency to underflow for many of the non-empty memory positions causing the network to get stuck in the initial phase of training. To solve this we added a regularization term to the loss defined as the cross-entropy between a uniform attention distribution over the non-empty memory positions and the attention distribution produced by the attend module in equation (2):

\[
\mathcal{L}(y, t) = -\frac{1}{L} \sum_{l=1}^{L} \log(y_l[t_l]) - \frac{1}{|I|} \sum_{(i,j,g) \in I} \log(a_{ijg})
\]

where \(y_l[t_l]\) indicates the \(t_l\)th element of \(y\), \(I\) is the set of non-empty memory positions and \(\lambda\) is a small scalar hyper-parameter. The regularization encourages the network to place attention mass uniformly on the non-empty memory positions.

**IV. EXPERIMENTS**

Our dataset consists of 1,181,990 invoices from 43,023 different suppliers. The dataset is obtained from production usage of an invoice information extraction system. The suppliers upload a document image and the system extracts several fields of interest. If the system makes a mistake for a field the suppliers themselves type in the correct value for the field. Note, the suppliers do not need to indicate which word in the document corresponds to the field so as to not burden them with additional labeling effort. As such the dataset fits our end-to-end dataset definition and the description in the methods section; it is not known which words in the document corresponds to the fields we wish to extract, we simply know the target value of each field. We focus on seven important fields, 1) the invoice number, 2) the order number, 3) the date, 4) the total, 5) the sub total before tax, 6) the tax total and 7) the tax percent.

We split the suppliers randomly into 42,163 training suppliers and 860 testing suppliers. The training and testing sets of documents consists of all documents from each set of suppliers, 1,153,078 and 28,912 documents, respectively. Splitting on the suppliers instead of splitting on the documents allows us to measure how well the model generalize across document templates, assuming all suppliers use different templates.

There are two main sources of noise in this dataset, that will limit the maximum performance of any system.

1) OCR. If the OCR engine makes a mistake, it is very hard to recover from that later on. With a powerful enough parser it is not impossible, but still unlikely.

2) Suppliers. The suppliers can and will type in field values that are not present in the document image. For instance the supplier might type in the date they are correcting the document, rather than the date present in the document, in order to not backdate the invoice. This kind of noise is near impossible to correct for.

In order to estimate the maximum performance of a system for this dataset, we perform the following analysis. Given a target value \(t_k\) we try to find this value in the document. If \(t_k\) is an amount, we use a recall oriented amount parser based on regular expressions to parse the strings in the document. We apply a similar procedure for dates. This way we can measure an approximate fraction of target strings present in the document. We use the term “Readable” for this fraction of target values. For the fields that do not use a parser, i.e., the invoice number and the order number, this is an upper bound on the possible accuracy for our proposed end-to-end architecture. For the other fields, it is conceivable that we can learn a better parser than the regular expression based parsers, but it is still a decent approximation of the achievable accuracy.

We compare the proposed end-to-end system to the production system described in Palm et al. [2017], which is trained and tested on the same data. In short the production system uses the word-classification approach with word labels derived using a distant supervision heuristic. A logistic regression classifier classifies each word into, e.g. the invoice number, total, etc. After classifying the words, they are parsed, and the system uses heuristics to pick the best candidate words, e.g. for the total fields, it tries to find a joint solution such that the totals add up, etc.
We train a separate model for each of the seven fields, which all have the same architecture and hyper-parameters, except for the parsers. The invoice number uses the no-op parser, the order number the optional parser, the date the date parser, and the rest use the amount parser. We pre-train the amount parser on amounts extracted from the training documents, parsed with a conventional regular expression based parser. We observe that the amount parser quickly learns to replicate the regular expressions. Each model is optimized using the Adam [Kingma and Ba, 2014] optimizer, with a batch size of 32, learning rate 0.0003, dropout of 0.5, λ = 0.0001, and trained for 50,000 batch updates, with a small L2 regularization of 0.0001. We resize the document image to 128 × 128 pixels, disregarding aspect ratio. See table I for the results.

Table I: Results. Fraction of correct values.

<table>
<thead>
<tr>
<th>Field</th>
<th>Readable</th>
<th>Prod</th>
<th>Prod-</th>
<th>Attend, Copy, Parse</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>0.90</td>
<td>0.78</td>
<td>0.78</td>
<td>0.87</td>
</tr>
<tr>
<td>Order id</td>
<td>0.90</td>
<td>0.82</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>Date</td>
<td>0.83</td>
<td>0.70</td>
<td>0.70</td>
<td>0.80</td>
</tr>
<tr>
<td>Total</td>
<td>0.81</td>
<td>0.85</td>
<td>0.77</td>
<td>0.81</td>
</tr>
<tr>
<td>Sub total</td>
<td>0.84</td>
<td>0.84</td>
<td>0.73</td>
<td>0.79</td>
</tr>
<tr>
<td>Tax total</td>
<td>0.80</td>
<td>0.87</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>Tax percent</td>
<td>0.79</td>
<td>0.83</td>
<td>0.68</td>
<td>0.87</td>
</tr>
<tr>
<td>Average</td>
<td>0.84</td>
<td>0.81</td>
<td>0.75</td>
<td>0.83</td>
</tr>
</tbody>
</table>

The proposed Attend, Copy, Parse system performs better on average, and close to the approximate maximum accuracy possible given the architecture, denoted “Readable”. The invoice number is a good field to compare how good the respective systems are purely at “finding” the correct N-gram, since there’s no parsing involved in either system. Here the Attend, Copy, Parse system excels. However, the production system, “Prod”, performs significantly better on 3 of the 4 amount fields. The production system uses a heuristic to pick the total fields jointly, such that they add up. In order to test how much this heuristic improves the results we test a version of the production system with this heuristic disabled. We denote this “Prod-”. This version simply choose the word with the highest probability given by the logistic regression classifier that can be parsed into an amount for each of the total fields. It is clear from the results that this heuristic considerably boosts the accuracy on the total fields. Interestingly the Attend, Copy, Parse architecture recovers more correct tax percentages than can be found in the documents. Upon closer inspection this is because many documents have zero taxes, but do not contain an explicit zero. The pointer-generator amount parser learns to generate a zero in these cases.

V. Discussion

We have presented a deep neural network architecture for end-to-end information extraction from documents. The architecture does not need expensive word-level labels, instead it can directly use the end-to-end data that is naturally produced in a human information extraction tasks. We evaluated the proposed architecture on a large diverse set of invoices, where we outperform a state-of-the-art production system based on distant supervision, word classification and heuristics.

The proposed architecture can be improved in several ways. The most obvious shortcoming is that it can only handle single page documents. This is theoretically easy to remedy by adding a new page dimension to the inputs, turning the spatial convolutions into volumetric convolutions, and letting the attend module output attention over the pages as well. The main concern is the computational resources required for this change.

It should be possible to learn a single network which output the K strings. We experimented with this, by letting the attention module output K attention distributions, having K separate copy and parse modules, and training everything jointly using the sum of losses across each of the K outputs. It worked, but less well. We suspect it is because of imbalance between the losses. For instance dates have lower entropy in general compared to invoice numbers. Loss imbalance is a general challenge in the multi-task learning setting [Kendall et al., 2017, Chen et al., 2017b].

Going from not taking the dependencies between the total fields into account (Prod-) to taking them into account (Prod) significantly increases the performance of the system even given a relatively weak classifier. Unfortunately, the heuristic used in the Prod system cannot be directly used with the Attend, Copy, Parse architecture as it is not differentiable.

We did come up with an idea to incorporate the two constraints (total = sub total + tax total and tax total = sub total · tax percentage) in our Attend, Copy, Parse framework. We did come up with an idea to incorporate the two constraints (total = sub total + tax total and tax total = sub total · tax percentage) in our Attend, Copy, Parse framework but it did not improve on the results. Here we describe the idea briefly. It consists of three steps: 1) let the network output a probability that each total field should be inferred from the constraints instead of being outputted directly, 2) Assuming you will sample which fields to infer from this distribution, write up the marginal probability of all the fields being correct and 3) Use the negative log of this probability as a loss instead of the four individual total field losses. If you sample three or four fields to infer, then the probability of all the fields being correct is zero, since you can at most infer two of the fields from the constraints. If you sample two fields or less, then the probability that all the fields are correct is the probability that all the non-inferred fields are correct. The marginal probability that all of the fields are correct is then the sum over the probability that a permutation of fields to be inferred is chosen, multiplied by the probability that all the non-inferred fields for the given permutation are correct. There’s only (4) + (4) + (4) = 11 permutations that give non-zero probabilities, so they can simply be computed and summed.

The presented architecture can only extract non-recurring fields as opposed to recurring, structured fields such as invoice lines. Theoretically it should be possible to output the lines by recurrently outputting the fields of a single line at a time, and then conditioning the attention module on the previously outputted line. This would be an interesting direction for future work.
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VI. Appendix

A. Amount parser details

We use a fixed output size of \( O = 16 \) characters. Each output character \( y_o \in [0, 1]^D \) is a weighted sum over characters from the attended string \( c \), or generated from the character set.

\[
y_o = \rho_o \sum_{l=1}^{L} (a_{ol} c_l) + (1 - \rho_o) g(v_o),
\]

where \( \rho_o \in [0, 1] \) determines whether \( y_o \) should be copied from the attended string \( c \) or generated from the character set. \( a \in [0, 1]^{O \times L} \) is \( O \) attention distributions over each character in the input string; one for each character in the output string, which determines which character to copy. \( g \) is a function that maps \( e_o \in \mathbb{R}^{256} \) to a distribution over the character set. In our experiments we use a single dense layer with \( D \) outputs and a softmax nonlinearity. \( \rho_o \) is given as

\[
\rho_o = f(v_o),
\]

where \( f \) is a function that maps \( e_o \) to \([0, 1]\). In our experiments we used a single dense layer with a single sigmoid output. \( e_o \) is

\[
e_o = \sum_{l=1}^{L} (a_{ol} h_l),
\]

where \( h \in \mathbb{R}^{L \times 256} \) is the encoded input string \( c \). We use a bidirectional LSTM with 128 hidden units each to encode the input string.

\[
h = \text{BiLSTM}(c),
\]

All that remains to be defined are \( a \), the \( O \) attention distributions over the input characters.

\[
a_{ol} = \frac{e^{\alpha_{ol}}}{\sum_{l=1}^{L} e^{\alpha_{ol}}},
\]

\[
\alpha_{ol} = \phi(u_o, h_l),
\]

where \( \phi \) maps \( u_o \in \mathbb{R}^{128} \) and \( h_l \in \mathbb{R}^{256} \) to \( R \). Following Bahdanau et al. [2014] we use

\[
\phi(u_o, h_l) = \tanh(u_o W_u + h_l W_h) W_t,
\]

where \( \tanh \) is applied element-wise and \( W_u \in \mathbb{R}^{128 \times 128} \), \( W_h \in \mathbb{R}^{256 \times 128} \) and \( W_t \in \mathbb{R}^{128 \times 1} \) are learned weight matrices. Finally, \( u \in \mathbb{R}^{O \times 128} \) is the output of a 128 unit LSTM run for \( O \) steps with no inputs.
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Abstract

This paper is concerned with learning to solve tasks that require a chain of interdependent steps of relational inference, like answering complex questions about the relationships between objects, or solving puzzles where the smaller elements of a solution mutually constrain each other. We introduce the recurrent relational network, a general purpose module that operates on a graph representation of objects. As a generalization of Santoro et al. [2017]'s relational network, it can augment any neural network model with the capacity to do many-step relational reasoning. We achieve state of the art results on the bAbI textual question-answering dataset with the recurrent relational network, consistently solving 20/20 tasks. As bAbI is not particularly challenging from a relational reasoning point of view, we introduce Pretty-CLEVR, a new diagnostic dataset for relational reasoning. In the Pretty-CLEVR set-up, we can vary the question to control for the number of relational reasoning steps that are required to obtain the answer. Using Pretty-CLEVR, we probe the limitations of multi-layer perceptrons, relational and recurrent relational networks. Finally, we show how recurrent relational networks can learn to solve Sudoku puzzles from supervised training data, a challenging task requiring upwards of 64 steps of relational reasoning. We achieve state-of-the-art results amongst comparable methods by solving 96.6% of the hardest Sudoku puzzles.

1 Introduction

A central component of human intelligence is the ability to abstractly reason about objects and their interactions [Spelke et al., 1995, Spelke and Kinzler, 2007]. As an illustrative example, consider solving a Sudoku. A Sudoku consists of 81 cells that are arranged in a 9-by-9 grid, which must be filled with digits 1 to 9 so that each digit appears exactly once in each row, column and 3-by-3 non-overlapping box, with a number of digits given 1. To solve a Sudoku, one methodically reasons about the puzzle in terms of its cells and their interactions over many steps. One tries placing digits in cells and see how that affects other cells, iteratively working toward a solution.

Contrast this with the canonical deep learning approach to solving problems, the multilayer perceptron (MLP), or multilayer convolutional neural net (CNN). These architectures take the entire Sudoku as an input and output the entire solution in a single forward pass, ignoring the inductive bias that objects exists in the world, and that they affect each other in a consistent manner. Not surprisingly these models fall short when faced with problems that require even basic relational reasoning [Lake et al., 2016, Santoro et al., 2017].

The relational network of Santoro et al. [2017] is an important first step towards a simple module for reasoning about objects and their interactions but it is limited to performing a single relational operation, and was evaluated on datasets that require a maximum of three steps of reasoning (which,

1We invite the reader to solve the Sudoku in the supplementary material to appreciate the difficulty of solving a Sudoku in which 17 cells are initially filled.
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surprisingly, can be solved by a single relational reasoning step as we show). Looking beyond relational networks, there is a rich literature on logic and reasoning in artificial intelligence and machine learning, which we discuss in section 5.

Toward generally realizing the ability to methodically reason about objects and their interactions over many steps, this paper introduces a composite function, the recurrent relational network. It serves as a modular component for many-step relational reasoning in end-to-end differentiable learning systems. It encodes the inductive biases that 1) objects exist in the world 2) they can be sufficiently described by properties 3) properties can change over time 4) objects can affect each other and 5) given the properties, the effects object have on each other is invariant to time.

An important insight from the work of Santoro et al. [2017] is to decompose a function for relational reasoning into two components or “modules”: a perceptual front-end, which is tasked to recognize objects in the raw input and represent them as vectors, and a relational reasoning module, which uses the representation to reason about the objects and their interactions. Both modules are trained jointly end-to-end. In computer science parlance, the relational reasoning module implements an interface: it operates on a graph of nodes and directed edges, where the nodes are represented by real valued vectors, and is differentiable. This paper chiefly develops the relational reasoning side of that interface.

Some of the tasks we evaluate on can be efficiently and perfectly solved by hand-crafted algorithms that operate on the symbolic level. For example, 9-by-9 Sudokus can be solved in a fraction of a second with constraint propagation and search [Norvig, 2006] or with dancing links [Knuth, 2000]. These symbolic algorithms are superior in every respect but one: they don’t comply with the interface, as they are not differentiable and don’t work with real-valued vector descriptions. They therefore cannot be used in a combined model with a deep learning perceptual front-end and learned end-to-end.

Following Santoro et al. [2017], we use the term “relational reasoning” liberally for an object- and interaction-centric approach to problem solving. Although the term “relational reasoning” is similar to terms in other branches of science, like relational logic or first order logic, no direct parallel is intended.

This paper considers many-step relational reasoning, a challenging task for deep learning architectures. We develop a recurrent relational reasoning module, which constitutes our main contribution. We show that it is a powerful architecture for many-step relational reasoning on three varied datasets, achieving state-of-the-art results on bAbI and Sudoku.

2 Recurrent Relational Networks

We ground the discussion of a recurrent relational network in something familiar, solving a Sudoku puzzle. A simple strategy works by noting that if a certain Sudoku cell is given as a “7”, one can safely remove “7” as an option from other cells in the same row, column and box. In a message passing framework, that cell needs to send a message to each other cell in the same row, column, and box, broadcasting its value as “7”, and informing those cells not to take the value “7”. In an iteration $t$, these messages are sent simultaneously, in parallel, between all cells. Each cell $i$ should then consider all incoming messages, and update its internal state $h^t_i$ to $h^{t+1}_i$. With the updated state each cell should send out new messages, and the process repeats.

**Message passing on a graph.** The recurrent relational network will learn to pass messages on a graph. For Sudoku, the graph has $i \in \{1, 2, ..., 81\}$ nodes, one for each cell in the Sudoku. Each node has an input feature vector $x_i$, and edges to and from all nodes that are in the same row, column and box in the Sudoku. The graph is the input to the relational reasoning module, and vectors $x_i$ would generally be the output of a perceptual front-end, for instance a convolutional neural network. Keeping with our Sudoku example, each $x_i$ encodes the initial cell content (empty or given) and the row and column position of the cell.

At each step $t$ each node has a hidden state vector $h^t_i$, which is initialized to the features, such that $h^0_i = x_i$. At each step $t$, each node sends a message to each of its neighboring nodes. We define the message $m^t_{ij}$ from node $i$ to node $j$ at step $t$ by

\[
m^t_{ij} = f(h^{t-1}_i, h^{t-1}_j),
\] (1)
Figure 1: A recurrent relational network on a fully connected graph with 3 nodes. The nodes’ hidden states $h_t^i$ are highlighted with green, the inputs $x_t$ with red, and the outputs $o_t^i$ with blue. The dashed lines indicate the recurrent connections. Subscripts denote node indices and superscripts denote steps $t$. For a figure of the same graph unrolled over 2 steps see the supplementary material.

where $f$, the message function, is a multi-layer perceptron. This allows the network to learn what kind of messages to send. In our experiments, MLPs with linear outputs were used. Since a node needs to consider all the incoming messages we sum them with

$$m_t^j = \sum_{i \in N(j)} m_{ij}^t,$$

where $N(j)$ are all the nodes that have an edge into node $j$. For Sudoku, $N(j)$ contains the nodes in the same row, column and box as $j$. In our experiments, since the messages in (1) are linear, this is similar to how log-probabilities are summed in belief propagation [Murphy et al., 1999].

**Recurrent node updates.** Finally we update the node hidden state via

$$h_t^j = g \left( h_{t-1}^j, x_t^j, m_t^j \right),$$

where $g$, the node function, is another learned neural network. The dependence on the previous node hidden state $h_{t-1}^j$ allows the network to iteratively work towards a solution instead of starting with a blank slate at every step. Injecting the feature vector $x_t^j$ at each step like this allows the node function to focus on the messages from the other nodes instead of trying to remember the input.

**Supervised training.** The above equations for sending messages and updating node states define a recurrent relational network’s core. To train a recurrent relational network in a supervised manner to solve a Sudoku we introduce an output probability distribution over the digits 1-9 for each of the nodes in the graph. The output distribution $o_t^i$ for node $i$ at step $t$ is given by

$$o_t^i = r \left( h_t^i \right),$$

where $r$ is a MLP that maps the node hidden state to the output probabilities, e.g. using a softmax nonlinearity. Given the target digits $y = \{y_1, y_2, ..., y_{81}\}$ the loss at step $t$, is then the sum of cross-entropy terms, one for each node: $L_t = -\sum_{i=1}^{81} \log o_t^i [y_i]$, where $o_t^i [y_i]$ is the $y_i$’th component of $o_t^i$. Equations (1) to (4) are illustrated in figure 1.

**Convergent message passing.** A distinctive feature of our proposed model is that we minimize the cross entropy between the output and target distributions at every step.

At test time we only consider the output probabilities at the last step, but having a loss at every step during training is beneficial. Since the target digits $y_t$ are constant over the steps, it encourages the network to learn a convergent message passing algorithm. Secondly, it helps with the vanishing gradient problem.
Variations. If the edges are unknown, the graph can be assumed to be fully connected. In this case the network will need to learn which objects interact with each other. If the edges have attributes, $e_{ij}$, the message function in equation 1 can be modified such that $m_{ij}^t = f (h_{ij}^{t-1}, h_{ij}^{t-1}, e_{ij})$. If the output of interest is for the whole graph instead of for each node the output in equation 4 can be modified such that there’s a single output $o^t = r (\sum_i h_i^t)$. The loss can be modified accordingly.

3 Experiments

Code to reproduce all experiments can be found at github.com/rasmusbergpalm/recurrent-relational-networks.

3.1 bAbI question-answering tasks

Table 1: bAbI results. Trained jointly on all 20 tasks using the 10,000 training samples. Entries marked with an asterix are our own experiments, the rest are from the respective papers.

<table>
<thead>
<tr>
<th>Method</th>
<th>N</th>
<th>Mean Error (%)</th>
<th>Failed tasks (err. &gt;5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RRN* (this work)</td>
<td>15</td>
<td>0.46 ± 0.77</td>
<td>0.13 ± 0.35</td>
</tr>
<tr>
<td>SDNC [Rae et al., 2016]</td>
<td>15</td>
<td>6.4 ± 2.5</td>
<td>4.1 ± 1.6</td>
</tr>
<tr>
<td>DAM [Rae et al., 2016]</td>
<td>15</td>
<td>8.7 ± 6.4</td>
<td>5.4 ± 3.4</td>
</tr>
<tr>
<td>SAM [Rae et al., 2016]</td>
<td>15</td>
<td>11.5 ± 5.9</td>
<td>7.1 ± 3.4</td>
</tr>
<tr>
<td>DNC [Rae et al., 2016]</td>
<td>15</td>
<td>12.8 ± 4.7</td>
<td>8.2 ± 2.5</td>
</tr>
<tr>
<td>NTM [Rae et al., 2016]</td>
<td>15</td>
<td>26.6 ± 3.7</td>
<td>15.5 ± 1.7</td>
</tr>
<tr>
<td>LSTM [Rae et al., 2016]</td>
<td>15</td>
<td>28.7 ± 0.5</td>
<td>17.1 ± 0.8</td>
</tr>
<tr>
<td>EntNet [Henaff et al., 2016]</td>
<td>5</td>
<td>9.7 ± 2.6</td>
<td>5 ± 1.2</td>
</tr>
<tr>
<td>ReMo [Yang et al., 2018]</td>
<td>1</td>
<td>1.2</td>
<td>1</td>
</tr>
<tr>
<td>RN [Santoro et al., 2017]</td>
<td>1</td>
<td>N/A</td>
<td>2</td>
</tr>
<tr>
<td>MemN2N [Sukhbaatar et al., 2015]</td>
<td>1</td>
<td>7.5</td>
<td>6</td>
</tr>
</tbody>
</table>

bAbI is a text based QA dataset from Facebook [Weston et al., 2015] designed as a set of prerequisite tasks for reasoning. It consists of 20 types of tasks, with 10,000 questions each, including deduction, induction, spatial and temporal reasoning. Each question, e.g. “Where is the milk?” is preceded by a number of facts in the form of short sentences, e.g. “Daniel journeyed to the garden. Daniel put down the milk.” The target is a single word, in this case “garden”, one-hot encoded over the full bAbI vocabulary of 177 words. A task is considered solved if a model achieves greater than 95% accuracy. The most difficult tasks require reasoning about three facts.

To map the questions into a graph we treat the facts related to a question as the nodes in a fully connected graph up to a maximum of the last 20 facts. The fact and question sentences are both encoded by Long Short Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997] layers with 32 hidden units each. We concatenate the last hidden state of each LSTM and pass that through a MLP. The output is the node features $x_i$. Following [Santoro et al., 2017] all edge features $e_{ij}$ are set to the question encoding. We train the network for three steps. At each step, we sum the node hidden states and pass that through a MLP to get a single output for the whole graph. For details see the supplementary material.

Our trained network solves 20 of 20 tasks in 13 out of 15 runs. This is state-of-the-art and markedly more stable than competing methods. See table 1. We perform ablation experiment to see which parts of the model are important, including varying the number of steps. We find that using dropout and appending the question encoding to the fact encodings is important for the performance. See the supplementary material for details.

Surprisingly, we find that we only need a single step of relational reasoning to solve all the bAbI tasks. This is surprising since the hardest tasks requires reasoning about three facts. It’s possible that there are superficial correlations in the tasks that the model learns to exploit. Alternatively the model learns to compress all the relevant fact-relations into the 128 floats resulting from the sum over the node hidden states, and perform the remaining reasoning steps in the output MLP. Regardless, it appears multiple steps of relational reasoning are not important for the bAbI dataset.
3.2 Pretty-CLEVR

Given that bAbI did not require multiple steps of relational reasoning and in order to test our hypothesis that our proposed model is better suited for tasks requiring more steps of relational reasoning we create a diagnostic dataset “Pretty-CLEVER”. It can be seen as an extension of the “Sort-of-CLEVR” data set by [Santoro et al., 2017] which has questions of a non-relational and relational nature. “Pretty-CLEVR” takes this a step further and has non-relational questions as well as questions requiring varying degrees of relational reasoning.

Pretty-CLEVR consists of scenes with eight colored shapes and associated questions. Questions are of the form: “Starting at object X which object is N jumps away?”. Objects are uniquely defined by their color or shape. If the start object is defined by color, the answer is a shape, and vice versa. Jumps are defined as moving to the closest object, without going to an object already visited. See figure 2a. Questions with zero jumps are non-relational and correspond to: “What color is shape X?” or “What shape is color X?”. We create 100,000 random scenes, and 128 questions for each (8 start objects, 0-7 jumps, output is color or shape), resulting in 12.8M questions. We also render the scenes as images. The “jump to nearest” type question is chosen in an effort to eliminate simple correlations between the scene state and the answer. It is highly non-linear in the sense that slight differences in the distance between objects can cause the answer to change drastically. It is also asymmetrical, i.e. if the question “x, n jumps” equals “y”, there is no guarantee that “y, n jumps” equals “x”. We find it is a surprisingly difficult task to solve, even with a powerful model such as the RRN. We hope others will use it to evaluate their relational models.

Since we are solely interested in examining the effect of multiple steps of relational reasoning we train on the state descriptions of the scene. We consider each scene as a fully connected undirected graph with 8 nodes. The feature vector for each object consists of the position, shape and color. We encode the question as the start object shape or color and the number of jumps. As we did for bAbI we concatenate the question and object features and pass it through a MLP to get the node features $x_i$. To make the task easier we set the edge features to the euclidean distance between the objects. We train our network for four steps and compare to a single step relational network and a baseline.

Pretty-CLEVR is available online as part of the code for reproducing experiments.
MLP that considers the entire scene state, all pairwise distances, and the question as a single vector. For details see the supplementary material.

Mirroring the results from the “Sort-of-CLEVR” dataset the MLP perfectly solves the non-relational questions, but struggle with even single jump questions and seem to lower bound the performance of the relational networks. The relational network solves the non-relational questions as well as the ones requiring a single jump, but the accuracy sharply drops off with more jumps. This matches the performance of the recurrent relational network which generally performs well as long as the number of steps is greater than or equal to the number of jumps. See fig 2b. It seems that, despite our best efforts, there are spurious correlations in the data such that questions with six to seven jumps are easier to solve than those with four to five jumps.

3.3 Sudoku

We create training, validation and testing sets totaling 216,000 Sudoku puzzles with a uniform distribution of givens between 17 and 34. We consider each of the 81 cells in the 9x9 Sudoku grid a node in a graph, with edges to and from each other cell in the same row, column and box. The node features \( x_i \) are the output of a MLP which takes as input the digit for the cell (0-9, 0 if not given), and the row and column position (1-9). Edge features are not used. We run the network for 32 steps and at every step the output function \( r \) maps each node hidden state to nine output logits corresponding to the nine possible digits. For details see the supplementary material.

![Figure 3: Example of how the trained network solves part of a Sudoku. Only the top row of a full 9x9 Sudoku is shown for clarity. From top to bottom steps 0, 1, 8 and 24 are shown. See the supplementary material for a full Sudoku. Each cell displays the digits 1-9 with the font size scaled (non-linearly for legibility) to the probability the network assigns to each digit. Notice how the network eliminates the given digits 6 and 4 from the other cells in the first step. Animations showing how the trained network solves Sudokus, including a failure case can be found at imgur.com/a/ALsFb.](image)

Our network learns to solve 94.1% of even the hardest 17-givens Sudokus after 32 steps. We only consider a puzzled solved if all the digits are correct, i.e. no partial credit is given for getting individual digits correct. For more givens the accuracy (fraction of test puzzles solved) quickly approaches 100%. Since the network outputs a probability distribution for each digit, we can visualize how the network arrives at the solution step by step. For an example of this see figure 3.

To examine our hypothesis that multiple steps are required we plot the accuracy as a function of the number of steps. See figure 4. We can see that even simple Sudokus with 33 givens require upwards of 10 steps of relational reasoning, whereas the harder 17 givens continue to improve even after 32 steps. Figure 4 also shows that the model has learned a convergent algorithm. The model was trained for 32 steps, but seeing that the accuracy increased with more steps, we ran the model for 64 steps during testing. At 64 steps the accuracy for the 17 givens puzzles increases to 96.6%. 
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We also examined the importance of the row and column features by multiplying the row and column embeddings by zero and re-tested our trained network. At 64 steps with 17 givens, the accuracy changed to 96.7%. It thus seems the network does not use the row and column position information to solve the task.

Figure 4: Fraction of test puzzles solved as a function of number of steps. Even simple Sudokus with 33 givens require about 10 steps of relational reasoning to be solved. The dashed vertical line indicates the 32 steps the network was trained for. The network appears to have learned a convergent relational reasoning algorithm such that more steps beyond 32 improve on the hardest Sudokus.

We compare our network to several other differentiable methods. See table 2. We train two relational networks: a node and a graph centric. For details see the supplementary material. Of the two, the node centric was considerably better. The node centric correspond exactly to our proposed network with a single step, yet fails to solve any Sudoku. This shows that multiple steps are crucial for complex relational reasoning. Our network outperforms loopy belief propagation, with parallel and random messages passing updates [Bauke, 2008]. It also outperforms a version of loopy belief propagation modified specifically for solving Sudokus that uses 250 steps, Sinkhorn balancing every two steps and iteratively picks the most probable digit [Khan et al., 2014]. We also compare to learning the messages in parallel loopy BP as presented in Lin et al. [2015]. We tried a few variants including a single step as presented and 32 steps with and without a loss on every step, but could not get it to solve any 17 given Sudokus. Finally we outperform Park [2016] which treats the Sudoku as a 9x9 image, uses 10 convolutional layers, iteratively picks the most probable digit, and evaluate on easier Sudokus with 24-36 givens. We also tried to train a version of our network that only had a loss at the last step. It was harder to train, performed worse and didn’t learn a convergent algorithm.

Table 2: Comparison of methods for solving Sudoku puzzles. Only methods that are differentiable are included in the comparison. Entries marked with an asterix are our own experiments, the rest are from the respective papers.

<table>
<thead>
<tr>
<th>Method</th>
<th>Givens</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recurrent Relational Network* (this work)</td>
<td>17</td>
<td>96.6%</td>
</tr>
<tr>
<td>Loopy BP, modified [Khan et al., 2014]</td>
<td>17</td>
<td>92.5%</td>
</tr>
<tr>
<td>Loopy BP, random [Bauke, 2008]</td>
<td>17</td>
<td>61.7%</td>
</tr>
<tr>
<td>Loopy BP, parallel [Bauke, 2008]</td>
<td>17</td>
<td>53.2%</td>
</tr>
<tr>
<td>Deeply Learned Messages* [Lin et al., 2015]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Relational Network, node* [Santoro et al., 2017]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Relational Network, graph* [Santoro et al., 2017]</td>
<td>17</td>
<td>0%</td>
</tr>
<tr>
<td>Deep Convolutional Network [Park, 2016]</td>
<td>24-36</td>
<td>70%</td>
</tr>
</tbody>
</table>
### 3.4 Age arithmetic

Anonymous reviewer 2 suggested the following task which we include here. The task is to infer the age of a person given a single absolute age and a set of age differences, e.g. “Alice is 20 years old. Alice is 4 years older than Bob. Charlie is 6 years younger than Bob. How old is Charlie?”. Please see the supplementary material for details on the task and results.

### 4 Discussion

We have proposed a general relational reasoning model for solving tasks requiring an order of magnitude more complex relational reasoning than the current state-of-the-art. BaBi and Sort-of-CLEVR require a few steps, Pretty-CLEVR requires up to eight steps and Sudoku requires more than ten steps. Our relational reasoning module can be added to any deep learning model to add a powerful relational reasoning capacity. We get state-of-the-art results on Sudokus solving 96.6% of the hardest Sudokus with 17 givens. We also markedly improve state-of-the-art on the BaBi dataset solving 20/20 tasks in 13 out of 15 runs with a single model trained jointly on all tasks.

One potential issue with having a loss at every step is that it might encourage the network to learn a greedy algorithm that gets stuck in a local minima. However, the output function $r$ separates the node hidden states and messages from the output probability distributions. The network therefore has the capacity to use a small part of the hidden state for retaining a current best guess, which can remain constant over several steps, and other parts of the hidden state for running a non-greedy multi-step algorithm.

Sending messages for all nodes in parallel and summing all the incoming messages might seem like an unsophisticated approach that risk resulting in oscillatory behavior and drowning out the important messages. However, since the receiving node hidden state is an input to the message function, the receiving node can in a sense determine which messages it wishes to receive. As such, the sum can be seen as an implicit attention mechanism over the incoming messages. Similarly the network can learn an optimal message passing schedule, by ignoring messages based on the history and current state of the receiving and sending node.

### 5 Related work

Relational networks [Santoro et al., 2017] and interaction networks [Battaglia et al., 2016] are the most directly comparable to ours. These models correspond to using a single step of equation 3. Since it only does one step it cannot naturally do complex multi-step relational reasoning. In order to solve the tasks that require more than a single step it must compress all the relevant relations into a fixed size vector, then perform the remaining relational reasoning in the last forward layers. Relational networks, interaction networks and our proposed model can all be seen as an instance of Graph Neural Networks [Scarselli et al., 2009, Gilmer et al., 2017].

Graph neural networks with message passing computations go back to Scarselli et al. [2009]. However, there are key differences that we found important for implementing stable multi-step relational reasoning. Including the node features $x_j$ at every step in eq. 3 is important to the stability of the network. Scarselli et al. [2009], eq. 3 has the node features, $l_j$, inside the message function. Battaglia et al. [2016] use an $x_j$ in the node update function, but this is an external driving force. Sukhbaatar et al. [2016] also proposed to include the node features at every step. Optimizing the loss at every step in order to learn a convergent message passing algorithm is novel to the best of our knowledge. Scarselli et al. [2009] introduces an explicit loss term to ensure convergence. Ross et al. [2011] trains the inference machine predictors on every step, but there are no hidden states; the node states are the output marginals directly, similar to how belief propagation works.

Our model can also be seen as a completely learned message passing algorithm. Belief propagation is a hand-crafted message passing algorithm for performing exact inference in directed acyclic graphical models. If the graph has cycles, one can use a variant, loopy belief propagation, but it is not guaranteed to be exact, unbiased or converge. Empirically it works well though and it is widely used [Murphy et al., 1999]. Several works have proposed replacing parts of belief propagation with learned modules [Heess et al., 2013, Lin et al., 2015]. Our work differs by not being rooted in loopy BP, and instead learning all parts of a general message passing algorithm. Ross et al. [2011] proposes
Inference Machines which ditch the belief propagation algorithm altogether and instead train a series of regressors to output the correct marginals by passing messages on a graph. Wei et al. [2016] applies this idea to pose estimation using a series of convolutional layers and Deng et al. [2016] introduces a recurrent node update for the same domain.

There is rich literature on combining symbolic reasoning and logic with sub-symbolic distributed representations which goes all the way back to the birth of the idea of parallel distributed processing McCulloch and Pitts [1943]. See [Raedt et al., 2016, Besold et al., 2017] for two recent surveys. Here we describe only a few recent methods. Serafini and Garcez [2016] introduces the Logic Tensor Network (LTN) which describes a first order logic in which symbols are grounded as vector embeddings, and predicates and functions are grounded as tensor networks. The embeddings and tensor networks are then optimized jointly to maximize a fuzzy satisfiability measure over a set of known facts and fuzzy constraints. Šourek et al. [2015] introduces the Lifted Relational Network which combines relational logic with neural networks by creating neural networks from lifted rules and training examples, such that the connections between neurons created from the same lifted rules shares weights. Our approach differs fundamentally in that we do not aim to bridge symbolic and sub-symbolic methods. Instead we stay completely in the sub-symbolic realm. We do not introduce or consider any explicit logic, aim to discover (fuzzy) logic rules, or attempt to include prior knowledge in the form of logical constraints.

Amos and Kolter [2017] Introduces OptNet, a neural network layer that solve quadratic programs using an efficient differentiable solver. OptNet is trained to solve 4x4 Sudokus amongst other problems and beats the deep convolutional network baseline as described in Park [2016]. Unfortunately we cannot compare to OptNet directly as it has computational issues scaling to 9x9 Sudokus due to an implementation error (Brandon Amos, 2018, personal communication).

Sukhbaatar et al. [2016] proposes the Communication Network (CommNet) for learning multi-agent cooperation and communication using back-propagation. It is similar to our recurrent relational network, but differs in key aspects. The messages passed between all nodes at a given step are the same, corresponding to the average of all the node hidden states. Also, it is not trained to minimize the loss on every step of the algorithm.
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6 Supplementary Material

6.1 bAbI experimental details

Unless otherwise specified we use 128 hidden units for all layers and all MLPs are 3 ReLU layers followed by a linear layer.

We compute each node feature vector as

\[ x_i = \text{MLP}(\text{concat}(\text{last}(\text{LSTM}(s_i)), \text{last}(\text{LSTM}(q)), \text{onehot}(p_i + o))) \]

where \( s_i \) is fact \( i \), \( q \) is the question, \( p_i \) is the sentence position (1-20) of fact \( i \) and \( o \) is a random offset per question (1-20), such that the onehot output is 40 dimensional. The offset is constant for all facts related to a single question to avoid changing the relative order of the facts. The random offset prevents the network from memorizing the position of the facts and rather reason about their ordering. Our message function \( f \) is a MLP. Our node function \( g \) uses an LSTM over reasoning steps

\[ h_j^t, s_j^t = \text{LSTM}_G(\text{MLP}(\text{concat}(x_j, m_j^t)), s_j^{t-1}) \]

where \( s_j^t \) is the cell state of the LSTM for unit \( j \) at time \( t \). \( s_j^0 \) is initialized to zero.

We run our network for three steps. To get a graph level output, we use a MLP over the sum of the node hidden states, \( o' = \text{MLP}(\sum_j h_j^t) \) with 3 layers, the final being a linear layer that maps to the output logits. The last two layers uses dropout of 50%. We train and validate on all 20 tasks jointly using the 9,000 training and 1,000 validation samples defined in the en\_valid\_10k split. We use the Adam optimizer with a batch size of 512, a learning rate of 2e-4 and L2 regularization with a rate of 1e-5. We train for 5M gradient steps.

6.2 bAbI ablation experiments

To test which parts of the proposed model is important to solving the bAbI tasks we perform ablation experiments. One of the main differences between the relational network and our proposed model, aside from the recurrent steps, is that we encode the sentences and question together. We ablate the model in two ways to test how important this is. 1) Using a single linear layer instead of the 4-layer MLP baseline, and 2) Not encoding them together. In this case the node hidden states are initialized to the fact encodings. We found dropout to be important, so we also perform an ablation experiment without dropout. We run each ablation experiment eight times. We also do pseudo-ablation experiments with fewer steps by measuring at each step of the RRN. See table 3.
Table 3: BaBi ablation results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Runs</th>
<th>Mean Error (%)</th>
<th>Failed tasks (err. &gt;5%)</th>
<th>Mean error @ 1M updates (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline, 3 steps</td>
<td>15</td>
<td>0.46 ± 0.77</td>
<td>0.13 ± 0.35</td>
<td>1.83 ± 1.06</td>
</tr>
<tr>
<td>Baseline, 2 steps</td>
<td>15</td>
<td>0.46 ± 0.76</td>
<td>0.13 ± 0.35</td>
<td>1.83 ± 1.06</td>
</tr>
<tr>
<td>Baseline, 1 step</td>
<td>15</td>
<td>0.48 ± 0.79</td>
<td>0.13 ± 0.35</td>
<td>1.84 ± 1.06</td>
</tr>
<tr>
<td>linear encoding</td>
<td>8</td>
<td>0.20 ± 0.01</td>
<td>0 ± 0</td>
<td>0.63 ± 0.69</td>
</tr>
<tr>
<td>no encoding</td>
<td>8</td>
<td>0.53 ± 0.91</td>
<td>0.13 ± 0.35</td>
<td>2.39 ± 1.73</td>
</tr>
<tr>
<td>no dropout</td>
<td>8</td>
<td>1.74 ± 1.28</td>
<td>0.63 ± 0.52</td>
<td>2.57 ± 0.95</td>
</tr>
</tbody>
</table>

6.3 Pretty-CLEVR experimental details

Our setup for Pretty-CLEVR is a bit simpler than for baBi. Unless otherwise specified we use 128 hidden units for all hidden layers and all MLPs are 1 ReLU layer followed by a linear layer.

We compute each node feature vector $x_i$ as

$$o_i = \text{concat}(p_i, \text{onehot}(c_i), \text{onehot}(m_i))$$

$$q = \text{concat}(\text{onehot}(s), \text{onehot}(n))$$

$$x_i = \text{MLP}(\text{concat}(o_i, q))$$

where $p_i \in [0, 1]^2$ is the position, $N^n \equiv \{0, ..., n - 1\}$, $c_i \in N^8$ is the color, $m_i \in N^8$ is the marker, $s \in N^{16}$ is the marker or color of the start object, and $n \in N^8$ is the number of jumps.

Our message function $f$ is a MLP. Our node function $g$ is,

$$h_{ij}^t = \text{MLP}(\text{concat}(h_{ij}^{t-1}, x_j, m_j^i))$$

Our output function $r$ is a MLP with a dropout fraction of 0.5 in the penultimate layer. The last layer has 16 hidden linear units. We run our recurrent relational network for 4 steps.

We train on the 12.8M training questions, and augment the data by scaling and rotating the scenes randomly. We use separate validation and test sets of 128,000 questions each. We use the Adam optimizer with a learning rate of 1e-4 and train for 10M gradient updates with a batch size of 128.

The baseline RN is identical to the described RRN, except it only does a single step of relational reasoning.

The baseline MLP takes the entire scene state, $x$, as an input, such that

$$x = \text{concat}((o_0, ..., o_T, d_{00}, ..., d_{TT}, q))$$

where $d_{ij} \in \mathbb{R}$ is the euclidean distance from object $i$ to $j$.

The baseline MLP has 4 ReLU layers with 256 hidden units, with dropout of 0.5 on the last layer, followed by a linear layer with 16 hidden units. The baseline MLP has 87% more parameters than the RRN and RN (261,136 vs 139,536).

6.4 Sudoku dataset

To generate our dataset the starting point is the collection of 49,151 unique 17-givens puzzles gathered by Royle [2014] which we solve using the solver from Norvig [2006]. Then we split the puzzles into a test, validation and training pool, with 10,000, 1,000 and 38,151 samples respectively. To generate the sets we train, validate and test on we do the following: for each $n \in \{0, ..., 17\}$ we sample $k$ puzzles from the respective pool, with replacement. For each sampled puzzle we add $n$ random digits from the solution. We then swap the digits according to a random permutation, e.g. $1 \rightarrow 5, 2 \rightarrow 3$, etc. The resulting puzzle is added to the respective set. For the test, validation and training sets we sample $k = 1,000, k = 1,000$ and $k = 10,000$ puzzles in this way.

6.5 Sudoku experimental details

Unless otherwise specified we use 96 hidden units for all hidden layers and all MLPs are 3 ReLU layers followed by a linear layer.
Denote the digit for cell $j$, $d_j$ (0-9, 0 if not given), and the row and column position $r_{rowj}$ (1-9) and column $c_{columnj}$ (1-9) respectively. The node features are then

$$ x_j = \text{MLP}(\text{concat}(\text{embed}(d_j), \text{embed}(r_{rowj}), \text{embed}(c_{columnj}))) $$

where each embed is a 16 dimensional learned embedding. We could probably have used one-hot encoding instead of the embeddings, embedding was just the first thing we tried. Edge features were not used. The message function $f$ is an MLP. The node function $g$, is identical to the setup for bAbI, i.e.

$$ h^t_j, s^t_j = \text{LSTM}_G(\text{MLP}(\text{concat}(x_j, m^t_j)), s^{t-1}_j) . $$

The LSTM cell state is initialized to zeros.

The output function $r$ is a linear layer with nine outputs to produce the output logits $o^t$. We run the network for 32 steps with a loss on every step. We train the model for 300,000 gradient updates with a batch size of 256 using Adam with a learning rate of 2e-4 and L2 regularization of 1e-4 on all weight matrices.

### 6.6 Sudoku relational network baseline details

The node centric corresponds exactly to a single step of our network. The graph centric approach is closer to the original relational network. It does one step of relational reasoning as our network, then sums all the node hidden states. The sum is then passed through a 4 layer MLP with $81 \cdot 9$ outputs, one for each cell and digit. The graph centric model has larger hidden states of 256 in all layers to compensate somewhat for the sum squashing the entire graph into a fixed size vector. Otherwise both networks are identical to our network. The graph centric has over 4 times as many parameters as our model (944,874 vs. 201,194) but performs worse than the node centric.

### 6.7 Age arithmetic task details

We generated all 262,144 unique trees with 8 nodes and split them 90%/10% into training and test graphs. The nodes represent the persons, and the edges which age differences will be given to the network. During training and testing we sample a batch of graphs from the respective set and sample 8 random ages (0-99) for each. We compute the absolute difference as well as the sign for each edge in the graphs. This gives us 7 relative facts on the form “person A (0-7), person B (0-7), younger/older (-1,1), absolute age difference (0-99)”’. Then we add the final fact which is the age of one of the nodes at random, e.g. “3, 3, 0, 47”, using the zero sign to indicate this fact is absolute and not relative. The question is the age of one of the persons at random (0-7). For each graph we compute the shortest path from the anchor person to the person in question. This is the minimum number of arithmetic computations that must be performed to infer the persons age from the given facts.

The 8 facts (1 anchor, 7 relative) are given to the network as a fully connected graph of 8 nodes. Note, this graph is different from the tree used to generate the facts. The network never sees the tree. The input vector for each fact are the four fact integers and the question integer one-hot encoded and concatenated. We use the same architecture as for the bAbI experiments except all MLPs are 3 dense layers with 128 ReLu units followed by one linear layer. We train the network for 8 steps, and test it for each step. See figure 5 for results.

### 6.8 Unrolled recurrent relational network

### 6.9 Full Sudoku solution
Figure 5: Results for the age arithmetic task. The number in parenthesis indicate how many steps the RRN was run during testing. Random corresponds to picking one of the 100 possible ages randomly.
Recurrent relational network on a fully connected graph with 3 nodes. Subscripts denote node indices and superscripts denote steps $t$. The dashed lines indicate the recurrent connections.
An example Sudoku. Each of the 81 cells contain each digit 1-9, which is useful if the reader wishes to try to solve the Sudoku as they can be crossed out or highlighted, etc. The digit font size corresponds to the probability our model assigns to each digit at step 0, i.e. before any steps are taken. Subsequent pages contains the Sudoku as it evolves with more steps of our model.
<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>

Step 1
## Step 4

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>1 2</th>
<th>1</th>
<th>5</th>
<th>5</th>
<th>6</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td></td>
<td></td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>7</td>
<td>7</td>
<td></td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

- Start with the number 2 in the top-left corner.
- Move right and down, filling in the grid according to the rules of the game.
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>1</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Step 8
<table>
<thead>
<tr>
<th></th>
<th>4</th>
<th>2</th>
<th>1</th>
<th>.</th>
<th>.</th>
<th>.</th>
<th>.</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>5</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>.</td>
<td>8</td>
<td>.</td>
<td>9</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>7</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>.</td>
<td>2</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>9</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>1</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>2</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>3</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>4</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
</tbody>
</table>

**Step 12**
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>7</td>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>
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