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Abstract

Reliable predictions of the lifetime of offshore wind turbine structures are influenced by the limited knowledge concerning the inherent level of damping during downtime. Error measures and a automated procedure for covariance driven Operational Modal Analysis (OMA) techniques has been proposed with a particular focus on damping estimation of wind turbine towers. In the design of offshore structures the estimates of damping are crucial for tuning of the numerical model. The errors of damping estimates are evaluated from simulated tower response of an aeroelastic model of an 8 MW offshore wind turbine. In order to obtain algorithmic independent answers, three identification techniques are compared: Eigensystem Realization Algorithm (ERA), covariance driven Stochastic Subspace Identification (COV-SSI) and the Enhanced Frequency Domain Decomposition (EFDD). Discrepancies between automated identification techniques are discussed and illustrated with respect to signal noise, measurement time, vibration amplitudes and stationarity of the ambient response. The best bias-variance error trade-off of damping estimates is obtained by the COV-SSI. The proposed automated procedure is validated by real vibration measurements of an offshore wind turbine in non-operating conditions from a 24-hour monitoring period.
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1. Introduction

Fatigue damage accumulation during the lifetime of an offshore wind turbine generator is strongly dependent on the damping during downtime. Interpretation and analysis of the monitoring data by new real-time fault diagnosis and fault-tolerant control techniques can help the designer to improve the system reliability [1] and minimize downtime caused by malfunctioning equipment. As the wind farms are being developed at increasing water depths the transportation time from harbor to site increases, and a reduction of downtime hours is therefore not expected.

Cost effective and reliable structural designs of wind turbines are strongly dependent on the accuracy of the employed damping model. However, the system-damping matrix is often based on naive assumptions of energy dissipation phenomena. Therefore, reliable damping estimates are crucial for tuning or improving the mathematical representation of damping. In order to achieve cost effective and reliable structural designs an accurate and precise procedure for estimation of the damping is a necessity. In this paper, the reliability is sought by achieving estimates of viscous damping independent of the chosen OMA algorithm.

The vibration amplitude is governed by the amount of inherent damping present in the structures. The main sources of damping are associated with the structure, the aerodynamic and hydrodynamic interaction and the deformation of the soil by the foundation, and in some cases additional damping is provided by an external damper. Two conditions may in particular be limiting factors in the design of offshore wind turbine foundations, due to low levels of damping. The first condition is due to misaligned wind and wave loading on the structure, which cause low damping associated with side-side vibrations, while in operating conditions [2]. The second condition occurs during non-operating conditions, in which the total damping will be entirely governed by the small amount of structural and foundation damping, while the otherwise significant contribution from aerodynamic interaction is negligible. The damping in the fore-aft direction is particularly critical, as the blades are pitched out. Accurate estimation of the inherent damping is therefore an important design parameter for the next generation of offshore wind turbine structures.

Damping has traditionally been estimated from the free decay response obtained from rotor stop tests, which is sensitive to the environmental conditions [3]. OMA enables modal identification based
on ambient vibrations. In the last decade, OMA has drawn attention in connection with offshore wind turbines [5-10], despite the restrictive assumptions which these algorithms have to comply with, i.e. white noise input and linear time-invariant system. During non-operating conditions of wind turbines the vibration levels are relatively low and the assumption of a linear time-invariant system is acceptable. On the other hand, if more complex and nonlinear behavior is observed, data-driven approaches are preferable to estimate the underlying system model [10]. Within the OMA framework, damping estimates often exhibit high variability causing skepticism concerning the physical interpretation of the results [11]. The difficulties encountered when trying to estimate damping from ambient vibrations of wind turbines has been discussed in [12]. Firstly, the successful estimation of damping depends on how realistic the underlying mathematical model of the estimation technique is. Additionally the employed procedure for automated identification also has an influence on the quality of the estimation of modal parameters. Several identification techniques have been compared, evaluated and automated for the estimation of mode shapes and frequencies, see for instance [14-20]. However there is a lack of benchmark techniques concerning the estimation of damping in offshore wind turbines, and evaluation of sources of errors related to the existing techniques which influence the quality of the estimates.

In the present paper an automated identification procedure is proposed, together with evaluation measures which indicate the type of error in the estimates of damping. To ensure algorithm independent answers three existing techniques are automated and evaluated: the ERA, the COV-SSI and the EFDD. The automated identification procedure proposed for techniques in the time domain determines the number of time lags to include in the estimation and the model order.

The variations in the estimates of damping obtained by the automated procedure are initially presented through two numerical case studies and finally applied to measured ambient vibrations of an offshore wind turbine. The first numerical study is a Monte Carlo simulation of the random response of a representative two degree-of-freedom (2DOF) system. Preliminary discrepancies in the estimates of damping are found to originate from the choice of technique and pre-processing of the response. Subsequently, the damping estimates obtained by the automated procedure are assessed for simulated offshore wind turbine tower vibrations, where the fluctuations in the tower response
measurements are deliberately contaminated by signal noise. The automated procedure of damping estimation is finally demonstrated for a real offshore wind turbine in non-operating conditions from a 24-hour monitoring period. From the tower top vibrations the automated procedure is able to identify the low levels of the damping in the fore-aft mode compared to the side-side mode in non-operating conditions. An extensive discussion concerning the low damping levels and improvements of the estimation techniques is provided.

2. Damping estimation from ambient vibrations

The time domain methods, ERA and COV-SSI, have been implemented following their original formulation [20, 21]. An extensive review of OMA is provided in [22]. The ERA is an extension to Multiple-Input-Multiple-Output (MIMO) systems of the Ibrahim Time Domain (ITD) identification [23–24]. The data driven SSI has been shown to have properties similar to those of the COV-SSI [25] and the data driven SSI is therefore not considered in the present analysis. The objective of both time domain techniques is to estimate a discrete-time system matrix. The eigenvalue decomposition of the system matrix is interpreted as a set of discrete complex system poles. The continuous time poles are then determined as,

$$\lambda = \ln(\mu) \Delta t$$

(1)

where $\mu$ is the discrete time pole, and $\Delta t$ is the time increment. The continuous poles can be related to the natural frequency and the damping of a mode of the system,

$$\lambda = -\omega \zeta \pm i\omega_D$$

(2)

where $i$ is the imaginary unit, $\omega_D = \omega \sqrt{1 - \zeta^2}$ is the damped natural angular frequency, $\omega$ is the undamped natural angular frequency and $\zeta$ is the modal damping ratio. Hence, the total damping contribution is estimated by the proposed techniques. The natural frequency is thus obtained as $f = \omega / 2\pi$. The eigenvectors of the discrete system matrix are interpreted as the mode shapes, which are transformed to the physical coordinates by the observation matrix.

The only frequency domain technique considered in the present study is the EFDD [26], which is an adaption of the Complex Mode Indicator Function (CMIF) [27]. All the three chosen identification
algorithms rely on the evaluation of the estimated correlation matrix. Such pre-processing will inevitably introduce estimation errors that propagate through the identification procedure, and in particular affect the resulting damping estimates.

2.1. Measures of performance for evaluation of estimation errors

To assess the quality of an estimate, three performance measures have been proposed. An approximation of a quantity will in the following be referred to as an estimate, while a parameter estimator will be identified by its given name, as for example ERA. Consider \( \hat{\theta} \) as an estimate of \( \theta \), based on \( N \) samples of a random process. The quality of the estimate or estimator is validated in terms of the bias \( (B) \), the variance \( (V) \) and the mean squared error \( (MSE) \) of the realization. These are defined as,

\[
\begin{align*}
B \left( \hat{\theta}, \theta \right) &= E \left[ \hat{\theta} \right] - \theta \\
V \left( \hat{\theta} \right) &= E \left[ \left( \hat{\theta} - E \left[ \hat{\theta} \right] \right)^2 \right] \\
MSE \left( \hat{\theta}, \theta \right) &= E \left[ \left( \hat{\theta} - \theta \right)^2 \right] = B \left( \hat{\theta}, \theta \right)^2 + V \left( \hat{\theta} \right)
\end{align*}
\]  

(3)

where \( E[\cdot] \) is the expectation operator. The variance and mean squared error are unfortunately associated with large weighting outliers due to the squaring of each term.

2.2. Pre-processing in the time domain

Bias and variance in the damping estimates using correlation driven OMA techniques have been attributed to the inclusion of the tail regions in the correlation function estimates [14]. This issue is addressed in the following. Variability on the choice of correlation function estimate has been found in literature [22, 28]. Therefore, two types of correlation function estimates have been considered: an unbiased and a biased estimate. The general expression of the correlation function for ergodic wide-sense stationary processes \( X(t) \) and \( Y(t) \) is

\[
R_{xy}(\tau) = E[X(t)Y(t+\tau)] = \lim_{T \to \infty} \frac{1}{T} \int_{t=0}^{T} x(t)y(t+\tau)dt
\]

(4)
for $0 \leq \tau < T$, where $\tau$ is the time separation and $T$ is the total period of the realizations $x(t)$ and $y(t)$. For zero mean Gaussian processes the covariance function will be equivalent to the correlation function, and the latter is therefore used in the following.

Two truncations of (4) are widely used to approximate the correlation function for finite realizations. These are referred to as the unbiased and biased estimate of the correlation function and are in the following distinguished by (\footnote{2}) and (\footnote{1}), respectively. The unbiased correlation function estimate for positive time lags is given by

$$\hat{R}_{xy}(m) = \frac{1}{N - m} \sum_{n=0}^{N-1-m} x(n)y(n + m)$$

(5)

for $n = m = 0, 1, 2, ..., N-1$, where $x(n)$ and $y(n)$ are the discrete representation of the realizations $x(t)$ and $y(t)$ at time increment $n$, respectively. The discrete representation in (5) is related to the continuous representation by $t = n\Delta t$, $\tau = m\Delta t$ and $T = (N-1)\Delta t$. The bias and variance of an estimator can be computed by the relations in (3), which have been derived in [29] for the correlation function estimators. Evaluating the bias for (5) gives $B(\hat{R}_{xy}(m)) = 0$, hence the name unbiased correlation function estimator. The variance of (5) can be approximated as

$$V\left(\hat{R}_{xy}(m)\right) \approx \frac{N}{(N-m)^2} \sum_{n=-\infty}^{\infty} \left[R_{xx}(n)R_{yy}(n) + R_{xy}(n-m)R_{yx}(n+m)\right]$$

(6)

where $R_{xx}$ and $R_{yy}$ are the auto-correlations of the processes $x$ and $y$, while $R_{xy}$ and $R_{yx}$ are the corresponding cross-correlations. When $m \to N$, the variance of the unbiased correlation function estimate will increase, and the so called tail regions will be erroneous. An alternative truncation of (4) can therefore be expressed as

$$\tilde{R}_{xy}(m) = \frac{1}{N} \sum_{n=0}^{N-1-m} x(n)y(n + m)$$

(7)

The bias of this estimator is

$$B\left(\tilde{R}_{xy}(n)\right) = -\frac{m}{N}R_{xy}(m)$$

(8)

and thus (7) is denoted as the biased estimator of the correlation function. However, the bias is seen to vanish as $N \to \infty$, and therefore (7) is asymptotically unbiased. Furthermore, the variance of (7)
can be approximated by

\[
V \left( \hat{R}_{xy}(m) \right) \approx \frac{1}{N} \sum_{n=-\infty}^{\infty} \left[ R_{xx}(n)R_{yy}(n) + R_{xy}(n-m)R_{yx}(n+m) \right]
\]  

(9)

from which it is evident that the variance of (7) converges to zero when \( N \to \infty \). This property is also valid for the estimator in (5), hence the biased and unbiased correlation function estimator are both consistent. The best choice of correlation function estimator is determined by a trade-off between bias and variance error, also known as the bias-variance dilemma [29]. The influence of the choice of correlation function estimator with respect to the damping estimation is discussed in Section 3.

2.3. Pre-processing in the frequency domain

Estimation errors are present in the spectral density estimate of a stochastic response due to finite response measurements and the frequency resolution. The bias error in the estimation of the spectral density using a Hanning window was studied in detail in [30, 31]. For the estimation of damping it is important to have a sufficiently high frequency resolution relative to the bandwidth ratio. This can be expressed as

\[
\Delta f = \frac{1}{N \Delta t} , \quad B_r \approx 2\zeta f
\]  

(10)

where \( \Delta f \) is the sampling frequency and \( B_r \) is the half-power bandwidth for light damping at the resonance frequency. The ratio \( B_r/\Delta f \) therefore controls the bias error, such that less bias error is introduced by a larger ratio. The bias error may result in erroneous damping estimates, which was studied in [32, 33] and will not be further addressed in the present paper.

2.4. Automated identification

Effective automated estimation of damping can provide substantial information to tune damping models for the design of offshore wind turbines. Automated identification in the frequency domain is implemented according to [34], and will not be further discussed. The automate procedure presented in this paper is suitable for correlation driven OMA techniques, focusing on natural frequency and damping estimation. The procedure can be extended to include automated identification of
mode shapes by considering the Modal Assurance Criterion (MAC) [35]. In this study, the focus is
mainly on reliable automated estimation of natural frequency and damping, and the MAC value will
therefore not be further discussed. The procedure consists of three main steps categorized as: the
preliminary sorting of poles, the stabilization of poles and evaluation of the residual sum of squares.
The two first steps are common practice in OMA [18, 19], and these two are therefore only briefly
described.

2.4.1. Preliminary sorting of poles.

The first step in the automated procedure concerns the removal of the unwanted continuous
complex poles $\lambda$ obtained for the $n$-order realization of the dynamic matrix. The initial removal
procedure is based on the following two basic criteria.

$$\zeta \leq 0 \quad , \quad \omega_D = 0$$

where the first criterion removes poles with a positive real part, associated with negative damping,
while the second criterion removes non-oscillatory poles that do not appear in complex conjugate
pairs.

2.4.2. Stabilization of poles.

The stabilization criteria typically identify a cluster of stabilized poles for specific thresholds of
the relative difference in the natural angular frequency $\omega$, or damping $\zeta$ estimated at model order $j$
relative to model order $h$ by the expressions

$$d\omega_{h,j} = \frac{|\omega_h - \omega_j|}{\max(\omega_h, \omega_j)}, \quad d\zeta_{h,j} = \frac{|\zeta_h - \zeta_j|}{\max(\zeta_h, \zeta_j)}$$

A cluster of stabilized poles is identified by the differences $d\omega_{h,h+1}$ and $d\zeta_{h,h+1}$ between two adjacent
model orders $h$ and $j = h + 1$ for a predefined threshold value of $d\omega_{h,j}$ and $d\zeta_{h,j}$. Subsequently, the
angular frequency and damping ratio are evaluated from the complex poles in each of the identified
clusters based on the automated procedure described in the following.
2.4.2 Automated evaluation by the residual sum of squares.

The final step of the automated procedure is the selection of the number of time lags and model order. The procedure is based on the reconstruction of the auto-correlation function from the cluster of complex poles. The reconstruction of the auto-correlation function is now presented, while the procedure for obtaining the optimal choice of lags and model order is described subsequently. The auto-correlation function of an underdamped SDOF system excited by white noise corresponds to [36]

\[ R_{xx}(\tau) = \frac{\pi \omega S_0}{2k^2 \zeta} \left( \cos(\omega_D \tau) + \frac{\zeta}{\sqrt{1 - \zeta^2}} \sin(\omega_D \tau) \right) \exp(-\omega \zeta \tau), \quad \tau > 0 \]  

where \( k \) is the structural stiffness and \( S_0 \) is the constant power spectral density of the white noise excitation. The envelope of the auto-correlation function in (13) is

\[ z_{R_{xx}}(\tau) = A \exp(-\omega \zeta \tau) \]  

with initial magnitude \( A = \pi \omega S_0 / (2k^2 \zeta) \). Thus, the auto-correlation function of an SDOF system excited by white noise is equivalent to the impulse response function of a lightly damped SDOF system. This is the fundamental assumption of the proposed automated procedure.

The estimated frequency and damping in the cluster of stabilized complex poles obtained by (12) can be evaluated by the fit of the envelope of the impulse response function in (14) with the envelope of the estimated auto-correlation function in (5) or (7) obtained by the random vibration signals. The optimal estimate of the frequency and damping in the cluster of stabilized poles is found by minimizing the residual sum of squares for a unit magnitude \( A = 1 \),

\[ RSS = \sum_m \left( z_{R_{xx}}(m) - z_{R_{xx}}(m) \right)^2 \]  

where \( z_{R_{xx}}(m) \) is the envelope of the estimated auto-correlation function determined by either (5) or (7).

The expression of the residual sum of squares in (15) does not contain the model order explicitly. Each complex pole is a function of the model order, and the pole forms the product \( \zeta \omega \) through the relation in (2). A cluster of poles is formed for each time separation \( \tau = m \Delta t \), where \( T \) subsequently determines the size of the block-Hankel and block-Toeplitz matrices. This implies that the residual
sum of squares given in (15) must be computed for clusters of poles for each time separation \( m \). The optimal estimate of modal parameters is the one which yields the minimum residual sum of squares.

3. Automated damping estimation in 2DOF system

The damping estimates are constant for a viscously damped 2DOF spring-mass systems, and the model errors are of negligible magnitude [37]. Therefore Monte Carlo simulations have been performed to emphasize the variations introduced by finite realizations of a stochastic process for a system with representative properties. The dynamic response has been simulated for the viscously damped 2DOF spring-mass system shown in Figure 1, with natural frequencies \( f_1 = 0.2286 \) Hz and \( f_2 = 1.2031 \) Hz and corresponding modal damping ratios \( \zeta_1 = 0.0127 \) and \( \zeta_2 = 0.0308 \) for the two modes. These properties are representative of the off-shore wind turbine considered in Section 4 and Section 5. The system has been excited by a white noise process, obtained from a normal distribution of pseudo random numbers generated in MatLab. The acceleration time histories for both structure masses have been obtained by the Newmark time integration scheme with \( \beta = \frac{1}{4} \) and \( \gamma = \frac{1}{2} \). The length of each stochastic time history is 4 hours with a time increment of \( \Delta t = 0.1 \) s. The simulation length is therefore equivalent to 3300 vibration periods of the first vibration mode.

The computation of the unbiased and biased correlation functions has been performed for positive time lags, and based on the acceleration records without any normalization. The normalization required to obtain the unbiased and biased estimate has been performed by the expressions in (5) and (7), such that both estimates are comparable because they originate from the same underlying process. The estimated Power Spectral Density (PSD) has been computed using Welch’s method of spectral estimation, applying a Hanning window for the averaging with an overlap of 50\%. The estimation is based on \( 2^{18} \) sampling points, whereby the bandwidth to frequency resolution ratio becomes greater than 11.5, satisfying the criterion for a bias error in the PSD of less than 1\% [30].
The pre-processed signal has been used as input to the three identification techniques, namely ERA, COV-SSI and EFDD. Two clusters of stabilized poles have been found by the stabilization criteria in (12) set to 0.5% for both the relative difference in frequency and damping. The first ten periods of the respective auto-correlation function of the mode of interest has been used to evaluate the minimum residual sum of squares in (15), thereby determining the model order and the size of the block-Hankel and block-Toeplitz matrix for the estimation techniques in the time domain. A model order of four has consistently been determined, which is as expected for a 2DOF system. The number of time lags which resulted in the minimum residual sum of squares fluctuated around 500 for the first mode, corresponding to 11 vibration periods. The auto-correlation function, for the uncoupled modes, obtained by the EFDD has been used to estimate the damping ratio using the log decrement procedure, where the first ten periods were considered. The identification procedure has been repeated 100 times, and the statistical properties are the basis for the evaluation of the estimates of the damping.

The distributions of the estimated damping of the first mode are shown in Figure 2. A distinct difference is observed between the estimates obtained by the time domain techniques, ERA and COV-SSI, and those obtained by EFDD. The right tail of the distribution obtained by the EFDD is in particular noticeable, indicating that this technique leads to a positively skewed distribution of the damping estimates. The distributions for the damping estimates of the second mode, shows similar tendencies and are therefore not presented.
Figure 2. Estimate of the damping of the first mode of a 2DOF system obtained by EFDD (grey bullet), and from unbiased correlation function estimates by COV-SSI (blue bullet), and ERA (black triangle).

Table 1 shows that the EFDD yields positive bias for damping, and the greatest variance and mean squared error in comparison to the ERA and COV-SSI. The variance and mean squared error of the ERA and COV-SSI exhibit minor differences. The bias is negative, which shows that the damping is underestimated by the time domain techniques, with a larger bias for the ERA than the COV-SSI method. The overall performance of the identification indicates that the COV-SSI seems to be the most effective technique in estimating the damping.

The differences between the various techniques in estimating damping for post-processing by the biased correlation function in comparison to the unbiased correlation function are minor. Therefore the distribution of the estimates by the biased correlation function is not presented, however the bias, variance and mean squared error are given in Table 1. The mean squared error is smallest for post-processing by the unbiased correlation function. The errors in the estimate of the natural frequencies are given in Table 1, which shows that the variance and subsequently the mean squared error are three orders of magnitude smaller than those for the damping estimates.
Table 1: The bias, variance and mean squared error of the damping and frequency of the first mode of the 2DOF system. The unbiased, biased correlation function and power spectral density are the pre-processing variations for identification techniques. ERA, SSI and EFDD.

<table>
<thead>
<tr>
<th></th>
<th>Unbiased correlation</th>
<th>Biased correlation</th>
<th>PSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ERA</td>
<td>SSI</td>
<td>ERA</td>
</tr>
<tr>
<td>$B\left(\zeta/\bar{\zeta}\right)\cdot 10^{-3}$</td>
<td>-17.824</td>
<td>-6.113</td>
<td>-21.685</td>
</tr>
<tr>
<td>$V\left(\zeta/\bar{\zeta}\right)\cdot 10^{-3}$</td>
<td>3.237</td>
<td>3.617</td>
<td>3.282</td>
</tr>
<tr>
<td>$MSE\left(\zeta/\bar{\zeta}\right)\cdot 10^{-3}$</td>
<td>3.555</td>
<td>3.654</td>
<td>3.753</td>
</tr>
<tr>
<td>$B\left(\dot{f}/\bar{f}\right)\cdot 10^{-3}$</td>
<td>-1.834</td>
<td>-2.411</td>
<td>-1.893</td>
</tr>
<tr>
<td>$V\left(\dot{f}/\bar{f}\right)\cdot 10^{-6}$</td>
<td>0.432</td>
<td>5.523</td>
<td>0.264</td>
</tr>
<tr>
<td>$MSE\left(\dot{f}/\bar{f}\right)\cdot 10^{-6}$</td>
<td>3.798</td>
<td>11.334</td>
<td>3.848</td>
</tr>
</tbody>
</table>

4. **Aerelastic simulations of offshore wind turbine tower vibrations**

Numerical predictions of the dynamic response of an 8 MW offshore wind turbine have been computed using the aerelastic simulation tool, FLEX5 [38]. The dynamic response has been used as input for the damping estimation procedure. FLEX5 provides the modal parameters of the model wind turbine, where the damping ratio is obtained by tuning the Rayleigh proportional damping model, which enables a validation of the method proposed for damping estimation. The simulations included aerodynamic and hydrodynamic loading representing a scenario experienced by offshore wind turbines in non-operating conditions. The aerodynamic loading is modelled by the unsteady blade element momentum (BEM) theory [39]. The wind loading is simulated using a Kaimal spectrum, where the mean wind speed acting on the structure is 2 m/s, and the blades of the wind turbine are pitched out. It is also assumed in this analysis that the contribution from the aerodynamic damping is small, and hence negligible.
The wind turbine is excited by waves heading from 24 different directions based on 2D spectral hindcast data for 100 sea states. It should be emphasized that for most sea states, the wave energy is concentrated around one or a few of these directions. A total of 100 records are retrieved. The unidirectional wave kinematics have been projected to the side-side and fore-aft direction of the wind turbine and the total in-line hydrodynamic loading experienced by the structure is found by Morison’s equation. This yields an estimate of the drag, hydrodynamic mass and Froude-Krylov force. The McCamy-Fuchs correction was applied, accounting for diffraction effects. Wheeler stretching has been implemented to extend linear Airy wave theory to provide predictions of the wave kinematics above the mean water level.

The structural model of the wind turbine utilized the principle of virtual work to determine the mass, stiffness and damping matrix. The dynamic character of the system has been represented by a reduced model consisting of two uncoupled modes in the side-side and fore-aft direction. The natural frequency of the first fore-aft mode was $f_1 = 0.234 \text{ Hz}$ with a damping ratio of $\zeta_1 = 0.0127$. The equation of motion has been solved by numerical time integration using a fourth order Runge-
Kutta scheme with a time increment of $\Delta t = 0.1\text{ s}$, whereby the linear elastic response of the system for 100 sea states has been obtained. The duration of the simulation is 4 hours, corresponding to 3370 periods of the fundamental fore-aft mode.

4.1. Damping estimates of the fundamental fore-aft and side-side mode

Results from the aeroelastic simulations of the tower vibrations have been used as input for the automated ERA, COV-SSI, and EFDD identification techniques. Only the dynamic response in the fore-aft and side-side direction at the tower top have been used for the identification. Figure 3 shows a wind turbine, where the fore-aft motion of the turbine is indicated by the $x$-direction and the side-side motion is indicated by the $y$-direction. In practice, the nacelle is equipped with accelerometers, which make tower top vibration measurements readily available. It is therefore of interest to show the potential of only using these measurements for the estimation of damping. The pre-processing of the acceleration time history has been performed as described in the previous section. The identification was automated by the proposed procedure, where the stabilization criteria, the determination of model order and number of blocks in the Hankel and Topelitz matrix were identical to the identification of the 2DOF system described previously in Section 3.

Figure 4 shows the distribution of the estimated damping of the fundamental fore-aft mode obtained by COV-SSI, ERA, and EFDD. The bias, variance and mean squared error of the natural frequency and damping estimates of the fundamental fore-aft mode are further given in Table 2. The probability distribution and errors are obtained by the theoretical damping value $\zeta$ given as input to the simulation and the estimated value $\hat{\zeta}$. The distribution of the estimated natural frequency and damping ratio of the fundamental side-side mode follows a similar trend, and is therefore not illustrated herein. Additionally the unbiased correlation function estimates lead to a decrease of bias error on the damping estimate, and the least mean squared error. The distribution of the estimates of the biased correlation function are not presented because the deviations from the unbiased correlation function are small. The best estimates are obtained by the unbiased correlation function estimator and the COV-SSI identification procedure.
It is noticeable from Table 1 and Table 2 that the estimation errors for damping and frequency increase for the wind turbine tower vibrations, compared to the identification of the equivalent 2DOF system. This increase may occur because the wind turbine tower vibrations are generated by a narrow band process. Another distinction is the positive bias error for the damping estimated by the time domain techniques, where the EFDD clearly has a larger bias on the damping estimates. The latter has been investigated and it was observed that the uncoupling of the modes, obtained by the singular value decomposition in the EFDD procedure, is challenging for modes with closely spaced frequencies, as in the case of the axi-symmetric wind turbine tower shown in Figure 3. It has been recognized that the auto-correlation function obtained in the EFDD, by transforming the singular values to the time domain, for some vibration records exhibit beating. The increase of bias error indicates that simulation models slightly overestimate the damping at certain wind speeds.
Table 2: The bias, variance and mean squared error of the damping and frequency of the first mode of the fundamental fore-aft mode of the wind turbine tower. The unbiased, biased correlation function estimates and power spectral density are the pre-processing variation for identification techniques, ERA, SSI and EFDD.

<table>
<thead>
<tr>
<th></th>
<th>Unbiased correlation</th>
<th>Bias correlation</th>
<th>PSD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ERA</td>
<td>SSI</td>
<td>ERA</td>
</tr>
<tr>
<td>$B \left( \hat{\zeta}/\zeta \right) \cdot 10^{-3}$</td>
<td>46.062</td>
<td>39.832</td>
<td>50.141</td>
</tr>
<tr>
<td>$V \left( \hat{\zeta}/\zeta \right) \cdot 10^{-3}$</td>
<td>14.255</td>
<td>10.027</td>
<td>14.223</td>
</tr>
<tr>
<td>$MSE \left( \hat{\zeta}/\zeta \right) \cdot 10^{-3}$</td>
<td>16.377</td>
<td>11.613</td>
<td>16.740</td>
</tr>
<tr>
<td>$B \left( \hat{f}/f \right) \cdot 10^{-3}$</td>
<td>-18.603</td>
<td>-18.500</td>
<td>-1.893</td>
</tr>
<tr>
<td>$V \left( \hat{f}/f \right) \cdot 10^{-6}$</td>
<td>8.052</td>
<td>1.210</td>
<td>7.946</td>
</tr>
<tr>
<td>$MSE \left( \hat{f}/f \right) \cdot 10^{-6}$</td>
<td>354.118</td>
<td>354.355</td>
<td>354.694</td>
</tr>
</tbody>
</table>

Although the differences between the various techniques are seemingly minor, the variations specifically in the damping estimates are still important for the design of offshore wind turbines. With respect to applications in the offshore wind turbine industry, the differences between the techniques are crucial in competitive, cost effective and reliable designs, as the experimental findings have an important role for the development, validation and updating of numerical models. The COV-SSI method can be regarded as the method of choice for estimating damping of offshore wind turbines, based on the mean squared error in Table 2. This finding is in agreement with the benchmark technique for output-only estimation of frequency and mode shapes for linear time-invariant systems [14-17,24]. Suggestions for further improvements of the estimates of damping by covariance driven OMA techniques are discussed at the end of this section.

4.2. Assessment of robustness of damping estimates

The estimation of modal parameters may be dependent on the quality of monitored signals and operational conditions, apart from the pre-processing and estimation technique. The operational conditions are regarded negligible for the numerical simulations of the tower vibrations. The quality
of the damping estimate may deteriorate due to signal noise, too short record periods, excitation level of modes of interest, and the stationarity of the response. The effect on the damping estimates of these four factors has been investigated by the COV-SSI technique, which has been found as the best candidate for the estimation of damping for offshore wind turbines.

4.2.1 Case 1: Effect of signal noise

The acceleration records are in practice often contaminated by signal noise, that can increase the variance error of modal parameter estimates. The damping is highly sensitive to the quality of the estimated correlation function, which may be distorted by signal noise. Various noise models exist in literature. Herein the noise is band limited and modeled as Gaussian noise, hence additive zero-mean and white. The addition of white noise has been scaled to the amplitude of the acceleration records, where the amount of signal noise is adjusted by the root-mean-square of the amplitude. and will be referred to as the noise level in percentage. Low noise levels indicate that a small amount of signal noise is added to the vibration record, and high levels indicates that the signal is noise dominant.

The estimates of damping for the fore-aft mode of the wind turbine tower are presented in Figure 5(a), for variations of noise level from 0-80%. For low noise levels, the estimates are stable, and unstable for higher levels. A small amount of signal noise increase the randomness of the vibration record, which essentially causes a drop in the variance of the damping estimates, in comparison to identification through a noiseless vibration record.

4.2.2 Case 2: Effect of measurement duration

A shortening of the duration of the vibration records yield an increase in the bias and variance error for the correlation function estimates. Figure 5(b) shows the estimates of damping of the fundamental fore-aft mode for various durations of the vibration record. The decrease in the variance error from a 30 min record to 240 min record is linear, hence for longer records the estimates of damping improves. The bias error is fluctuating around a mean value, indicating that an increase in the vibration record length may not improve the bias error of the damping estimate.
4.2.3. Case 3: Effect of vibration amplitude

The root-mean-square of the acceleration time history has been considered as an expression for the vibration amplitude. The numerical simulations are representing linear elastic response, and therefore the vibration amplitude does not have an effect on the estimate of damping, see Figure 6(a). Furthermore, the automated procedure is independent of the vibration amplitude. For structures with high amplitude vibrations, the damping ratio may be dependent on the vibration amplitude. However, using an identification procedure driven by the correlation function may not reveal this effect.

4.2.4. Case 4: Effect of the stationarity of the response

The assumption of a stationary response in OMA is expected to change over longer periods of time due to operational effects, i.e. the response may become non-stationary due to abrupt changes. Recent developments in time series analysis may overcome them, however it is uncommon to remove such effect and it is not known how the presence of a non-stationary response may affect the damping estimates.

The skewness of the vibration records is shown in Figure 6(b). The mean values of the skewness are $-2.43 \cdot 10^{-4}$ and $-7.32 \cdot 10^{-4}$ in the fore-aft and side-side direction respectively, indicating a minor negative skewness. The dispersion of the estimates of damping around the shoulders of the distribution $(\mu \pm \sigma)$ have been measured by the kurtosis of the vibration records. For a normal distribution a kurtosis of 3 is expected. Figure 6(c) shows the kurtosis of the wind turbine tower vibration. The mean values of the kurtosis are 3.10 and 3.09 for the fore-aft and side-side direction, respectively. The excess kurtosis is positive, which indicates heavier tails and peakedness relative to the normal distribution. The range of values of kurtosis and skewness covered by the fore-aft motion is larger, due to the rotor being aligned with the wind direction in the simulations. The automated procedure proposed for identification is not sensitive to small changes of the stationarity of the vibration records, as no clear trends in the damping estimates with the kurtosis and skewness can be observed from the wind turbine tower vibrations in standstill.
Figure 5: Estimates of the damping of the fore-aft mode (grey), mean of the estimates (black) and variance of the estimates (dotted black) for, (a) variations of noise level and (b) measurement time.

Figure 6: Estimates of damping of the fundamental fore-aft mode (grey) and side-side mode (black) for variations of (a) root-mean-square, (b) skewness and (c) kurtosis of the acceleration time history.

4.2.5. Discussion on improvements of the estimation technique

Any estimated structural model is only accurate to a certain level, because the complex behavior of real systems is not adequately represented by the assumed model. It has been highlighted that the errors have two sources, which are the bias and the variance. This study suggests that reduced bias of the estimates of damping for ambient vibrations of offshore structures can be obtained by developing techniques suitable for extracting vibrations which are caused by white noise excitation,
rather than a narrow banded excitation source.

Bias error may also be reduced by allowing increased flexibility of the model order to obtain a correct description of the system. Reduced bias error can however be at the cost of increased variance error. Therefore there is a need for tuning of the bias-variance trade-off. Tuning can be preformed by minimization of the mean square error. The trade-off may be governed by the model order, which in this study has been restricted by the the stabilization criteria.

In this context it is important to highlight that an error fit, also known as overfitting, may be introduced. Overfitting can be caused by i.e. allowing a high model order. The model order selection rules with respect to estimation of damping may have convexity issues and can therefore lead to multiple optimal model orders. Evolutionary minimization algorithms can be applied, but may not show success. Therefore it is suggested that regularization techniques should be considered in order to avoid overfitting and eventually further improve tuning of bias-variance trade-off for estimation of damping.

5. Vibration monitoring of offshore wind turbine tower during standstill

The COV-SSI method has been identified as the most effective damping estimation technique. This method has therefore been used for the estimation of modal parameters based on vibration records from an actual 8 MW offshore wind turbine in non-operating conditions. It is the aim of this section to demonstrate the effectiveness of the proposed automated OMA technique for estimation of damping from the tower top accelerations. The vibration records consist of 12 acceleration time histories of 2 hours duration. During standstill the blades were pitched out. Measured 10 min mean wind speed at the nacelle was fluctuating between 7.5 m/s and 12 m/s. A triaxial accelerometer was mounted on the tower, 7 m below the center of gravity (CoG) of the nacelle, indicated as second level in Figure 7. Vibrations were also monitored at the first level, see Figure 7, but will not be utilized in the present analysis. The wave conditions were not monitored.
Figure 7: Sketch of the front view of an offshore wind turbine indicating the accelerometer locations at level 1 and 2, the center of gravity (CoG) and mean sea level (MSL).

An acceleration time history is shown in Figure 8(a), which shows that the amplitude in the fore-aft direction is greater than in the side-side direction for that record. The acceleration level is however dependent on the wave height and the main wave direction. The accelerations were recorded with a sampling frequency of 10 Hz, corresponding to $\Delta t = 0.1$ s as in the previous numerical case study. The PSD of the acceleration records, shown in Figure 8(b), confirms that the side-side direction is less excited than the fore-aft direction. The fundamental mode at approximately 0.23 Hz is mostly excited as indicated by the figure.
5.1. Damping estimates of the fundamental fore-aft and side-side mode from monitoring data

The automated COV-SSI procedure has been used to estimate the damping ratio of the fundamental fore-aft and side-side mode during a 24 hour monitoring period. No filtering has been applied to the acceleration records and the mean value has been subtracted from the acceleration to adjust for the assumption of a zero mean process. The pre-processing has been performed for the unbiased correlation function, which has been found to result in a least bias error on the damping estimate. The stabilization of poles is shown in Figure 9 for a suitable range of model orders. As in the previous sections the criterion in (12) has been set to 0.5\% for stabilization in both frequency and damping. Figure 8(b) shows that pairs of distinct poles appear approximately at 0.23 Hz, 1.2 Hz and 2.2 Hz. The automated system identification procedure determines the lowest model order, at which the poles are stabilized in frequency and damping. The number of lags included in the estimation procedure has been varied and for the considered acceleration records the number of time lags fluctuated around 150, corresponding to 3.5 periods of the fundamental fore-aft mode. The number of periods determined by the automated procedure from the monitoring data is lower than what was determined for the identification of the wind turbine tower from numerical simulations. The numerical simulations, discussed in the previous section, are ideal realizations of a stochastic response of a wind turbine tower in standstill. The fit of the auto-correlation with free decay computed by
the identified parameters is illustrated in Figure 8(c). The resulting estimates of damping and the natural frequency of the fundamental side-side and fore-aft mode are shown in Figure 10(a)-(b) for the full 24-hour monitoring period.

![Figure 9: Stabilization diagram of the damping and frequency of the wind turbine tower vibration. (circle) pole stabilized in damping and frequency, (cross) pole stabilized in frequency, (dot) unstable pole.](image)

The mean fundamental natural frequency of the side-side motion and fore-aft motion are 0.227 Hz and 0.226 Hz respectively. The fundamental natural frequency associated with the fore-aft motion is consistently lower than the fundamental natural frequency obtained from the side-side motion. The mean damping of the fundamental side-side mode is 0.0121. The mean damping of the fundamental fore-aft mode is 42% lower relative to the side-side mode, with a value of 0.0070.

For an offshore wind turbine in non-operating conditions it would be expected that the damping of the side-side mode is higher than for the fore-aft mode, because the blades are pitched out. This causes a larger blade surface to interact with the surrounding wind flow in the side-side direction and therefore the aerodynamic damping is more dominant. The aerodynamic drag force is controlled by the pitch angle. The difference between the damping of the fore-aft and side-side mode is therefore dependent on the wind velocity and the pitch angle. The opposite tendency is expected for an offshore wind turbine in operation, namely that the damping of the side-side mode is lower than for the fore-aft mode due to aerodynamic damping. During operation the position of the nacelle is controlled such that it is aligned with the main wind direction, which results in more aerodynamic
damping in the fore-aft direction than in the side-side direction. The contribution to damping from
the interaction of the water and monopile foundation is not expected to be a governing factor for
the observed difference in damping. The variation of hydrodynamic damping is mostly expected to
depend on the wave height and period. The main wave direction may vary and as a result cause slight
variations of the added damping to the fore-aft and side-side mode. The differences are not expected
to be significant since the hydrodynamic drag force, which dominates the damping mechanism, does
not change with wave direction for an axis-symmetric monopile foundation.

The estimates of the frequency and damping show variations during the monitoring period.
The observed variations of the natural frequency can be attributed to the variation in the level
of vibration amplitude. A relation has been found between the root-mean-square (RMS) of the
resulting acceleration time history and the natural frequency. Figure 10(c) shows how the natural
frequency decreases slightly when the RMS value increases. This decrease is assumed to be caused
by two factors: The additional hydrodynamic mass induced by an increase in water level and the
variation of stiffness with respect the level of vibration amplitude.

The variation observed in damping does not appear to be related to the vibration amplitude
or changes in the excitation level. It is suggested that the variation in damping is related to the
variation in wind speed and one or a combination of the following factors related to the estimation
and measurements: The signal noise, the record length, and the bias and mean square error of
the estimation technique. Further investigation should be conducted, to isolate the effects of these
factors, and thereby understand the variability of the damping estimates.
Figure 10: COV-SSI identification of (a) damping and (b) natural frequency of the fundamental fore-aft mode (black) and side-side mode (grey) during a 24-hour monitoring period of the wind turbine tower in standstill, and for (c) variations of the root-mean-square of the acceleration records.

Conclusions

The following conclusions may be drawn from the automated identification of damping from the present study:

- The proposed automated procedure eliminates the need for a user interference for the selection of model order and size of the block-Hankel and block-Toeplitz matrices.
- The bias error on the damping estimates by ERA and COV-SSI is negative for broad band inputs, and of larger and positive magnitude for narrow banded inputs.
- The COV-SSI is found to be more effective in damping estimation, highlighting a lower mean squared error in comparison to the error from the ERA and the EFDD.
- High signal to noise ratios disturbs the COV-SSI identification leading to higher variance errors on the damping estimates.
- Increase in the vibration record length reduces the variance error on the damping estimate, obtained by the COV-SSI.
• The fundamental fore-aft and side-side mode of an offshore wind turbine in non-operating conditions have closely spaced natural frequencies, which results in discrepancies in the estimate of damping, and consequently introduces beating for the EFDD technique.

The estimated damping of the fundamental fore-aft tower mode is found to be considerably lower than the damping of the fundamental side-side mode, during non-operating conditions of an offshore wind turbine. Additionally, it is lower than estimates found from numerical simulations for the wind turbine under identical conditions. This emphasizes the importance of reliable estimates of damping for development of aerodynamic models and subsequently reliable prediction of the lifetime of wind turbine structures.
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