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Summary
Fault diagnosis of closed-loop systems is extremely relevant for high-precision equipment and safety critical systems. Fault diagnosis is usually divided into 2 schemes: active and passive fault diagnosis. Recent studies have highlighted some advantages of active fault diagnosis based on dual Youla-Jabr-Bongiorno-Kucera parameters. In this paper, a method for closed-loop active fault diagnosis based on statistical detectors is given using dual Youla-Jabr-Bongiorno-Kucera parameters. The goal of this paper is 2-fold. First, the authors introduce a method for measuring a residual signal subject to white noise. Second, an optimal detector design is presented for single and multiple faults using the amplitude and phase shift of the residual signal to conduct diagnosis. Here, both the optimal case of a perfect model and the suboptimal case of a model with uncertainties are discussed. The method is successfully tested on a simulated system with parametric faults.
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1 INTRODUCTION

Fault diagnosis has been an intensively studied subject, which has branched into 2 subgroups: passive1-3 and active4-6 fault diagnosis. Broadly speaking, passive fault diagnosis obtains information of faults by the use of residual signals generated by comparing input-output data,7 whereas active fault diagnosis uses auxiliary signals to obtain extra information about the state of a system to use for fault diagnosis. So far, most active fault diagnosis solutions have been based on the assumption of an open-loop system description; however, fault diagnosis of closed-loop systems is more relevant for critical systems. For open-loop processes, it is usually possible to assume the characteristics of the noise to be the same for the open-loop measurements as for the residual signal. This is, however, not the case when a feedback law is imposed. It has been shown in the work of Poulsen and Niemann8 how to design a residual generator where the noise characteristics are independent of the feedback loop, using active fault detection of a coprime factorised system.

A method for detecting parametric faults by the use of a nominal fault-free model was given in the work of Niemann and Stoustrup.9 The method was based on translating different parametric faults to a fault signature system and detecting changes in this fault signature system using a known excitation signal. Furthermore, it was shown in the aforementioned work8 how to design a cumulative sum detector for such a problem. Research into linearisation of the fault signature system and isolation of faults have been investigated in the works of Niemann and Poulsen.10,11

Detector design for statistical tests has been presented in the work of Kay,12 and the Neyman-Pearson detector was presented for optimal detection of partially known signals corrupted with noise. Using a statistical detector has the advantage
of an easy translation to the false alarm rate and probability of detection, which is the classical success criterion for a fault diagnosis scheme. The detectors introduced in the aforementioned work\(^{12}\) assume the noise to be white, which was not the case with the solution presented in the work of Poulsen and Niemann.\(^8\) A method for isolation of faults based on a sequential detector was proposed in the work of Poulsen and Niemann,\(^{13}\) using several excitation signals with different frequencies. An implementation of a statistical detector for detecting faults was proposed first in our other work,\(^ {14}\) where the fault signature system was linearised. A simulation on how to detect parametric faults on the actuators of an active gas bearing was presented. The linearised fault signature system was however found ill-suited for parametric faults that showed highly nonlinear behaviour. Furthermore, the residual was subject to coloured noise, which resulted in an increase in false alarm occurrences.

In this paper, it is proven possible to implement a detector as presented in the work of Kay\(^ {12}\) for active fault detection based on the fault signature system. The system to be detected faults on is part of a closed-loop scheme with a known controller. Most systems to be conducted fault detection on are believed to be part of a closed-loop scheme. Prewhitening of the noise has been conducted to improve the results. It is proposed to use the knowledge of the detectors’ sensitivity towards different faults to enable isolation of several faults using only a single excitation signal with a known amplitude and frequency. The method presented exploits knowledge about the phase shift and gain impacts of the faults to isolate different faults using only a single signal. Basing the fault diagnosis on the magnitude and phase information makes the solution advantageous compared with other methods such as those previously shown in other works.\(^ {4-6,15}\) It is shown that it is possible to design the detector based solely on the stochastic model of the noise in addition to the model of the controller and plant. The detector is implemented as a moving window to be able to detect changes over time. The impact of model uncertainties is furthermore discussed. It is believed that a design procedure for residual signal of closed-loop systems that ensures the noise on the residual signal to be white is useful for fault diagnosis of closed-loop systems.

This paper is structured as follows. Section 2 introduces the reader briefly to the preliminary work conducted. Section 3 presents the residual signal design. Section 4 presents the detector design and isolation procedure. Section 6 shows some examples using the method described. This paper is closed with a conclusion in Section 7.

2 | PRELIMINARY RESULTS

Most detector designs are based on the assumption that the detector signal is influenced by white noise. Such assumptions are usually valid given open-loop problems such as those depicted in Figure 1. Here, plant \(G(\theta)\) is subject to a known input \(u\), and the output of plant \(y_m\) is subject to an unknown disturbance \(d\), which is in this paper, assumed to be white Gaussian noise.

Such a system structure as presented in Figure 1 is only feasible to use when feedback control is not required, and the plant is open-loop stable. However most interesting control applications require some form of feedback control. When feedback control is applied, the system representation changes to Figure 2, which is the standard implementation used throughout this paper.

![FIGURE 1](image1)  **Simple open-loop plant setup.** Plant \(G(\theta)\) is only subject to a known input and the output signal \(y_m\) is generated by the plant and the unknown disturbance \(d\)

![FIGURE 2](image2)  **Representation of the system description used throughout this paper.** The system is here subject to feedback control through the controller \(K\). Again, the output is subject to an unknown disturbance signal \(d\)
From Figure 2, it is easy to see that the assumption of white noise on the measurement signal $y_m$ does not hold due to the feedback loop. The noise signal $d$ is treated as white with a Gaussian distribution for simplicity in this paper. However, much of the analysis conducted throughout this paper is independent of the noise distribution.

### 2.1 Coprime representation

In this section, a coprime description of the nominal plant and controller are exploited to represent the parametric faults in the plant through the use of the fault signature matrix. Given a nominal plant $G(0)$ and a controller $K(0)$, the coprime factorisation of plant and controller are given in the following 2 equations, respectively.

$$\begin{align*}
G(0) &= NM^{-1} = \tilde{M}^{-1}\tilde{N}, & N, M, \tilde{M}, \tilde{N} &\in RH_{\infty} \\
K(0) &= UV^{-1} = \tilde{V}^{-1}\tilde{U}, & U, V, \tilde{V}, \tilde{U} &\in RH_{\infty}
\end{align*}$$

Here, the $	ilde{}$ represent the left coprime factorisation, whereas the systems without such are the right coprime factorisation. Such left and right coprime factorisations are always possible to find when the plant and controller can be represented as rational functions.\textsuperscript{16} Given the 8 matrices in Equations (1) and (2), the double Bezout identity shown in Equation (3) is satisfied due to the coprimeness.

$$\begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix} = \begin{bmatrix} M & U \\ N & V \end{bmatrix} \begin{bmatrix} \tilde{V} & -\tilde{U} \\ -\tilde{N} & \tilde{M} \end{bmatrix} = \begin{bmatrix} \tilde{V} & -\tilde{U} \\ -\tilde{N} & \tilde{M} \end{bmatrix} \begin{bmatrix} M & U \\ N & V \end{bmatrix}$$

Given a nominal plant as defined in Equation (1), it is possible to define all stabilising controllers based on a nominal stabilising controller. Such a controller is given in Equation (4) using the right coprime factorisation and in Equation (5) based on the left coprime factorisation of plant and controller.\textsuperscript{17} The parameter $Q$ is a positive definite Hermitian matrix.

$$\begin{align*}
K(Q) &= (U + MQ)(V + NQ)^{-1}, & Q &\in RH_{\infty} \\
K(Q) &= (\tilde{V} + Q\tilde{N})^{-1}(\tilde{U} + Q\tilde{M}), & Q &\in RH_{\infty}
\end{align*}$$

$K(Q)$ can be represented as a linear fractional transformation (LFT). A lower LFT of the parametrised controller $K(Q)$ is given by

$$K(Q) = T(J_K, Q)$$

$$J_K = \begin{bmatrix} UV^{-1} & V^{-1} \\ V^{-1} & -V^{-1}N \end{bmatrix}.$$  \hspace{1cm} (7)

In principle, it is possible to design a realisation as in Equation (6) of any linear controller. Such a control implementation is shown in Figure 3. The system shown in Figure 3 is the same as presented in Figure 2; however, 2 new signals $\alpha$ and $\beta$ are introduced to the closed-loop system description.

It is shown in the work of Tay et al\textsuperscript{17} how to transform some of the most general controller schemes into the form shown in Figure 3.

It is possible to parametrise all plants stabilised by the nominal controller. In Equations (8) and (9), a parametrisation of all plants stabilised by a nominal controller based on the right and left coprime factorisation are respectively given.

$$\begin{align*}
G(S) &= (N + VS)(M + US)^{-1}, & S &\in RH_{\infty} \\
G(S) &= (\tilde{N} + S\tilde{U})(\tilde{M} + S\tilde{V}), & S &\in RH_{\infty}
\end{align*}$$

**FIGURE 3** Closed-loop system setup using the Youla parametrisation of the controller
Equivalently, as for the parametrised controller, it is possible to represent the parametrised plant as an LFT

$$G(S) = P_u(J_G, S)$$  \hspace{1cm} (10)

$$J_G = \begin{bmatrix} -M^{-1}U & M^{-1}NM^{-1} \\ M^{-1}U & N \end{bmatrix}.$$  \hspace{1cm} (11)

A block diagram of the closed-loop system introduced in Figure 2 with the parametrised plant using Equation (10) is shown in Figure 4.

Again, 2 new signals are introduced, i.e., \( \eta \) and \( \epsilon \). The transfer functions \( S \) parametrising all plants stabilised by the nominal controller have been known as the open-loop error between the nominal and real plant \(^{18}\) and describe the dynamics of the true system omitted from the nominal model. It was shown in the work of Anderson \(^{18}\) that the signal \( \eta \) is independent of the output noise \( d \).

The signals \( \eta \) and \( \epsilon \) are, however, not directly measurable. It was shown in the aforementioned work \(^{17}\) that the relationship between the set of signals \{\( \alpha, \beta \)\} from Figure 3 and the set of signals \{\( \eta, \epsilon \)\} from Figure 4 can be depicted as in Figure 5.

There are several ways to prove the relationship between the 2 set of signals \{\( \alpha, \beta \)\} and \{\( \eta, \epsilon \)\}, with one approach to be found in our other work \(^{19}\). Whereas, it is not possible to directly excite the system using \( \eta \), it is using the signal \( \alpha \). It is therefore convenient to use the signals related to the controller for identification and detection purposes.

The system setup in Figure 6 is equivalent to the setup shown in Figure 3 but with \( Q \) omitted. Furthermore, it is also straightforward to see from Figure 6 that the controller is not changed from the nominal one as long as \( Q \) is disconnected.

In order to state the detection problem, the closed-loop system with regard to the external inputs is required. The transfer functions are shown in Equation (12) and are derived from Figure 4 with the input and output vector defined as in Equation (12), as well as the connection of the signals shown in Figure 5.

\[
\begin{bmatrix} y \\ u \\ \beta \end{bmatrix} = \begin{bmatrix} (N + VS)\hat{U} & N + VS \\ (M + US)\hat{U} & M + US \end{bmatrix} \begin{bmatrix} d \\ \alpha \end{bmatrix} = P_d(S) \begin{bmatrix} d \\ \alpha \end{bmatrix}
\]

\hspace{1cm} (12)
Here, the $\beta$ output is considered the detection or residual signal. The input signal $d$ is considered an unknown input, whereas $\alpha$ is the controllable input used for active fault detection.

### 2.2 Fault diagnosis in the YJBK setup

In order to detect faults in the system based on the fault signature system $S$, it is necessary to translate the behaviour of parametric faults from the input-output pair $u, y$ to the signal pair $\eta, \epsilon$. Such a parametrisation was first introduced in the work of Youla et al., and the methods to represent different parametric faults were first presented in the work of Niemann. This method is based on a coprime factorisation of a nominal model of the implemented plant and controller to design a residual signal, which is zero for the fault-free case and nonzero when a fault occurs. However, to define the parametric faults through the fault signature system, it is first necessary to establish how faults on the plant are represented. Given a parametric fault $\theta$ assumes that the plant can be defined as an upper LFT, as shown in Equation (13), where $G_{zw}, G_{zu}, G_{yw}$, and $G_{yu}$ are defined using only the fault-free plant and the parametric fault $\theta$. $\theta$ is given as a diagonal matrix where each diagonal element, denoted $\theta_i$, corresponds with a parametric fault.

$$G(\theta) = F_u \left( \begin{bmatrix} G_{zw} & G_{zu} \\ G_{yw} & G_{yu} \end{bmatrix}, \theta \right)$$ (13)

Instead of expressing plant $G$ as a function of $\theta$, it is advantageous to formulate the fault signature system as a function of the unknown parametric faults $\theta$. Given faults in the form presented in Equation (13), it was shown in the work of Niemann and Poulsen that the fault signature system can be expressed as

$$S(\theta) = F_l \left( \begin{bmatrix} 0 & MG_{yw} \\ G_{zu} M & G_{zu} U MG_{yw} \end{bmatrix}, \theta \right).$$ (14)

It is clear from Equation (14) that the fault signature system $S(\theta)$ is a nonlinear function with regard to the parametric faults. The gain and the phase shift of the fault signature system depend on the parametric fault and are, therefore, of interest for fault diagnosis. With the fault signature system given with respect to the parametric faults, it is useful to state the diagnosis problem solved in this paper.

The main advantage of using the fault signature system as described in Equation (14) comes from the fact that $S(\theta)$ is zero in the fault-free case, ie,

$$S(0) = 0.$$ (15)

While it is different from zero when a detectable fault occurs, ie,

$$S(\theta) \neq 0 \quad \forall \quad \theta \neq 0.$$ (16)

The effect of faults on $S$ is thus similar to the effect of faults on the residual generator used for passive fault detection.

### 3 DETECTION PROBLEM FORMULATION

In Section 2.2, the connection between parametric faults and the fault signature system was established based on the system description given in Section 2.1. In this section, the residual signal used for detection is presented, and the assumptions used for detector design in the following sections are presented.

Using Equation (12), the residual signal is

$$\beta[n] = S(\theta)\alpha[n] + (\bar{M} + S(\theta)\bar{U})d[n].$$ (17)

The residual in Equation (17) is influenced by white noise $d$, which goes through a filter. The residual signal $\beta$ is therefore influenced by coloured noise. In active fault diagnosis, the goal of the detector is to detect a known signal with unknown amplitude and phase, corrupted by noise, compactly written

$$\beta[n] = A_S \alpha[n - n_0] + (\bar{M} + S(\theta)\bar{U})d[n] \quad n = 0, 1, \ldots, N - 1.$$ (18)
Here, \( a[n] \) is the known excitation signal at sample \( n \), \( A_n \) is the gain through the fault signature system of the known excitation signal \( a[n] \), \( n_0 \) is the delay of the excitation signal through the fault signature system, and \( d[n] \) is the noise signal, which in this paper is assumed to be white Gaussian noise. For the transition from Equations (17) to (18), it is assumed that the excitation signal \( a \) is having a period sufficiently long compared with the sampling period. Furthermore, the period of \( a \) is possible to describe as a whole multiple of the sampling period.

For the detection methods presented in this paper, the noise is modelled as Gaussian. However, the noise is not required to be Gaussian to design a matched filter detector, but this requirement is maintained throughout this paper for simplicity. Whiteness of the noise is, on the other hand, a strict requirement to be able to give an upper bound to the number of false alarms in the fault-free case. Given the method presented, the noise on the residual signal is kept white in the fault-free case when the system is only subject to white noise. Furthermore, it is mentioned briefly how to keep the whiteness requirement for a system subject to both system and measurement noise.

### 3.1 Design of whitening filter

In the first case for a signal as given in Equation (18) and letting \( H_0 \) be the fault-free case, since \( S(0) \) is zero, the residual signal \( \beta \) simplifies to

\[
H_0 : \beta[n] = \tilde{M}d[n]. \tag{19}
\]

Since \( \tilde{M} \) is a model-dependent known system, the residual signal is redefined to

\[
H_0 : r[n] = \tilde{M}^{-1}\beta[n] = d[n]. \tag{20}
\]

It is clear from Equation (20) that if the noise \( d \) is white Gaussian, then the noise imposed on the residual signal in Equation (20) is white Gaussian as well. Furthermore, the variance of the noise on the residual signal is equivalent to the variance of the measurement noise. Designing the decorrelation filter \( \tilde{M}^{-1} \) is only feasible for open-loop stable systems. Given any open-loop unstable system \( \tilde{M}^{-1} \) will be unstable, and instead, a stable filter with the same correlation as \( \tilde{M}^{-1} \) is required.

Such a filter can be realised by a spectral factorisation, finding a stable filter with the same prewhitening effect as the unstable filter \( \tilde{M}^{-1} \). In this paper, all theory is handled in discrete time; however, a continuous equivalent is also possible by mirroring the right half-plane zeros through zero on the real axis.

For the system \( \tilde{M} \) containing zeros outside the stability area, it is possible to design a system, which has no zeros outside the stable area with the same spectrum denoted \( W \). The method can be found in the work of Gustafsson \(^{22} \) and a transformation that keeps the same spectrum is shown in Equation (21) while transforming the unstable solution into a stable one.

\[
W(z)W^T(z) = \tilde{M}(\bar{z})\tilde{M}^T(\bar{z}). \tag{21}
\]

The stable filter is thus denoted \( W^{-1} \), and the detection signal is given in Equation (22) with the proposed stable filter that makes the noise white on the detector signal in the fault-free case, ie,

\[
H_0 : r[n] = W^{-1}\beta[n] = Hd[n]. \tag{22}
\]

where \( H = W^{-1}\tilde{M} \) is a constant diagonal matrix. \(^{22} \) Since \( H \) contains no dynamics the detector signal is again only subject to white Gaussian noise; however, the method does alter the variance of the noise, as shown by the constant \( H \) matrix.

The methods presented above are based on the assumption that all noise can be modelled as white Gaussian noise on the output. For the case of a white Gaussian process and measurement noise, designing a Kalman filter is proposed instead. A Kalman filter ensures that the noise is white on the innovation signal and thereby on \( \beta \), as shown in the work of Niemann. \(^{23} \)

In this paper, the detectors are designed based on white Gaussian output noise only. Therefore, if the system is open-loop unstable, the residual is given by Equation (23), where the variance of the noise \( d \) in the fault-free case has been subject to the constant diagonal matrix \( H \).

\[
r = W^{-1}\tilde{M}G_{yw}\theta(I - (G_{yw} + G_{yu}U\tilde{M}G_{yw})\theta)^{-1}G_{yu}M\alpha + (H + W^{-1}S(\theta)\tilde{U})d. \tag{23}
\]
For the case that the plant is open-loop stable, the residual signal can be simplified. The residual signal of interest to detect in white Gaussian noise is then with regard to the parametric uncertainties given as

\[ r = G_{yw} \theta (I - (G_{2u} + G_{2u} U \bar{M} G_{uw}) \theta)^{-1} G_{2u} \alpha + (I + \bar{M}^{-1} S(\theta) \bar{U}) d. \]  

(24)

4 | FAULT DIAGNOSIS

In this section, the detector design is presented together with calculations of the probability of detection and the threshold. The matched filter detector with a moving window is chosen since it is natural to design based on a wanted false alarm rate. The detector design is based on the residual signal given by Equation (23), which is the general case. It is assumed that several different faults can occur in the plant; however, multiple faults cannot happen simultaneously. In order to detect the faults, a moving window is used. The detector is based on selecting 1 input and 1 output of the plant to use for diagnosing the faults. This section is structured such that the first detection design is presented without any further assumptions. The ability to isolate faults is then discussed and test statistics for the detector design is given. Finally, the detector design is presented for the case of unique phase shifts for each of the faults considered.

4.1 | Detector design

Using the framework introduced in the work of Basseville and Nikiforov\textsuperscript{24} to design the detector a \( H_0 \) hypothesis is constructed in Equation (25) for the fault-free case, and a \( H_1 \) hypothesis is constructed in Equation (26) representing the case that one of the possible faults has occurred.

\[ H_0 : r[n] = H d[n], \quad n = 0, 1, \ldots, N - 1 \] 

(25)

\[ H_1 : r[n] = A_S \alpha[n - n_0] + (H + W^{-1} S(\theta) \bar{U}) d[n], \quad n = 0, 1, \ldots, N - 1 \] 

(26)

Here, \( d \) is white Gaussian noise, and \( A_S \) is the amplification of the detector signal through the system \( W^{-1} S(\theta) \), which both depends on which fault is occurring and the magnitude of the fault. \( n_0 \) is the unknown delay due to the fault occurring and the magnitude of this fault. Only faults causing parameter degradation are considered in this paper, which limits the relative faults \( \theta_i \) to \([-10,] \), where 0 corresponds to no fault and −1 corresponds to a complete failure. There is thus no sign change through the whole possible fault range, which makes a Neyman-Pearson detector feasible.\textsuperscript{12}

The design of the detector is based on the \( H_1 \) hypothesis given a predetermined possible fault. A moving window is used for the detector such that it is possible to determine when a change occurs. Since the delay is unknown and depends on the fault occurring, it is required to determine the delay of detector signal, which can be accomplished using

\[ \phi = \arg\max_{\phi \in \mathcal{T}} \left( \sum_{n=n_0}^{n_0+N-1} r[n] \alpha[n - n_0] \right). \] 

(27)

Here, \( \phi \) is the maximum-likelihood estimate of the delay, \( r \) is the set of possible delays given a priori knowledge about the parametric faults, and \( N \) is the window length. With the delay estimated using Equation (27), the test statistic can be designed. For the generalised case, the test statistic is

\[ T(r) = \sum_{n=\phi}^{\phi+N-1} r[n] A_0 \alpha[n - \phi]. \] 

(28)

Here, \( A_0 \) is a predetermined amplification of the signal excitation \( \alpha \) through the fault signature system given the initial guess of the magnitude of one of the faults. It is possible to design other test statistics, which might be beneficial in special cases.

An example of such a test statistic is given in Section 4.4, which for certain assumptions has attributes that simplify the test statistics.

In fault detector design, the probability of a false alarm and probability of detection are usually the 2 design criteria. For a detector as described in Equation (28), the probability of false alarm is used to determine the threshold \( \gamma \), as shown
in Equation (29), ie,

\[ \gamma = \sqrt{\sigma^2 v Q^{-1}(P_{FA})} \]  

(29)

\[ v = N \frac{A_0^2}{2} \]  

(30)

Here, \( \sigma^2 \) is the variance of the noise, \( v \) is the energy contained in the signal for one window length given as a sinusoidal wave, \( Q(\cdot) \) is the complementary cumulative distribution, and \( P_{FA} \) is the allowed frequency of false alarms. It is worth noticing that the threshold is independent of the different possible faults. The \( H_1 \) hypothesis chosen by Equation (27) is discarded if \( T(r) \) is below the threshold \( \gamma \) and found to be true if \( T(r) \) is above the threshold \( \gamma \).

With a threshold design based on the allowed probability of a false alarm, the probability of detection is

\[ P_D = Q \left( Q^{-1}(P_{FA}) - \sqrt{D} \right) . \]  

(31)

The probability of detection is based on the assumption of the noise to be white, which it is not in the case when \( H_1 \) is true. The variance of the detector signal will, therefore, be higher than approximated. The deflection coefficient \( D \) is

\[ D^2 = \frac{\left( E \left( T; H_1 | \theta_k \right) - \lambda \right) \left( E \left( T; H_1 | \theta_A \right) - \lambda \right) \left( E \left( \theta_k | \theta_A \right) - \lambda \right)}{\text{var}(T; H_0)} . \]  

(32)

The deflection coefficient depends on the fault detected \( \theta_k \) and the initial guess of the fault \( \theta_A \). It is therefore necessary to calculate the probability of detection separately for each fault considered. It is worth noticing that Equation (32) is only true when the test statistic in Equation (28) is used.

Here, \( \lambda \) is defined in Equation (33) and is the expected value of the test statistic given that the \( H_0 \) is true.

\[ \lambda = E(T; H_0) \]  

(33)

Using Equation (31), it is possible to determine the smallest parametric fault with an acceptable probability of detection given the desired probability of the false alarm rate.

4.2 Design of the excitation signal

It is of paramount importance to be able to design the excitation signal in accordance with predetermined criteria. In this section, one such criterion is presented so that it is possible to design the excitation signal. It is for simplicity decided to use only one input for the excitation signal and one output of the fault signature system. The relevant fault signature system thus becomes a SISO system, which makes the analysis simpler. In this paper, the shape of the excitation signal has been limited to be a single sinusoidal wave with the single degree of freedom being the frequency. It is the task of the excitation signal to maximise the impact of a fault in the residual signal. Thus, it is desired to determine the gain of the transfer function from the excitation signal to the residual given as

\[ \xi_r(\omega) = \left| W^{-1} MG_{yw} \theta \left( I - (G_{zw} + G_{zu} UMG_{yw}) \theta \right)^{-1} G_{zu} M \right| . \]  

(34)

If the design criteria is simply to maximise the amplitude of the excitation signal, the goal is to maximise Equation (34). However, it is believed that for most systems the design of the excitation signal should be a trade-off between maximising the signature of faults while minimising the impact of the excitation signal on the system outputs. The highest gain from the excitation signal to the system outputs can be found using Equation (12) and is

\[ \xi_y(\omega) = \hat{\sigma} (N(\omega)) . \]  

(35)

Here, \( \hat{\sigma} \) denotes the highest singular value,25 which corresponds to the direction with the highest gain for a MIMO system. It is possible to define a criteria for the design of the excitation signal with the gain from the excitation signal to the residual and outputs respectively determined as

\[ f_\alpha(\omega) = \frac{\xi_r(\omega)}{\xi_y(\omega)} . \]  

(36)
The frequency of the excitation signal is thus chosen.

$$\omega_\alpha = \arg \max_{\omega_1 \leq \omega \leq \omega_2} f_\omega(\omega)$$  \hspace{1cm} (37)

Here, $\omega_1$ defines the lowest considered frequency, and $\omega_2$ is the highest frequency considered for the sinusoidal excitation signal. For many systems, the range of possible frequencies might be limited due to mechanical limitations or the sample speed, which would naturally define the upper and lower limit. So far, only a single fault is considered for detection. For several possible faults, the frequency should be chosen such that the detectability of the fault most difficult to detect is maximised why Equation (36) is changed to

$$f_\alpha(\omega) = \min_{\theta = \Delta} \frac{\xi_r(\theta, \omega)}{\xi_y(\omega)}.$$  \hspace{1cm} (38)

Here, $\Delta$ denotes the set of different possible faults considered. With Equation (36) reformulated as Equation (38), the optimal excitation frequency can again be found using (37).

### 4.3 Isolation of faults

In this section, the ability to isolate faults is discussed. The discussion is based on an excitation signal containing a single sinusoidal wave and estimating the phase shift using Equation (27). It is in the general case that it is not possible to isolate a fault only based on the phase shift, given that the phase shifts of several faults might be the same. An example is given in Figure 7 on how 2 parametric faults share the same phase shift.

It is shown in Figure 7 that the set of possible phase shift for fault 1 is a subset of the set of possible phase shifts for the second parametric fault. It is therefore not possible to distinguish when fault 1 has occurred from the instances of fault 2 occurring solely based on the phase shift. It is thus seen to be convenient to exploit the knowledge about the phase shift and the gain of the fault signature system. Using the test statistic $T(r)$ from Equation (28) with the moving window $N$, which are whole periods, the energy of the signal is

$$\kappa = N A_k A_0^2.$$  \hspace{1cm} (39)

Here, $A_k$ is the amplitude of the sinusoidal wave $r[n]$. Using the fact the noise is Gaussian with a mean of 0, by isolating $A_k$ in Equation (39), the amplitude of the sinusoidal detector wave can be found as Equation (40) for an appropriate

![Figure 7](https://example.com/figure7.png)

FIGURE 7  Phase shift of a sinusoidal wave for an example system with 2 possible parametric faults. Here, it is seen that all delays that could correspond to parametric fault 1 ($\theta_1$) occurring might as well correspond to parametric fault 2 ($\theta_2$) occurring with a magnitude degradation around 20% [Colour figure can be viewed at wileyonlinelibrary.com]
window length.

\[ A_k = \frac{2\kappa}{NA_0} \]  

(40)

The gain from the excitation signal to the detection signal is thus chosen.

\[ A_{S_0} = \frac{A_k}{|\alpha|} \]  

(41)

As with the phase shift, it is also possible to determine how the gain of the excitation signal changes with regard to the magnitude of the fault for a specific frequency of the sinusoidal signal.

The gain of the excitation signal is shown in Figure 8 for the same system and same parametric faults as were presented in Figure 7. By combining the two, it is easy to see that it is possible to isolate which fault has occurred. The fault isolation so far is based on choosing the frequency that makes the job of fault detection easiest. Such a choice does not consider whether the fault characteristics are similar or not and might therefore be a poor choice when it comes to fault isolation. In such a case, it can be beneficial to change the frequency of the sinusoidal wave of the excitation signal to maximise the difference between the fault signatures when a fault is detected and isolate the fault through a second test.

### 4.4 Multiple faults without phase shift crossing

The method presented in Section 4.1 might for some cases be simplified. Depending on how the phase shift develops if there is a unique mapping between the phase shift and which fault occurs a simplification is possible. This corresponds to the phase shift lines in Figure 7 not reaching the same vertical level at any point. If such a mapping is possible, the test statistic can be expressed as

\[ T(r) = \sum_{n=\phi}^{\phi+N-1} r[n]A_\phi\alpha[n-\phi]. \]  

(42)

Here, \( A_\phi \) is the gain from the excitation signal \( \alpha \) to the residual signal \( r \) based on the fault determined by the delay using Equation (27). The gain thus changes with regard to the delay identified, which results in a change of the test statistic. Besides changing the test statistic the detector used in Equation (42) has the advantage of directly identifying which fault is occurring. The threshold is again given as in Equation (43), but the energy of the signal is now determined by Equation (44).

\[ \gamma = \sqrt{\sigma^2 \nu Q^{-1}(P_{FA})} \]  

(43)

\[ \nu = N - \frac{A_\phi^2}{2} \]  

(44)
With the threshold determined from Equation (43), the probability of detection is

\[ P_D = Q \left( Q^{-1}(P_{FA}) - \sqrt{D} \right). \] (45)

The probability of detection is thus given in the same way for both detectors. The difference is a bit subtle and comes in the change of the definition of the deflection coefficient \( D \). Here, \( D \) is

\[ D^2 = \frac{(E(T; H_1|\theta_0) - E(T; H_0))^2}{\text{var}(T; H_0)}. \] (46)

The deflection coefficient depends on the fault detected \( \theta_0 \) and must be calculated separately for each fault considered. It is worth noticing that Equation (46) is only true when the test statistic in Equation (42) is used, and the deflection coefficient is much more intricate when the assumption of no phase shift crossing cannot be used.

## 5 | ANALYSIS OF MODEL UNCERTAINTIES

So far, a perfect model without any uncertainties has been assumed. It is however important to examine the impact of model uncertainties on the residual signals derived. For this analysis, only parametric uncertainties are considered, and the impact of higher-order dynamics not contained in the model are disregarded. For parametric uncertainties \( \mu \), the residual signal is expressed in Equation (47).

\[ r = W^{-1}S(\theta, \mu)\alpha + (H + W^{-1}S(\theta, \mu)\hat{U})\, d \] (47)

The \( H_0 \) when no fault occurs is then given in Equation (48), whereas the \( H_1 \) is given in Equation (49).

\[ H_0 : r[n] = A_{S_\mu} a[n] + Hd[n] \] (48)

\[ H_1 : r[n] = A_{S_\theta,\mu} a[n - n_0] + (H + W^{-1}S(\theta, \mu)\hat{U})\, d[n] \] (49)

Here, \( A_{S_\mu} \) is the gain through \( W^{-1}S(\mu) \) given the frequency of the signal \( \alpha \). \( \mu \) defines the bound on the uncertainty set; however, since the open-loop error is nonlinear with regard to the parametric uncertainties, the highest amplitude of \( A_{S_\mu} \) might not be at the boundary. A search in the uncertainty space can thus be conducted to find the uncertainty that maximises the gain from the excitation to the residual signal. Such a problem is an \( N \)-dimensional problem, where \( N \) is the number of parametric uncertainties. It might therefore be convenient to linearise \( W^{-1}S(\mu) \) and determine the gain from the uncertainty bound if the dimension is too large. The threshold is therefore given similarly as the threshold for the case of no uncertainties with the addition of a bias, which depends on the uncertainty bound, as shown in Equation (50).

\[ y' = y + v_\mu = \sqrt{\sigma^2 + \nu}Q^{-1}(P_{FA}) + v_\mu \] (50)

\[ v_\mu = N \frac{(A_0A_{S_\mu})^2}{2} \] (51)

Here, \( A_0 \) is replaced with \( A_\phi \) if it is possible to use the detector presented in Equation (42), used for the case when no phase shift crossing is present. Furthermore, \( A_{S_\mu} \) is the maximal amplitude of the signal \( r \) due to the uncertainty such that the constant \( v_\mu \) is the energy of the detector due to the uncertainty and is an upper bound. The threshold is therefore determined such that the number of false alarms never exceeds the allowed amount. The threshold given in Equation (50), however, is only valid when Equation (52) is true.

\[ \hat{\sigma}(H) \gg \hat{\sigma} (W^{-1}S(\theta, \mu)\hat{U}) \] (52)

If Equation (52) is true, the noise can be seen as approximately white and Gaussian in the fault-free case. Such an assumption as given in Equation (52) is usually valid when proper identification of the system has been conducted beforehand.
5.1 | Summary of method

The theory has been outlined in the previous sections for how to design a matched filter detector for active fault detection and isolation. The steps to go through for applying the active fault detection and isolation method is shown in Figure 9. The flow chart is divided into 3 steps: preliminary experimental work, design phase, and implementation.

The method was shown to be based on a model of the plant, controller, and considered faults. Furthermore, knowledge about the PDF and the correlation of the noise is required. Based on this initial information, it is was shown possible to design a detector based on a wanted false alarm rate.

6 | EXAMPLES

In this section, examples are given to introduce the reader to the method. Simulation examples are given on how to apply the method given in this paper. A discrete second-order SISO state space system is used to show how a parametric change can be detected. A MIMO system could as easily be used for the fault detection but is excluded here for simplicity. White Gaussian output noise with a variance of 0.11 is applied to the system. The sample time is 1 ms, and the 4 matrices of the discrete state space system are given in Equations (53) to (56).

\[
A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} = \begin{bmatrix} 1 & -0.3 \\ -0.5 & 0.2 \end{bmatrix} \tag{53}
\]

\[
B = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} = \begin{bmatrix} 2 \\ 3 \end{bmatrix} \tag{54}
\]

\[
C = \begin{bmatrix} c_1 & c_2 \end{bmatrix} = \begin{bmatrix} -1 & 4 \end{bmatrix} \tag{55}
\]

\[
D = \begin{bmatrix} 0 \end{bmatrix} \tag{56}
\]
redefined as in Equation (57).

\[ B = \begin{bmatrix} b_1(1 + \theta_1) \\ b_2(1 + \theta_2) \end{bmatrix} \]  

(57)

The augmented system taking the faults into account is given in Equation (58) using the system description presented in Equation (13).

\[
\begin{bmatrix} z \\ y \end{bmatrix} = \begin{bmatrix} a_{11} & a_{12} & b_1 & 0 & b_1 \\ a_{21} & a_{22} & 0 & b_2 & b_2 \\ 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & 1 \\ c_1 & c_2 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix}
\]  

(58)

\[ w = \begin{bmatrix} \theta_1 & 0 \\ 0 & \theta_2 \end{bmatrix} z \]  

(59)

The frequency of the excitation signal was chosen based on the method described in Section 4.2. Using Equations (37) and (38), the lower bound \( \omega_1 \) is chosen to be \( 10 \text{ rad/s} \). The upper bound \( \omega_2 \) is chosen to be \( 125 \text{ rad/s} \) such that the sampling time is still sufficiently higher.

\[ \omega_{a} = \arg \max_{10 \leq \omega \leq 125} f_{a}(\omega) = 125 \]  

(60)

Using Equation (60), the frequency of the excitation signal is chosen to be \( 125 \text{ rad/s} \). An illustrative plot of the efficiency for detecting each of the 2 possible faults using Equation (36) is shown in Figure 10, where \( \theta_1 \) and \( \theta_2 \) equal to \( -0.1 \) have been considered, respectively.

Using Figure 10, it is easy to see that the fault that is most difficult to detect is easier to detect as the frequency of the excitation signal is increased. With the augmented system description presented in Equation (58) and the Phase shift of a sinusoidal wave of \( 125 \text{ rad/s} \) introduced as the \( a \) signal upon the residual signal \( r \). The blue dashed line corresponds to \( \theta_1 \), and the red dashed line corresponds to \( \theta_2 \). Excitation signal chosen to be a sinusoidal wave of \( 125 \text{ rad/s} \), it is possible to determine the relationship between the phase shift and the magnitude of the fault occurring. Due to the pole location outside the unit circle, the detector signal is given by Equation (22). The phase shift with regard to the magnitude of the fault is thus, as shown in Figure 11.

Before designing the detector, it is important to verify that the noise is white on the residual signal. It is possible to verify the whiteness of the residual signal by looking at the autocorrelation of the signal in the fault-free case.

The autocorrelation of the innovation signal and the innovation signal with the whitening filter \( W \) applied are presented in Figure 12. The filter \( W \) is used since the system itself contains an unstable pole outside the unit circle, and \( \hat{M}^{-1} \) is, thus, not stable. From Figure 12, it is seen that the noise is white after applying the whitening filter \( W \), and thus, a detector can be designed. Furthermore, by measuring the residual signal in the fault-free case, the variance of the noise was found to be 0.14 on the residual signal and \( A_0 \) was decided to be a 10% fault on \( \theta_1 \), which is equal to the fault introduced in the

---

**FIGURE 10**  Plot of \( f_{a}(\omega) \) for \( \theta_1 \) of \( -0.1 \) (blue) and for \( \theta_2 \) of \( -0.1 \) (red) [Colour figure can be viewed at wileyonlinelibrary.com]
example. Using Equation (30), the energy in the detector signal can be determined, as shown in Equation (61), where $A_0$ is found using Equation (23).

\[ \nu = N \frac{A_0^2}{2} = 200 \frac{0.29^2}{2} = 8.3 \]  

(61)

With the energy and the variance of the signal determined, the threshold is found using Equation (29) as

\[ \gamma = \sqrt{\sigma^2 \nu Q^{-1}(P_{FA})} = \sqrt{0.14 \cdot 8.3 Q^{-1}(0.0001)} = 4. \]  

(62)

The fault on either parameter 1 or 2 is expected to be a 10% reduction in the gain, which result in a 48.4 degree phase shift of the detector signal if it is fault 1 and a 306 degree phase shift if it is fault 2. The set of possible phase shifts of the detector signal is limited to the set of no fault or a 10% reduction in either of the parameters. The set of possible phase shifts is thus

\[ \tau = \{0, 48.4, 306\}. \]  

(63)
This is a very limited set and could easily be expanded. It is however for the sake of clarity chosen to be rather small in this example.

In case the magnitude of the possible fault is unknown, the set $\tau$ is simply expanded to cover the fault range in an appropriate manner. Given a window length of 200 samples and a sinusoidal excitation signal with an amplitude of 0.1, for a fault $\theta_1$ occurring at 5 seconds, the decision algorithm Equation (27) produces decisions, as shown in Figure 13.

With the decision algorithm indicating a fault after 5 seconds, the threshold is determined such that one false alarm is on average happening within the simulation period. The threshold is then calculated using Equation (29), and detection of a fault is shown in Figure 14A.

It is possible to increase the probability of detection simply by increasing the window length. However, it is important to notice that the window length directly imposes a delay between the occurrence of a fault and the detection of it. The window length should therefore be chosen in accordance with the tolerable delay of detection.

**FIGURE 13** Plot of the decision at each time step. The possible phase shifts have been chosen such that a fault of 10% in either $\theta_1$ or $\theta_2$ or no fault at all are searched for. A fault is occurring at 5 s on $\theta_1$ [Colour figure can be viewed at wileyonlinelibrary.com]

**FIGURE 14** A, Plot of the test statistic given fault $\theta_1$ occurring after 5 s; B, Plot of the test statistic given fault $\theta_2$ occurring after 5 s [Colour figure can be viewed at wileyonlinelibrary.com]
6.1 Fault detection with uncertainty

The example system above is now used to show the impact of parametric uncertainties. The system is modified with a parametric uncertainty of the first parameter in the system matrix. The system is thus redefined by the new system matrix

\[
A = \begin{bmatrix}
a_{11}(1 + \mu) & a_{12} \\
a_{21} & a_{22}
\end{bmatrix} = \begin{bmatrix}
1 + \mu & -0.3 \\
-0.5 & 0.2
\end{bmatrix}.
\]

(64)

This is the same system as used in the first example with the addition of the small parametric uncertainty \(\mu\). The bound of the uncertainty is given as \(|\mu| = 0.01\). Again, parametric faults of the gains from the input to the 2 states are considered, as shown in Equation (57). The augmented system taking the faults and uncertainty into account is

\[
\begin{bmatrix}
z \\ \Delta y
\end{bmatrix} = \begin{bmatrix}
a_{11} & a_{12} & b_1 & 0 & b_1 \\
a_{21} & a_{22} & 0 & b_2 & 0
\end{bmatrix} \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 \\
c_1 & c_2 & 0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
w \\ \Delta u \\ u
\end{bmatrix}.
\]

(65)

\[
\begin{bmatrix}
w \\ \Delta u
\end{bmatrix} = \begin{bmatrix}
\theta_1 & 0 & 0 \\
0 & \theta_2 & 0 \\
0 & 0 & \mu
\end{bmatrix} \begin{bmatrix}
z \\ \Delta y
\end{bmatrix}.
\]

(66)

Here, Equation (66) presents the faults and uncertainties as a single complete diagonal system with the vectors \(z\) and \(w\) having an entry for each of the 2 faults considered. This uncertainty introduces an uncertainty region for the phase shift and the amplitude of the residual. However, for a properly identified system, the impact of the uncertainties on the phase shift and amplitude should always be insignificant compared with the impact of the fault in the faulty case. An analysis, however, is possible to determine the phase shift regions of each fault when taking the bounds of the uncertainties into account. In Figure 15, the bounds of the phase shift is shown for faults \(\theta_1\) and \(\theta_2\).

From Figure 15, it is clear that as the magnitude of the fault is increased the impact of the uncertainty on the phase shift decreases as expected. In order to determine the threshold such that the probability of a false alarm does not exceed the predetermined value from the previous example the energy added due to the uncertainty is calculated. The bias added to the threshold due to the uncertainty is found, using Equation (67), to be 0.1, which guarantees that the number of false alarms does not exceed the previously determined acceptable limit.

\[
\nu_\mu = N \frac{(A_0 A_S)^2}{2} = 0.1
\]

(67)

\[
\gamma' = \gamma + \nu_\mu = 4.1
\]

(68)

FIGURE 15 Plot of the predicted phase shift of the residual signal \(r\) given the fault \(\theta_1\) (blue) or the fault \(\theta_2\) (red). The black dashed lines represent the bounds on the phase shift given the uncertainty bound, and the red and blue lines are the phase shift introduced by the fault when the uncertainty is not considered [Colour figure can be viewed at wileyonlinelibrary.com]
With the reevaluated threshold, the decision response is shown in Figure 16A. Here, the set of possible phase shifts has been kept the same as in the previous example since the 2 possible faults are still clearly separated.

The addition to the threshold using Equation (67) is based on the assumption that the noise is white for the fault-free case, which is not true due to the uncertainty. However, the uncertainty in this example has a relatively insignificant impact on the whiteness of the noise, and thus, the approximation works.

It may be noticed that the threshold is hardly increased due to the uncertainty. This is because the uncertainty introduced in the example has a much larger impact on the phase shift than the magnitude and was thus chosen with a magnitude that provides almost no energy to the detector. It is still possible to distinguish fault from no fault but the variance of the detector signal has increased due to the uncertainty. The example shows that the ability to detect and isolate faults is reduced and a bit more involved when an imperfect model has to be taken into account.

7 CONCLUSION

A method for design of an optimal detector for active fault detection of a plant in a closed-loop system was presented in this paper. It was shown possible to decorrelate the noise for both open-loop stable and unstable systems. This made it possible to design optimal detectors based on the Neyman-Pearson detector. Furthermore, it was shown how the detector design makes it possible to isolate parametric faults using only a single excitation signal by exploiting knowledge about the phase shift and amplitude of the fault detection signal. A general method was proposed for detector design, which could cope with multiple possible parametric faults, and a special case was given that greatly simplified the deflection coefficient. Finally, a simulation example of an open-loop unstable system was given. It was shown possible for such a system to generate a residual signal with white noise and design a detector able to both isolate and detect faults of the system for both a system with and without uncertainties.
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