Large scale three-dimensional topology optimisation of heat sinks cooled by natural convection

Alexandersen, Joe; Sigmund, Ole; Aage, Niels

Published in:
International Journal of Heat and Mass Transfer

Link to article, DOI:
10.1016/j.ijheatmasstransfer.2016.05.013

Publication date:
2016

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Large scale three-dimensional topology optimisation of heat sinks cooled by natural convection

Joe Alexandersen*, Ole Sigmund, Niels Aage

Department of Mechanical Engineering, Solid Mechanics
Technical University of Denmark
Nils Koppels Allé, Building 404
DK-2800, Denmark

Abstract

This work presents the application of density-based topology optimisation to the design of three-dimensional heat sinks cooled by natural convection. The governing equations are the steady-state incompressible Navier-Stokes equations coupled to the thermal convection-diffusion equation through the Boussinesq approximation. The fully coupled non-linear multiphysics system is solved using stabilised trilinear equal-order finite elements in a parallel framework allowing for the optimisation of large scale problems with order of 20-330 million state degrees of freedom. The flow is assumed to be laminar and several optimised designs are presented for Grashof numbers between $10^3$ and $10^6$. Interestingly, it is observed that the number of branches in the optimised design increases with increasing Grashof numbers, which is opposite to two-dimensional topology optimised designs. Furthermore, the obtained topologies verify prior conclusions regarding fin length/thickness ratios and Biot numbers, but also indicate that carefully tailored and complex geometries may improve cooling behaviour considerably compared to simple heat fin geometries.
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1. Introduction

Natural convection is the phenomena where density-gradients due to temperature differences cause a fluid to move. Natural convection is therefore a natural way to passively cool a hot object, such as electronic components, light-emitting diode (LED) lamps or materials in food processing.

Structural optimisation is the discipline of modifying the design of a structure in order to improve its performance with respect to some desirable behaviour. Structural optimisation techniques, such as size and configuration optimisation, are very efficient if a close-to-optimal design is already known, or the topology of the structure is dictated by e.g. certain manufacturing methods. These methods are frequently applied to the design of heat sinks in electronics cooling. The following literature review is by no means complete, giving only representative examples: Morrison [1] optimises plate fin heat sinks in natural convection using a downhill simplex method and empirical correlations. The design variables are the fin thickness, fin spacing and backplate thickness; Ladezma and Bejan [2] investigate the geometric arrangement of staggered vertical plates in natural convection using numerical simulations. The design variables are various dimensions of the staggered arrangement; Iyengar and Bar-Cohen [3] investigate vertical pin-fin, plate-fin and triangular-fin heat sinks in natural convection using analytical and empirical correlations. The design variables are the fin thickness and spacing; Bahadur and Bar-Cohen [4] optimise staggered pin fin heat sinks for natural convection cooled microprocessor applications using analytical equations. The design variables are pin height, diameter and spacing; Jang et al. [5] optimise radial pin-fin heat sinks for LED applications using numerical simulation and a genetic algorithm. The design variables are the number of and length of fins. Furthermore, there exists a vast literature treating optimal structures for surface-to-point and volume-to-point heat generation, e.g. [6], but these do not consider convective heat transfer and are thus not directly relevant to the problems at hand.

While parameter studies and simple optimisation techniques, like the above mentioned, can provide insight and improvements to existing designs, they are all limited in their design freedom as an a priori determined initial design must be given. Topology optimisation allows for a vastly expanded design space, allowing for the formation of unintuitive and unanticipated designs that fully exploit the governing physics. Topology optimisation is a material distribution method [7, 8, 9] used to optimise the layout of a structure. In order to take convective heat transfer, to an ambient fluid, into account in the design process of density-based methods, a common extension is to introduce some form of interpolation of the convection boundary, see e.g. [10, 11, 12, 13]. More recently, these simplified models have been used by Dede et al. [14] to design and manufacture heat sinks subject to jet impingement cooling, as well as by Zhou et al. [15] in an industrial framework to optimise electric motor covers and heat sinks.

Generally, the application of a predetermined and design-
independent convection coefficient is at best inaccurate and may have a strong influence on resulting designs and their performance. In practise, topology optimisation based on simplified models may lead to unanticipated designs and closed cavities, thereby violating the assumptions of the simplified model [16]. During the optimisation process, the design changes significantly and the interaction with the ambient fluid changes as well. Therefore, to ensure physically correct capturing of the aspects of convective heat transfer, the full conjugate heat transfer problem must be solved. Obviously, the employment of a full-blown fluid model increases computational time and complexity considerably. Hence, using the simplified convection approach, that provides for very fast solution times, may likely provide a good first estimate for an optimised topology or may be used for post-processing once topology and associated local convection coefficients have been found. Furthermore, it may be beneficial to use the simplified convection approach, when the flow is too complex to model in current optimisation settings (hundreds or thousands of function evaluations). Please see [13, 16, 17, 18, 15] for further discussions on the strengths and weaknesses of using the simplified convection approach.

Topology optimisation for fluid systems began with the treatment of Stokes flow in the seminal article by Borrvall and Petersson [19] and has since been applied to Navier-Stokes [20], as well as passive transport problems [21, 22], reactive flows [23], transient flows [24, 25, 26], fluid-structure interaction [27, 28], amongst many others. The extension of topology optimisation to turbulent fluid flow is very much in its infancy [29] and requires further research. Conjugate heat transfer problems were first treated in [30, 31] and is very much an active field and requires further research. Conjugate heat transfer problems in three dimensions, di-

issues arising from solving the large-scale, non-linear equation systems considered. In this first application of topology optimisation to natural convection problems in three dimensions, dimensionless parameters and fictitious properties are used. Nevertheless, interesting insight will be gained on the effect of Grashof number in optimal design. Ongoing and future work is devoted to the treatment of physically realistic problems for LED lamp coolers [39] and other practical devices.

In recent years an increasing body of work has been published on efficient large scale topology optimisation. These works cover the use of high-level scripting languages [40, 41], multiscale-resolution approaches [42, 43] and parallel programming using the message parsing interface (MPI) and C/Fortran [44, 45, 46, 47]. To facilitate the solution to truly large scale conjugate heat transfer problems, the implementation in this article is done using PETSc [48] and the framework for topology optimisation presented in [47].

The layout of the article is as follows: Section 2 presents the governing equations; Section 3 presents the topology optimisation problem; Section 4 briefly discusses the finite element formulation; Section 5 discusses the numerical implementation details; Section 6 presents scalability results for the parallel framework, optimised designs for two test problems, as well as verification results; Section 7 finishes with a discussion and conclusion.

2. Governing equations

The dimensionless form of the governing equations have been derived based on the Navier-Stokes and convection-diffusion equations under the assumption of constant fluid properties, incompressible, steady flow and neglecting viscous dissipation. Furthermore, the Boussinesq approximation has been introduced to take density-variations due to temperature differences into account. A domain is decomposed into two subdomains, \( \Omega = \Omega_f \cup \Omega_s \), where \( \Omega_f \) is the fluid domain and \( \Omega_s \) is the solid domain. In order to facilitate the topology optimisation of conjugate natural convective heat transfer between a solid and a surrounding fluid, the equations are posed in the unified domain, \( \Omega \), and the subdomain behaviour is achieved through the control of coefficients. The following dimensionless composite equations are the result.

\[
\forall x \in \Omega :
\]

\[
u_j \frac{\partial u_j}{\partial x_j} - Pr \left( \frac{\partial u_j}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) + \frac{\partial p}{\partial x_i} = -\alpha(x)u_j - GrPr^2 \epsilon^k x_T
\]

\[
\frac{\partial u_j}{\partial x_j} = 0
\]

\[
u_j \frac{\partial T}{\partial x_j} - \frac{\partial}{\partial x_j} \left( K(x) \frac{\partial T}{\partial x_j} \right) = s(x)
\]

where \( u_j \) is the velocity field, \( p \) is the pressure field, \( T \) is the temperature field, \( x_j \) denotes the spatial coordinates, \( \epsilon^k \) is the unit vector in the gravitational direction, \( \alpha(x) \) is the spatially-varying effective impermeability, \( K(x) \) is the spatially-varying...
effective thermal conductivity, $s(x)$ is the spatially-varying volumetric heat source term, $Pr$ is the Prandtl number, and $Gr$ is the Grashof number.

The effective thermal conductivity, $K(x)$, is defined as:

$$K(x) = \begin{cases} 1 & \text{if } x \in \Omega_f \\ \frac{1}{C_k} & \text{if } x \in \Omega_s \end{cases}$$

(4)

where $C_k = \frac{k_f}{k_s}$ is the ratio between the fluid thermal conductivity, $k_f$, and the solid thermal conductivity, $k_s$. Theoretically, the effective permeability, $\alpha(x)$, is defined as:

$$\alpha(x) = \begin{cases} 0 & \text{if } x \in \Omega_f \\ \infty & \text{if } x \in \Omega_s \end{cases}$$

(5)

in order to ensure zero velocities inside the solid domain. However, numerically this requirement must be relaxed as will be described in section 3. The volumetric heat source term is defined as being active within a predefined subdomain of the solid domain, $\omega \subset \Omega_s$:

$$s(x) = \begin{cases} 0 & \text{if } x \notin \omega \\ s_0 & \text{if } x \in \omega \end{cases}$$

(6)

where $s_0 = \frac{\Delta T}{L}$ is the dimensionless volumetric heat generation, $q$ is the dimensional volumetric heat generation, $\Delta T$ is the reference temperature difference and $L$ is the reference length scale.

The Prandtl number is defined as:

$$Pr = \frac{\nu}{\Gamma}$$

(7)

where $\nu$ is the kinematic viscosity, or momentum diffusivity, and $\Gamma$ is the thermal diffusivity. It thus describes the relative spreading of viscous and thermal effects. The Grashof number is defined as:

$$Gr = \frac{g \beta \Delta T L^3}{\nu^2}$$

(8)

where $g$ is the acceleration due to gravity and $\beta$ is the volumetric coefficient of thermal expansion. It describes the ratio between the buoyancy and viscous forces in the fluid. The Grashof number is therefore used to describe to what extent the flow is dominated by natural convection or diffusion. For low $Gr$ the flow is dominated by viscous diffusion and for high $Gr$ the flow is dominated by natural convection. The problems in this article are assumed to have large enough buoyancy present to exhibit natural convective effects, but small enough $Gr$ numbers to exhibit laminar fluid motion.

3. Optimisation formulation

3.1. Interpolation functions

In order to perform topology optimisation, a continuous design field, $\gamma(x)$, varying between 0 and 1 is introduced. Pure fluid is represented by $\gamma(x) = 1$ and solid by $\gamma(x) = 0$. For intermediate values between 0 and 1, the effective conductivity is interpolated as follows:

$$K(\gamma) = \frac{\gamma(C_k(1 + q_f) - 1) + 1}{C_k(1 + q_f/\gamma)}$$

(9)

and likewise the effective impermeability is interpolated using:

$$\alpha(\gamma) = \frac{1 - \gamma}{1 + q_o \gamma}$$

(10)

The interpolation functions ensure that the end points defined in (4) and (5), respectively, are satisfied. The effective permeability is bounded to $\bar{\alpha}$ in the solid regions and this upper bound should be chosen large enough to provide vanishing velocities, but small enough to ensure numerical stability. The convexty factors, $q_f$ and $q_o$, are used to control the material properties for intermediate design values in order to promote well-defined designs without intermediate design field values.

3.2. Optimisation problem

The topology optimisation problem is defined as:

$$\text{minimise: } f(\gamma, T) = \int_{\Omega_d} s(x) T \, dV$$

subject to: $g(\gamma) = \int_{\Omega_s} 1 - \gamma \, dV \leq v_f \int_{\Omega_d} dV$

$$\mathcal{R}(\gamma, u, p, T) = 0$$

$$0 \leq \gamma(x) \leq 1 \quad \forall x \in \Omega_d$$

(11)

where $\gamma$ is the design variable field, $\Omega$ is the design space, $f$ is the thermal compliance objective functional, $g$ is the volume constraint functional, $\mathcal{R}(\gamma, u, p, T)$ is the residual arising from the stabilised weak form of the governing equations, and $\Omega_d \subseteq \Omega$ is the design domain.

The design field is regularised using a PDE-based (partial differential equation) density filter [49, 47] and the optimisation problem is solved using the method of moving asymptotes (MMA) [50, 47].

3.3. Continuation scheme

A continuation scheme is performed on various parameters in order to stabilise the optimisation process and to improve the optimisation results. It is the experience of the authors that the provided continuation scheme yields better results than starting with the end values, although this cannot generally be proven [51, 52].

The chosen continuation strategy consists of five steps:

$$q_f \in \{0.881, 8.81, 88.1, 881, 8811\}$$

$$q_o \in \{8, 8.8, 98, 998\}$$

$$\bar{\alpha} \in \{10^3, 10^5, 10^7\}$$

(12a)

(12b)

(12c)

The sequence is chosen in order to alleviate premature convergence to poor local minima. The value of $q_f$ is slowly increased to penalise intermediate design field values with respect to conductivity. The maximum effective permeability, $\bar{\alpha}$, is set relatively low during the first three steps, as this ensures better
scaled sensitivities and more stable behaviour. Over the last two steps, $\overline{\alpha}$ is increased by two orders of magnitude in order to further decrease the velocity magnitudes in the solid regions. The particular values of $q_f$ and $q_s$ are chosen by empirical inspection, such as to ensure the approximate collocation of the fluid and thermal boundaries. The suggested continuation strategy is based on extensive numerical studies and experiments reflecting that: a) a high initial $\overline{\alpha}$ causes designs to glue to outer walls of the design domain; b) a high initial $q_f$ causes too rapid convergence to 0-1 solutions; c) starting with final values for all parameters gives bad scaling of initial sensitivities and hence convergence towards inferior local optima. Here, it is important to note that the optimisation problem is by no means convex and any optimised design will at best be a local minimum. The obtained design will always depend on the initial design as well as the continuation strategy. However, in the authors experience, the chosen continuation strategy gives a good balance between convergence speed, final design performance and physicality of the modelling. The effects of the steps of the current continuation strategy on the design distribution will be discussed in section 6.5. Also, it is noted that results obtained using the suggested continuation strategy: a) indicate that consistent and well-performing designs are obtained as verified by cross-checks; b) indicate that boundary effects are captured sufficiently accurately as verified by COMSOL runs based on body-fitted meshes and accurate boundary conditions, see section 6.4.

4. Finite element formulation

The governing equations are discretised using stabilised tri-linear hexahedral finite elements. The design field is discretised using elementwise constant variables, in turn rendering the effective thermal conductivity and the effective impermeability to be elementwise constant. The monolithic finite element discretisation of the problem ensures continuity of the temperature field, as well as the fluxes across fluid-solid interfaces. The particularities of the implemented finite element formulation are as detailed in [18]. However, simpler stabilisation parameters have been used in order to allow for consistent sensitivities to be employed, see Appendix A. The Jacobian matrix is now fully consistent, in that variations of the stabilisation parameters with respect to design and state fields are included, in contrast to the original work [18].

5. Numerical implementation

The discretised FEM equation is implemented in PETSc [48] based on the topology optimisation framework presented in [47]. The PETSc framework is used due to its parallel scalability, the availability of both linear and non-linear solvers, preconditioners and structured mesh handling possibilities. All components described in the following are readily available within the PETSc framework.

5.1. Solving the non-linear system

The non-linear system of equations is solved using a damped Newton method. The damping coefficient is updated using a polynomial $L^2$-norm fit, where the coefficient is chosen as the minimiser of the polynomial fit. The polynomial fit is built using the $L^2$-norm of the residual vector at the current solution point, at 50% of the Newton step and at 100% of the Newton step. This residual-based update scheme combined with a good initial vector (the solution from the previous design iteration) has been observed to be very robust throughout the optimisation process for the moderately non-linear problems treated. To further increase the robustness of the non-linear solver, if the Newton solver fails from the supplied initial vector, a ramping scheme for the heat generation magnitude is applied in order to recover. Throughout, the convergence criteria for the Newton solver is set to a reduction in the $L^2$-norm of the residual of $10^{-4}$ relative to the initial residual.

5.2. Solving the linear systems

Due to the large scale and three-dimensional nature of the treated problems, the arising linearised systems of equations and their solutions are by far the most time consuming part of the Newton scheme. Therefore, to make large scale problems tractable the (unsymmetric) linear systems are solved using a fully parallelised iterative Krylov subspace solver.

Constructing an iterative solver that is independent of problem settings and at the same time possesses both parallel and numerical scalability, is intricate and beyond the scope of this work, where focus is on the optimisation. However, in order to facilitate the solution of large scale optimisation problems, an efficient solver is required. To this end the authors use the readily available core components in PETSc to construct a solver with focus on simplicity, as well as reduced wall clock time. This is quite easy to obtain for solvers and preconditioners that rely heavily on matrix-vector multiplications. To this purpose the flexible GMRES (F-GMRES) method is used as the linear solver combined with a geometry-based Galerkin-projection multigrid (GMG) preconditioner. Such a solver depends highly on the quality of the smoother to guarantee fast convergence [53]. The authors have found that a simple Jacobi preconditioned GMRES provides a reasonable choice of smoother. The convergence criterion for the Krylov solver is set to $10^{-5}$ relative to the initial residual.

6. Results

6.1. Problem setup

The considered optimisation problem is an (academic) example of a heat sink in a closed cubic cavity. Figure 1 shows the problem setup with dimensions and boundary conditions. The heat source (black in figure), exemplifying an electronics chip, is placed in the mid-bottom of the cavity and modelled using a

\footnote{Due to the choice of a Krylov smoother, the multigrid preconditioner will vary slightly with input and thus require a flexible outer Krylov method.}
small block of solid material with volumetric heat generation, $s_0 = 10^4$. The design domain (gray in figure) is placed on top of the heat source in order to allow the cooling fluid to pass underneath it, as well as to allow room for wires etc. The vertical and top outer walls of the cavity are assumed to be kept at a constant cold temperature, $T = 0$, while the bottom is insulated. The height of the cavity has been used as the reference length scale, $L$. Thus, the cavity dimensions are $1 \times 1 \times 1$, the design domain dimensions are $0.75 \times 0.75 \times 0.75$ and the heat source dimensions are $0.1 \times 0.05 \times 0.1$. A discussion on the definition of the temperature difference in the Grashof number can be found in Appendix B. Initial investigations showed that due to the symmetry of the domain and boundary conditions, the design and state solutions remained quarter symmetric throughout the optimisation. Thus, the computational domain is limited to a quarter of the domain with symmetry boundary conditions. The volume fraction is set to 5%, i.e. $v_f = 0.05$, for all examples.

6.2. Parallel performance

To demonstrate the parallel performance of the state solver, the optimisation problem is solved on a fixed mesh for different numbers of processes. All computations in this article were performed on a cluster, where each node is equipped with two Intel Xeon e5-2680v2 10-core 2.8GHz processors. The results shown in tables 1 and 2 are averaged over 250 design cycles and show the performance for $Gr = 10^3$ and $Gr = 10^6$, respectively. The data shows that the proposed solver scales almost linearly in terms of speed up, and more importantly that the performance is only slightly affected by the Grashof number.

In order to quantify the degree of numerical scalability, a second study is performed in which the mesh resolution is varied. The study is conducted for both low and high Grashof numbers and the average F-GMRES iterations are collected in table 3. The total number of design iterations averaged over was 250, 500 and 1000, respectively, for the three mesh resolutions. The data clearly shows that the computational complexity increases with problem size, and thus that the solver is not numerically scalable. However, since the growth in numerical effort, i.e. the number of F-GMRES iterations, is moderate, it is concluded that the proposed solver is indeed applicable for solving large scale natural convection problems.

6.3. Varying Grashof number

The problem is investigated for varying $Gr$ under constant volumetric heat generation, $s_0 = 10^4$, Prandtl number, $Pr = 1$, and thermal conductivity ratio, $C_v = 10^{-2}$. The purpose of the present study is not to provide a detailed physical example. It is rather to provide phenomenological insight into the effect of changing the governing parameter of the fluid-thermal coupling, namely the Grashof number. However, physical interpretations of tuning the $Gr$-number, while keeping the dimensionless volumetric heat generation and the $Pr$-number constant, could be e.g. equivalent to tuning the gravitational strength (going from microgravity towards full gravity) or the dimensional volumetric heat generation. It is important to note that when interpreting the results, the dimensional temperature scale will differ for the two interpretations. While tuning the gravitational strength, the temperature scale remains the same; by varying the magnitude of the volumetric heat generation, the temperature scale varies accordingly.

2The dimensionless volumetric heat generation is given by $s_0 = \frac{qL}{k}$. Requiring that $s_0$ remains constant, means that the dimensional volumetric heat generation, $q$, and the reference temperature difference, $\Delta T$, must vary in unison, i.e. $\frac{q}{\Delta T} = \text{const.}$. An increase in the $Gr$-number is thus achieved through the increase of $\Delta T$. 

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>$Gr = 10^3$</th>
<th>$Gr = 10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 $\times$ 160 $\times$ 80</td>
<td>7.5</td>
<td>5.6</td>
</tr>
<tr>
<td>160 $\times$ 320 $\times$ 160</td>
<td>10.1</td>
<td>7.7</td>
</tr>
<tr>
<td>320 $\times$ 640 $\times$ 320</td>
<td>18.4</td>
<td>15.6</td>
</tr>
</tbody>
</table>

Table 3: Average iterations for the linear solver per state solve over entire design process for $Gr = 10^3$ and $Gr = 10^6$ at varying mesh resolutions.
The computational mesh is $160 \times 320 \times 160$ elements yielding a total of 8,192,000 elements and 41,603,205 degrees of freedom for the quarter domain. The design domain consists of 3,456,000 elements and the filter radius is set to 2.5 times the element size.

Figure 2 shows the optimised designs for varying $Gr$-number with superimposed slices of the corresponding temperature fields. Due to the use of density filtering, the interface between solid and fluid regions for the optimised designs are not exactly described but consists of a layer of intermediate design field values. The optimised design distributions are shown thresholded at $\gamma = 0.05$, which is the approximate location of the computational interface as will be verified in section 6.4. The general characteristics of all the designs are similar, i.e. all designs are “thermal trees” with conductive branches moving the heat away from the heat source. However, it can clearly be seen that the design changes considerably with increasing convection-dominance (increasing $Gr$). For increasing $Gr$-number the conductive branches contract, resulting in a smaller spatial extent of the overall heat sink. This intuitively makes sense as the problem goes from one of conduction/diffusion at $Gr = 10^3$ to convection at $Gr = 10^6$. When diffusion dominates, the goal for the branches essentially becomes to conduct the heat directly towards the cold walls. As convection begins to matter, the fluid movement aids the transfer of heat away from the heat sink and the branches do not need to be as long. Instead, the design forms higher vertical interfaces in order to increase surface area parallel to the flow direction and thus increase fluid velocities.

This differs from the two-dimensional case, where it is a question of surface shape. Physically, in two dimensions additional branches disturb the flow and thus the heat transfer; in three dimensions, vertical branches improve the heat transfer through an increased vertical surface area. Figure 3 shows the optimised designs for $Gr = 10^3$ and $Gr = 10^6$ from below. The radial extent of the designs are emphasised from these views. It is also seen that the branches for $Gr = 10^6$ are positioned to ensure that the structure is open from below, with the branches forming vertical walls as discussed above.

Table 5 shows a cross-check of the objective functions for certain flow conditions outperform the other designs for the specified $Gr$-number. The optimisations were run for 500 design iterations for each optimised design. Table 6 shows the computational time, average non-linear iterations and linear iterations for the optimised designs of figure 2.

### Table 4: The number of primary and secondary branches, as well as the surface area for the optimised designs of figure 2.

<table>
<thead>
<tr>
<th>$Gr$</th>
<th>Primary</th>
<th>Secondary</th>
<th>Surface area</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>12</td>
<td>0</td>
<td>0.887</td>
</tr>
<tr>
<td>$10^4$</td>
<td>8</td>
<td>16</td>
<td>0.853</td>
</tr>
<tr>
<td>$10^5$</td>
<td>8</td>
<td>28</td>
<td>0.834</td>
</tr>
<tr>
<td>$10^6$</td>
<td>8</td>
<td>48</td>
<td>0.846</td>
</tr>
</tbody>
</table>

Table 5: Cross-check objective function values for the designs shown in figure 2. The compliance is shown for the full domain, which is 4 times the values for the quarter domain.

<table>
<thead>
<tr>
<th>$Gr$</th>
<th>Time</th>
<th>Non-linear:</th>
<th>Linear:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg. (max)</td>
<td>contin. steps - avg. (max)</td>
<td></td>
</tr>
<tr>
<td>$10^3$</td>
<td>9:56</td>
<td>1.9 (2)</td>
<td>7.6,8.4,7.8,8.1,18.4 - 10.1 (25)</td>
</tr>
<tr>
<td>$10^4$</td>
<td>10:25</td>
<td>2.0 (3)</td>
<td>8.3,8.6,8.3,8.6,22.7 - 11.3 (29)</td>
</tr>
<tr>
<td>$10^5$</td>
<td>10:28</td>
<td>2.1 (10)</td>
<td>8.4,8.6,8.7,8.2,15.7 - 9.9 (34)</td>
</tr>
<tr>
<td>$10^6$</td>
<td>10:35</td>
<td>2.1 (7)</td>
<td>7.3,7.4,7.5,8.0,8.4 - 7.7 (14)</td>
</tr>
</tbody>
</table>

Table 6: Computational time, average non-linear iterations and linear iterations for the optimised designs of figure 2.

### 6.4. Verification of boundary interpolation model

For several reasons it is important to verify the obtained topology optimisation results using an alternative model. Partly,
Figure 2: Optimised designs for varying $Gr$-number at a mesh resolution of $160 \times 320 \times 160$. 

(a) $Gr = 10^3$

(b) $Gr = 10^4$

(c) $Gr = 10^5$

(d) $Gr = 10^6$
the voxel grid used in the topology optimisation must be verified by a smooth, body-fitted mesh; partly, the Brinkman-type penalisation used to enforce boundary conditions in the topology optimisation must be verified with an exact boundary representation; partly, the threshold value of $\gamma = 0.05$ for converting the continuous density map to a structure with sharp edges must be verified; and partly, the finite element model itself must be verified by a commercial or publicly available software. For these reasons, this section studies the four designs optimised so far using the COMSOL Multiphysics 5.2 finite element-based simulation software.

First, the smoothed designs (isovolumes thresholded at $\gamma = 0.05$) are imported into COMSOL and verifications are run with the same parameters and Grashof numbers as for the topology optimisation model. The full domain is analysed and for all Grashof numbers, the geometry and fluid domain are meshed with a total of approximately 760,000 tetrahedral elements, where the elements are graded away from surfaces. Figure 4 shows the parametrised geometry for $Gr = 10^6$ after being imported into COMSOL and the corresponding surface mesh used for the verification analysis. A full time-dependent simulation carried out for the $Gr = 10^6$ design shows that a steady state exists. Thus, steady state analyses are performed for the verifications shown.

Table 7 shows a cross-check of the objective functions obtained using COMSOL. It can be seen that all designs optimised for certain flow conditions outperform the other designs for the specified $Gr$-number and thus, the conclusions of section 6.3 are valid. The objective values for the verification calculations are consistently around 20% lower than the optimisation values from table 5, the reason for which will be discussed below.

<table>
<thead>
<tr>
<th>Analysis $Gr$</th>
<th>$10^3$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^3$</td>
<td>7.00</td>
<td>7.10</td>
<td>7.96</td>
<td>8.57</td>
</tr>
<tr>
<td>$10^4$</td>
<td>6.54</td>
<td>6.45</td>
<td>6.98</td>
<td>7.51</td>
</tr>
<tr>
<td>$10^5$</td>
<td>4.90</td>
<td>4.86</td>
<td>4.73</td>
<td>4.87</td>
</tr>
<tr>
<td>$10^6$</td>
<td>3.63</td>
<td>3.65</td>
<td>3.46</td>
<td>3.34</td>
</tr>
</tbody>
</table>

Table 7: Cross-check objective function values for the verification of designs shown in figure 2 using COMSOL.

In order to verify the accuracy of the topology optimisation approach in further detail, the heat sink geometry for $Gr = 10^6$ is investigated using a finer mesh of 1,566,642 tetrahedral elements, where refinement has mainly taken place in the fluid domain. For this refined mesh, the objective value is 3.36, which may be compared to the value from the coarser mesh in table 5 of 3.34. This small change indicates that the integral objective value indeed has converged, nevertheless, the finer mesh is used to better capture local boundary effects in the following discussion. Figure 5 shows the temperature and velocity magnitudes as functions of $y$-coordinate at $(x,z) = (0.57, 0.65)$. The line passes through one of the primary branches of the geometry, as shown in figure 4b. Considering the rather crude treatment of boundary conditions in the topology optimisation model, it can nevertheless be seen that there is very good agreement with the COMSOL verification simulation. The major discrepancy is somewhat surprisingly not found at an interface defined by the optimised structure, but rather at the outer wall ($y = 1$). Here the finer mesh of the topology optimisation model captures the boundary layer better than what is possible with the COMSOL model and its limited resolution capability.

Figure 6 shows a close up of the boundary layers around the design boundaries. Here it can again be seen that the temperature and velocity profiles differ slightly. The most significant difference is for the velocity boundary layer. This difference is mainly due to the Brinkman penalisation used to weakly impose zero velocities inside solid parts and no-slip conditions at the interface. The differences in the temperature level, as well as the objective values in tables 5 and 7, are due to intermediate material at the interface, being upgraded to fully conductive material when thresholded, as clearly seen from figure 6c. The 20% decrease in objective values for the COMSOL models are mainly attributed to this thresholding step. Despite these smaller discrepancies, it is concluded that the topology optimisation model and the associated boundary interpolation model is sufficiently accurate to capture the main effects and ensure that post-processed designs indeed perform as predicted.

If one, despite the above conclusions, would find it pertinent to produce topology optimised structures with sharper edge features and even better quantitative agreement in verification runs, several techniques may be investigated. These techniques in-

---

Figure 3: Temperature distribution in optimised designs for $Gr = 10^3$ and $Gr = 10^6$ at a mesh resolution of $160 \times 320 \times 160$ - view from below.

Figure 4: Temperature and velocity magnitude as functions of $y$-coordinate at $(x,z) = (0.57, 0.65)$. This line passes through one of the primary branches of the geometry, as shown in figure 4b. Considering the rather crude treatment of boundary conditions in the topology optimisation model, it can nevertheless be seen that there is very good agreement with the COMSOL verification simulation. The major discrepancy is somewhat surprisingly not found at an interface defined by the optimised structure, but rather at the outer wall ($y = 1$). Here the finer mesh of the topology optimisation model captures the boundary layer better than what is possible with the COMSOL model and its limited resolution capability.

Figure 6 shows a close up of the boundary layers around the design boundaries. Here it can again be seen that the temperature and velocity profiles differ slightly. The most significant difference is for the velocity boundary layer. This difference is mainly due to the Brinkman penalisation used to weakly impose zero velocities inside solid parts and no-slip conditions at the interface. The differences in the temperature level, as well as the objective values in tables 5 and 7, are due to intermediate material at the interface, being upgraded to fully conductive material when thresholded, as clearly seen from figure 6c. The 20% decrease in objective values for the COMSOL models are mainly attributed to this thresholding step. Despite these smaller discrepancies, it is concluded that the topology optimisation model and the associated boundary interpolation model is sufficiently accurate to capture the main effects and ensure that post-processed designs indeed perform as predicted.

If one, despite the above conclusions, would find it pertinent to produce topology optimised structures with sharper edge features and even better quantitative agreement in verification runs, several techniques may be investigated. These techniques in-
include projection methods that ensure length scale (to ensure certain thickness of solid members and fluid channels) \[54, 55, 56\] or interface capturing schemes, such as X-FEM \[38\] or discrete simplicial complexes (DSC) \[57, 58\]. It is important to state, that despite interface capturing schemes providing more accurate modelling, they also carry with them many difficulties with regard to the optimisation \[59, 28, 16\]. It should be noted that in the authors’ experience, a small region of intermediate design variables (ensuring a continuous transition from solid to fluid in all material parameters) is beneficial for numerical stability and accuracy and hence beneficial for the overall convergence of the optimisation algorithm.

Based on the verification runs in COMSOL, further interpretations and insight for the obtained results are given in the following. Table 8 shows the Nusselt and Biot numbers, as well as thermal resistances obtained using COMSOL (these numbers and how they are computed are explained in Appendix C). From the table, it can be seen that both conductive and convective resistances are decreased for increasing Grashof number. The latter effect is expected due to the increased flow velocity, whereas the former is due to the more compact geometries obtained for higher Grashof numbers. Their combined effect results in increased Biot numbers (ratio between conduction and convection) and also increased effective Nusselt number (average convection coefficient) with increased Grashof number. All these tendencies are to be expected and the well-known fact that increasing Biot number results in shorter and thicker heat fins can also be observed in the optimised topologies. However, the obtained topologies indicate more than that. If the above effect was the only driver for the optimisation, a simple scaled version of the \(Gr = 10^3\) design (figure 2a) with shorter and thicker, but mainly circular cross-section fins, would have been obtained for higher Grashof numbers. However, for \(Gr = 10^6\) (figure 2d) one clearly observes more vertically oriented walls than circular fin geometries, indicating that the effect of accelerating the fluid at vertical walls plays a major role for higher Grashof numbers. This effect is further illustrated in figure 7, where surface temperature, flux and local Nusselt number are plotted for the designs obtained for \(Gr = 10^3\) and \(Gr = 10^6\), both evaluated at \(Gr = 10^6\). Clearly, the design obtained for \(Gr = 10^6\) has lower temperature of the heat source and higher fluxes as expected. On the other hand, the design obtained for \(Gr = 10^3\) is seen to have very cold tips, indicating that its elongated fins are inefficient for the higher Grashof number. Also, the local convection coefficients described by Nusselt numbers is seen to be rather constant around and along the fins, whereas the similar values for the \(Gr = 10^6\) design are much more non-uniformly distributed, indicating that the fluid flow effects are exploited by the optimised topology to enhance overall heat transfer.

Finally, it should be noted that the obtained temperature distribution is far from being constant, which is not unexpected. Considering simple forced convection heat fins, the optimal temperature profile is linearly decaying with the distance from the heat source and reaches zero at the tip. For natural convection heat fins, a zero temperature difference at the tip is unwanted since this will not accelerate the fluid. On the other hand, a constant temperature is not optimal either, since this would imply zero conductive heat flux in the solid parts. Hence, the optimal topology is an intricate compromise between these conflicting goals and obviously depends strongly on Biot number. The authors conject that topology optimisation is an ideal tool to investigate this interplay in deeper detail. This study will be carried out in future work.

Table 8: Biot numbers and thermal resistances for the verification of designs shown in figure 2.
Figure 7: Surface temperature, normal flux and local $\text{Nu}_L$ at $Gr = 10^6$ for the designs optimised for $Gr = 10^3$ and $Gr = 10^6$. Units should be disregarded since the simulations have been performed using the same dimensionless parameters as presented in the article.
Figure 5: Temperature distribution for the verification analysis for $Gr = 10^6$, as well as temperature and velocity fields as a function of $y$-coordinate at $(x, z) = (0.57, 0.65)$.

Figure 6: Close up of temperature, velocity and conductivity fields as a function of $y$-coordinate at $(x, z) = (0.57, 0.65)$. 
6.5. High resolution design

The topology optimisation problem is now investigated with a computational mesh of 320 × 640 × 320 elements yielding a total of 65,536,000 elements and 330,246,405 degrees of freedom for the quarter domain. The design domain now consists of 27,648,000 elements and the filter radius is set to 2.5 times the element size, i.e. in absolute measures half the size of before. The optimisation is run for 1000 design iterations and the computational time was 107 and 108 hours, respectively, for \( Gr = 10^3 \) and \( Gr = 10^6 \), using 2560 cores. This yields an average of 6.4 and 6.5 minutes per design iteration, respectively.

Figure 8 shows the optimised design for \( Gr = 10^6 \) with the fine mesh resolution and small length scale at various steps of the continuation strategy. The complexity of the design can be seen to be significantly higher than for the design with a larger length scale, figure 2d. The subfigures are the final iterations of the 1st, 2nd, 3rd and 5th (final) continuation steps. It can be seen that the complexity of the design decreases during the optimisation process once the overall topology has been settled (iteration 400 and onwards). This is due to the harder and harder penalisation of intermediate design field values, with respect to conductivity, which are present at the interface between solid and fluid. Therefore, smaller features are progressively removed as the surface area is more heavily penalised. The reason for going to such high penalisation of the conductivity is to ensure the approximate collocation of the fluid and thermal boundaries, as shown in section 6.4. However, if one starts directly with these physically-relevant parameters, particularly poor local minima have been observed.

Figure 9 shows the final optimised designs for \( Gr = 10^3 \) and \( Gr = 10^6 \) with the fine mesh resolution and small length scale. The complexities of both designs can be seen to be significantly higher than the previous, figures 2a and 2d, due to the smaller length scale. The obtained topologies confirm the results from the coarse mesh studies in section 6.3. For low Grashof number the topology consists of simple circular fins (with occasional fingers), whereas the topology obtained for the higher Grashof number constitutes a more complex geometry reflecting the compromise between compactness, surface area and vertical walls for improved flow acceleration.

6.6. Change in boundary conditions

An additional problem is considered, where the boundary conditions for the side walls are changed to insulated. These boundary conditions were investigated in-depth by Coffin and Maute [38] in two dimensions, and briefly in three dimensions. Here, a three-dimensional equivalent of the problem is investigated using a cubic domain. The full domain is analysed, as it was observed in [38] that an asymmetric design is beneficial for these boundary conditions. In order to trigger asymmetric flows, an asymmetric flow is taken advantage of.

The problem has only been investigated for \( Gr = 10^3 \) and \( Gr = 10^6 \), as convergence issues (non-linear state solver) were encountered for higher Grashof numbers when treating the full domain. However, when enforcing quarter symmetry (in both the design and state solutions), higher Grashof numbers (\( Gr = 10^5 \) and \( Gr = 10^6 \)) could be optimised without problems. This is likely due to the fact that the flow becomes unstable for higher Grashof numbers when allowing for asymmetric designs. In order to optimise for these conditions, one has to use a transient solver and optimisation routine, e.g. [26, 38].

It can be seen that for this particular choice of boundary conditions, an asymmetric design performs better than a quarter symmetric design. This is not the case when the side walls are kept at the same cold temperature as the top, figure 2. The adiabatic walls allow for the flow parallel to the wall to move in both the upward and downward directions. However, when they are cold, as for the initial problem, the flow is essentially forced to descend at the side walls. The adiabatic walls allow for the fluid to ascend on some sides and the fluid to collect into a single main convection roll, in turn minimising viscous losses. With cold side walls, the flow is pretty much hard set...
Figure 8: Optimised designs for $Gr = 10^6$ at a mesh resolution of $320 \times 640 \times 320$. Please note that the freely hanging material in (a) is due to only elements below the threshold, $\gamma = 0.05$, are shown - the design is connected by intermediate design field values.
to four main convection rolls with the solid member in the middle. It is interesting to note, that contrary to observations in two dimensions [38], the maximum velocity is significantly lower (37.5) for the asymmetric design than for the quarter symmetric design (50.7). Based on the observations from the steady state solver regarding stability, it is postulated that the extra constrained conditions, may also provide a stabilising effect and move the critical Grashof number upwards, allowing for steady-state solutions at higher Grashof numbers.

7. Discussion and conclusion

In this article, topology optimisation has been applied to the design of three-dimensional heat sinks using a fully coupled non-linear thermo-fluidic model. In contrast to previous works within topology optimisation, that considered simplified convection models, the presented methodology is able to recover interesting physical effects and insights, and avoids problems with the formation of non-physical internal cavities, length-scale effects and artificial convection assumptions. The implementation of the code in a PETSc framework suitable for large scale parallel computations allows for running examples with more than 300 million degrees of freedom and almost 30 million design variables on regular grids.

The obtained topology optimisation results are verified with the commercial finite element code COMSOL and show consistent results. Field distributions from the hexahedral mesh used in the topology optimisation are in good agreement with results obtained with a smoothed geometry and body-fitted mesh in COMSOL. Furthermore, optimisation results are consistent, i.e. topologies optimised for a certain Grashof number are also the best for that Grashof number when modelled in Comsol.

The examples considered to verify the presented framework are primarily academic in nature. Nevertheless, some interesting insight is obtained, showing that optimised structures go from exhibiting simple branches that conduct heat towards the cold outer boundaries for diffusion-dominated problems, towards complex and compact multi-branched structures that maximise the convection heat transfer for higher Grashof numbers. The observation that lower rates of natural convection produce fewer longer fins, while higher rates of natural convection produce a greater number of short fins/branches are consistent with prior optimisation literature. However, the optimisation also suggests structures that are good at accelerating fluid, in turn ensuring enhanced overall heat transfer, and it should be stressed that here the designs appear spontaneously, without any predefined knowledge or restriction on the design.

Current and future work includes applications to real life problems (see preliminary work in [39]), irregular meshes, multiple orientations, as well as the extension to transient and turbulent problems. Investigations into enhanced accuracy of the boundary layer for highly convection-dominated problems is also of primary interest.
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Figure 10: Optimised designs for $Gr = 10^3$ and $Gr = 10^4$ for cavity with insulated sides.
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Appendix A. Stabilisation parameters

The stabilised weak form of the governing equations are given in [18]. The governing equations are stabilised using the pressure-stabilising Petrov-Galerkin (PSPG) [60, 61] and streamline-upwind Petrov-Galerkin (SUPG) methods [62], for more information please see [18].

The stabilisation parameters for SUPG and PSPG are defined as one and the same using the following approximate min-function:

$$\tau_{SU} = \tau_{PS} = \tau = \left( \frac{1}{\tau_1} + \frac{1}{\tau_2} + \frac{1}{\tau_3} \right)^{-\frac{1}{2}} \quad (A.1)$$

The limit factors are given by:

$$\begin{align*}
\tau_1 &= \frac{4h_e}{\|u_e\|_2} \quad (A.2a) \\
\tau_2 &= \frac{h_e^2}{4Pr} \quad (A.2b) \\
\tau_3 &= \frac{1}{\alpha_e} \quad (A.2c)
\end{align*}$$

where $h_e$ is a characteristic element size (for cubes the element edge length) and $u_e$ is the element vector of velocity degrees of freedom. The first limit factor, $\tau_1$, has been simplified based on evaluation at element centroids under the assumption of a single Gauss-point, yielding a constant stabilisation factor within each element.

In order to define a consistent Jacobian matrix, and thus a consistent adjoint problem, the derivatives of the stabilisation factors are needed with respect to the velocity field. This can be found to be:

$$\frac{\partial \tau}{\partial u_e} = -\tau \left( 1 + \left( \frac{\tau_1}{\tau_2} \right)^2 + \left( \frac{\tau_1}{\tau_3} \right)^2 \right)^{-1} \left( u_e - u_e^\tau \right) - u_e^\tau \quad (A.3)$$

Furthermore, to define consistent design sensitivities, the derivatives of the stabilisation factors with respect to the design field is needed. This can be found to be:

$$\frac{\partial \tau}{\partial \gamma_e} = -\frac{\tau}{\tau_3} \left( \frac{\tau_1}{\tau_2} + \left( \frac{\tau_1}{\tau_3} \right)^2 + 1 \right)^{-1} \frac{\partial \alpha_e}{\partial \gamma_e} \quad (A.4)$$

Including the derivatives in the definition of consistent adjoint sensitivities has been observed to provide a one to two order of magnitude improvement in accuracy of sensitivities with respect to a finite difference approximation. Significant differences have not been observed in optimisation behaviour or in final designs. However, this cannot be guaranteed in general and it is therefore best to ensure consistency, as also highlighted by the similar issue of frozen turbulence [63].

Similar definitions and derivations are carried out for the thermal SUPG stabilisation.

<table>
<thead>
<tr>
<th>Computational $Gr$</th>
<th>Mesh</th>
<th>Figure</th>
<th>Actual $Gr$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^4$</td>
<td>$160 \times 320 \times 160$</td>
<td>2a</td>
<td>$1.69 \times 10^4$</td>
</tr>
<tr>
<td>$10^4$</td>
<td>$160 \times 320 \times 160$</td>
<td>2b</td>
<td>$1.55 \times 10^4$</td>
</tr>
<tr>
<td>$10^5$</td>
<td>$160 \times 320 \times 160$</td>
<td>2c</td>
<td>$1.16 \times 10^5$</td>
</tr>
<tr>
<td>$10^6$</td>
<td>$160 \times 320 \times 160$</td>
<td>2d</td>
<td>$8.60 \times 10^5$</td>
</tr>
<tr>
<td>$10^7$</td>
<td>$320 \times 640 \times 320$</td>
<td>9a</td>
<td>$1.42 \times 10^7$</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$320 \times 640 \times 320$</td>
<td>9b</td>
<td>$7.16 \times 10^5$</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$160 \times 160 \times 160$</td>
<td>10a</td>
<td>$4.49 \times 10^9$</td>
</tr>
<tr>
<td>$10^9$</td>
<td>$160 \times 160 \times 160$</td>
<td>10b</td>
<td>$2.68 \times 10^4$</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$80 \times 160 \times 80$</td>
<td>11a</td>
<td>$4.57 \times 10^5$</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$80 \times 160 \times 80$</td>
<td>11b</td>
<td>$2.89 \times 10^4$</td>
</tr>
</tbody>
</table>

Table B.10: Computational and actual $Gr$-numbers for the designs presented in this article.

Appendix B. Computational versus actual Grashof numbers

The Grashof numbers used above are all based on an a priori defined reference temperature difference. However, the actual temperature difference observed between the heat source and the walls are not known a priori due to the fact that the problem only has a single known temperature (Dirichlet boundary condition) and a volumetric heat source. This is why the maximum temperature observed for the designs, see figure 2, is not equal to 1. Therefore, after the optimisation, one can define an a posteriori Grashof number based on the actual computed temperature difference. The a priori version can be termed the computational Grashof number, the one that goes into the dimensionless governing equations; and the a posteriori version can be called the actual, or optimised, Grashof number for the given optimised design. The actual Grashof number can be useful for experimental studies, as well as for future comparisons.

The temperature scale used in the calculation of the Grashof number is arbitrary for computational purposes, as it merely scales the non-dimensional temperature field. Thus, if a smaller temperature scale is used, the non-dimensional temperature increases proportionally; and if a larger temperature scale is used, the non-dimensional temperature decreases proportionally. Assuming full precision arithmetic, the final designs, obtained for two arbitrarily chosen temperature scales, should be the same. Working with finite precision arithmetic, this of course cannot be guaranteed.

The actual Grashof numbers for the designs shown in this article are listed in Table B.10. The values for the finer meshes are lower due to the lower thermal compliance, equivalent to the temperature of the heat source, allowed by the smaller design length scale.

Appendix C. Calculation of thermal resistances and Nusselt number

Asterisks denote dimensional quantities related to the un-asterisked non-dimensional equivalents. It is assumed, without loss of generality, that the free flow temperature and the reference temperature, $T_0$, are the same.
Appendix C.1. Thermal resistance analysis

It is assumed that the heat loss from the sides of the heat source is negligible, to simplify the analysis. Using the verification calculations, this has been confirmed. All power from the heat source is thus assumed to pass through the heat sink surface. For an introduction to thermal resistance analysis, please see e.g. [64].

The conductive resistance is defined as:

\[ R_{\text{cond}}^{*} = \frac{T_b^* - T_s^*}{Q^*} \quad \text{(C.1)} \]

where \( T_b^* \) is the temperature of the base (heat source) and \( T_s^* \) is the temperature of the heat sink surface. Furthermore, \( Q^* \) is the total power of the heat source:

\[ Q^* = \int_{\omega} q^* dV^* = q^* \omega^* \quad \text{(C.2)} \]

where \( \omega^* \) is the volume of the heat source.

Equation C.1 is non-dimensionalised using the same quantities as the governing equations [18], yielding:

\[ R_{\text{cond}}^{*} = \frac{1}{k_f L} R_{\text{cond}} \quad \text{(C.3)} \]

where the non-dimensional conductive resistance is defined as:

\[ R_{\text{cond}} = \frac{T_b - T_s}{\omega \kappa} \quad \text{(C.4)} \]

An equivalent non-dimensionalisation is performed for the convective resistance:

\[ R_{\text{conv}}^{*} = \frac{T_s^* - T_0^*}{Q^*} = \frac{1}{k_f L} R_{\text{conv}} \quad \text{(C.5)} \]

where the non-dimensional convective resistance is defined as:

\[ R_{\text{conv}} = \frac{T_s - T_0}{\omega \kappa} \quad \text{(C.6)} \]

According to e.g. [64], the Biot number can be defined as the ratio of the conductive resistance to convective resistance. This gives:

\[ B_i = \frac{R_{\text{cond}}}{R_{\text{conv}}} = \frac{R_{\text{cond}}}{R_{\text{conv}}} = \frac{T_b - T_s}{T_s - T_0} \quad \text{(C.7)} \]

Looking at this expression clearly shows that \( B_i \) represents a measure of the isothermality of the heat sink geometry.

In order to use the above expressions for the complex three-dimensional heat sink geometries presented, \( T_b \) is defined to be the volume-averaged temperature of the base (heat source):

\[ T_b = \frac{1}{\omega} \int_{\omega} T dV \quad \text{(C.8)} \]

and \( T_s \) to be the surface-averaged temperature of the surface:

\[ T_s = \frac{1}{A_{hs}} \int_{\Gamma_{hs}} T dS \quad \text{(C.9)} \]

where \( \Gamma_{hs} \) is the heat sink surface and \( A_{hs} \) the area thereof.

Appendix C.2. Nusselt number

Newton’s law of cooling gives the relation between the local normal flux, \( q_n^* \), and the convection heat transfer coefficient, \( h \):

\[ q_n^* = h(T^* - T_0) \quad \text{(C.10)} \]

From this, one can isolate the convection coefficient and define an effective heat transfer coefficient, \( \overline{h} \), as the surface-averaged quantity:

\[ \overline{h} = \frac{1}{A_{hs}} \int_{\Gamma_{hs}} q_n^* dS^* \quad \text{(C.11)} \]

Equation C.11 is non-dimensionalised yielding:

\[ \overline{h} = \frac{k_f}{L} \cdot \frac{1}{A_{hs}} \int_{\Gamma_{hs}} q_n^* \frac{dS}{T} \quad \text{(C.12)} \]

From this, the effective Nusselt number, based on the reference length of the problem, can be defined as:

\[ Nu_{\text{eff}} = \frac{\overline{h} L}{k_f} \cdot \frac{1}{A_{hs}} \int_{\Gamma_{hs}} q_n^* \frac{dS}{T} \quad \text{(C.13)} \]

By looking at the physical arguments and the origin of the expression, it can be seen that the effective Nusselt number represents a non-dimensional effective heat transfer coefficient.

A local Nusselt number equivalent to the local convection coefficient, \( h \), is simply defined as:

\[ Nu_{\text{loc}} = \frac{h L}{k_f} \cdot \frac{q_n^*}{T} \quad \text{(C.14)} \]
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