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A third order accurate Lagrangian finite element scheme for the computation of generalized molecular stress function fluids
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Department of Mechanical Engineering,
Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark

Abstract

A third order accurate, in time and space, finite element scheme for the numerical simulation of three-dimensional time-dependent flow of molecular stress function type of fluids in a generalized formulation is presented. The scheme is an extension of the K-BKZ Lagrangian finite element method presented by Marín and Rasmussen (2009).
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1 Introduction

The modelling of the flow behaviour of polymer melts is needed to evaluate the design of polymer processing operations. These involve shaping molten polymers into plastic products, enabling a production of key importance for our way of life.

The insight into the fluid dynamics of entangled liquids and polymer melts was initiated by phenomenologically based differential constitutive equations such as the Giesekus (1962) [1] and Phan-Thien and Tanner (1977) [2] models, whereas integral constitutive equations started with the K-BKZ [3, 4] model. A mathematical generalization of non-linear elasticity to viscolasticity. All these models are versatile constitutive equations that still are used to model flow of entangled polymer systems.

The understanding of the fluid dynamics of polymer melts still evolves [5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. This is a consequence of the developments in extensional rheometry [15, 16, 17]. In particular, the theoretical interpretation of measured extensional viscosities of idealised polymer systems [18, 19, 20] has represented a challenging task. At least two of the previously referred constitutive equations seem to contain concepts capable of explaining the fluid mechanics of idealized entangled melt systems. Either considering monomeric friction [11, 12, 21, 22] or interchain pressure [14]. These theoretical efforts have been made aiming to predict the complex flow behaviour of entangled polymer systems in general, but particularly for polymer melts, driven by a need for accurate design of polymer production processes. Accurate design indeed requires knowledge of the flow behaviour of polymer melts. Moreover, polymer processing is geometrically complex, time dependent, and mostly complicated by the presence of moving melt surfaces or interfaces in three dimensions (3D). In the formulation of a numerical method for polymer melt flow, the choice of the particular constitutive equation to be implemented is important. Here we focus on the type of constitutive equation originally introduced by M.H. Wagner [6, 14]. This molecular stress function constitutive equation is of the integral type.
Computationally the Lagrangian finite element method [23, 24, 25, 26] is currently the only implemented technique for solving 3D time dependent flow problems with integral constitutive equations [27, 28, 29, 30]. The formulation in [30] is capable of handling the molecular stress function constitutive equation, whereas all previous formulations are based on the K-BKZ model. Other steady [31] or unsteady [32, 33, 34, 35, 36, 37, 38] 2D formulations for flow of K-BKZ fluids have been published with a variety of numerical concepts. Especially for the molecular stress function type of constitutive equation, the only other published method is the 2D steady code by P. Olley and M.H. Wagner [39]. Note that, in a Lagrangian method, interface or surface movement is a natural boundary condition due to the particle formulation. Such a formulation is able to handle large displacements of surfaces or interfaces.

In this work the purpose is to develop a more accurate implementation of the three dimensional Lagrangian finite element method for flow of molecular stress function constitutive equation. The method in [30] converges second order with respect to spatial and time discretization. Both are increased to third order accuracy here.

2 The stress tensor

The stress tensor is described by a generalized molecular stress function model. This is an extension of the well established factorized K-BKZ model.

In the continuum mechanical analysis the deformation gradient field is defined - in Cartesian coordinates - by the components of the displacement gradient tensor as

$$E_{ij}(x, t, t') = \frac{\partial x_i}{\partial x'_j}, \quad i=1,2,3 \text{ and } j=1,2,3.$$ (1)

The coordinates $x = (x_1, x_2, x_3)$ and $x' = (x'_1, x'_2, x'_3)$ are the particle positions of the same particle at the present time $t$ and (all) the past time $t'$, respectively. In a Lagrangian kinematics specification the independent variables are the initial particle positions of the particles $x$ at the present time $t$. The dependent variables are consequently the positions of the particles $x'$ at the past times $t'$. Bold symbols are used as matrix/vector notation in all formulas.

The Finger strain tensor is defined as follows

$$B(x, t, t') = E(x, t, t') \cdot E(x, t, t')^\dagger$$ (2)

where the symbol ‘$\dagger$’ denotes the transpose tensor operation.

Here we use the basic assumption of incompressibility allowing the third invariant of the Finger strain tensor to be unity: $I_3(x, t, t') = \det [B(x, t, t')] = 1$. We can further write that:

$$\det [E(x, t, t_0)] = 1$$ (3)

which represents the equation of continuity. Furthermore, the first and second invariants are given as

$$I_1(x, t, t') = \text{tr } B \quad \text{and} \quad I_2(x, t, t') = \text{tr } B^{-1} = \frac{1}{2} \{ [\text{tr } B]^2 - \text{tr } [B \cdot B] \}$$ (4)

The last equality is a consequence of the incompressibility and the Cayley-Hamilton theorem: $B^{-1} = B^2 - I_1 B + I_2 \delta$. The symbol ‘$-1$’ denotes the inverse tensor operation. Note that the dependence on $(x, t, t')$ is shortened in the notation.

The isotropic strain tensors, $S_u$, are defined as [40]

$$S_u(x, t, t') = \psi_{1,u}(t - t', I_1, I_2)(\delta - B) + \psi_{2,u}(t - t', I_1, I_2)(B^{-1} - \delta)$$ (5)
were \( u = 1, \ldots, U \). \( \psi_{1,u} \) and \( \psi_{2,u} \) are scalar functions that depend on the elapsed time and the invariants.

The stress tensor \( \sigma \) may be written as follows

\[
\sigma = - \sum_{u=1}^{U} \int_{-\infty}^{t} M_u(t-t') f_u(x, t, t')^2 S_u (x, t, t') \, dt' \tag{6}
\]

in which \( M_u(t-t') \) are the memory functions and \( f_u \) denote scalar quantities referred to as the molecular stress functions. In the case of \( f_u \) being unity, the above stress is identical to the well established factorized K-BKZ model \([3, 4]\).

The molecular stress functions \( f_u \), with an initial value \( f_u(x, t, t') = 1 \), are defined by using a set of differential equation in the present time \( t \) as

\[
\frac{\partial}{\partial t} f_u(x, t, t') = F_u \left( P_1, \ldots, P_V, \frac{\partial}{\partial t} P_1, \ldots, \frac{\partial}{\partial t} P_V, f_1(x, t, t'), \ldots, f_U(x, t, t') \right) \tag{7}
\]

where \( P_v(t-t', I_1(x, t, t'), I_2(x, t, t')) \), \( v = 1, \ldots, V \), are scalar functions depending on the first and second invariants, \( I_1(x, t, t') \) and \( I_2(x, t, t') \), and the relative time \( t-t' \).

3 Finite element discretization

Many of the details described in this section resemble the developments found in \([30]\) and, most importantly, the present method is identical to the one from \([29]\) in the case of \( f_u(x, t, t') = 1 \), i.e. the factorized K-BKZ model.

The equations of motion in the Lagrangian specification \([41]\) may be formulated as follows

\[
\rho \frac{\partial^2 \hat{x}}{\partial t^2} = \nabla \cdot (p \delta - \sigma) + \rho g \tag{8}
\]

here \( \rho \) is the fluid density, \( p \) is the pressure and \( g \) is the gravitational acceleration vector.

The discretization of the continuity equation (3) and of the equation of motion (8) follow the mixed Galerkin finite element method \([42]\). The Galerkin weak forms of the continuity equation and the momentum balance multiplied by arbitrary weight functions \( \psi \) and \( \phi \), respectively, follows the procedure by Rasmussen \([27, 28]\):

\[
\int_{\Omega} \left[ \det \left[ \hat{E}(\hat{x}, t, t_0) \right] - 1 \right] \psi^i \, d\Omega = 0 \tag{9}
\]

\[
0 = \int_{\Omega} \rho \left[ \frac{\partial^2 \hat{x}}{\partial t^2} - g \right] \phi^j \, d\Omega - \int_{\Omega} \hat{p} \, \nabla \phi^j \, d\Omega + \int_{\Omega} \hat{\sigma} \cdot \nabla \phi^j \, d\Omega + \int_{\Gamma_n} [ \hat{n} \cdot \hat{\pi} ] \phi^j \, d\Gamma_n \tag{10}
\]

where \( i = 1, \ldots, M \) and \( j = 1, \ldots, N \). \( M \) represents the total number of pressure nodes and \( N \) is the total number of coordinate nodes. \( \Omega \) denotes the fluid domain, whereas \( \Gamma_n \) are the surfaces with natural boundary conditions. \( \hat{n} \) is the outward unit vector to the referred surface and the operator \( \nabla \) is the gradient operator. The approximated quantities of the exact variables are supplied with a hat.
The particular case of the particle positions at the present time, \( t \), is

\[
\hat{x} = \sum_{i=1}^{N} x^i \phi^i
\]

(11)

where the particle positions at any time, \( t' \), are approximated as

\[
\hat{x}' = \sum_{i=1}^{N} x'^i(x^i)\phi^i
\]

(12)

The pressure field are approximated as

\[
\hat{p}(\hat{x}) = \sum_{n=1}^{M} p^n(x^n) \cdot \psi^n
\]

(13)

The approximation of the particle positions is introduced directly into the displacement gradient tensor required to define the spatial discretization of the stress

\[
\hat{E}(\hat{x}, t, t') = \sum_{i=1}^{N} x^i \nabla' \phi^i
\]

(14)

where we have that:

\[
\nabla' = \sum_{j=1}^{3} \delta_j \frac{\partial}{\partial x'_j}
\]

(15)

Note that the shape functions are independent of time.

One issue is of particular importance. In a particle or Lagrangian specification the finite element mesh undergoes distortion during the flow. In the definition in (14) the coordinates at time \( t \) and \( t' \) refer to the same finite element mesh. With the introduction of new meshes the general definition by Rasmussen [27, 28] replaces the gradient operator in (15) so that the displacement gradient tensor reads as

\[
\hat{E}(\hat{x}, t, t') = \sum_{i=1}^{N} x^i \nabla^{*,t} \phi^i
\]

(16)

Equation (16) is identical to equation (14) within one particular mesh.

As in Marín and Rasmussen [29], ten node quadratic tetrahedral interpolation functions (\( \phi \)) are used for the spatial approximation, whereas four node linear interpolation functions (\( \psi \)) are used within each tetrahedron for the pressure. The integration over the volume of a given element is carried out by a quadrature formula of degree 4 consisting of 11 points located inside the parent element [43]. This should ensure conservation of the expected third order spatial accuracy with the applied elements.

3.1 Discretization of the time integral

The stress from the constitutive equation is introduced directly into the Galerkin weak form of the momentum conservation equation (10). Then the deformation history in the integrals over \( \Omega \) is evaluated numerically. (6) leads to

\[
-\int_{\Omega} \hat{\sigma} \cdot \nabla \phi^i \, d\Omega = \int_{\Omega} \sum_{u=1}^{U} \int_{u=1}^{t} M_u(t - t') \dot{f}_u(x, t, t')^2 \dot{S}_u(x, t, t') \, dt' \cdot \nabla \phi^i d\Omega
\]

(17)
Keeping the present time \( t \) fixed and splitting the time axis of the time integral in equation (17) leads to

\[
- \int_{\Omega} \hat{\sigma} \cdot \nabla \phi^j \, d\Omega = \int_{\Omega} \sum_{u=1}^{U} \sum_{t=0}^{T} \int_{t_{l-1}}^{t_l} M_u(t - t') \dot{\hat{f}}_u(\mathbf{x}, t, t')^2 \hat{S}_u(\mathbf{x}, t, t') \, dt' \cdot \nabla \phi^j d\Omega \quad (18)
\]

Here the time axis is discretized at the following points

\[
t_{l-1} = -\infty, \quad t_0 = 0, \quad t_T = t \quad \text{and} \quad t_{l-1} < t_l, \quad l = 1, 2, \ldots, T
\]

being the limits of the integral from \(-\infty\) to \(0\) represented by \(t_{l-1}\) and \(t_0\). In the initial condition at \(t = t_0\), the location of all particles is known and assumed to be at rest until \(t_0\). Therefore, the values of the approximated strains are constant in the time interval \(t_{l-1}\) to \(t_0\). It is given that the strain at the present time, \(t\), relative to the startup of flow at, \(t_0\), \(\hat{f}_u(\mathbf{\hat{x}}, t, t') \hat{S}_u(\mathbf{\hat{x}}, t, t') = \hat{f}_u(\mathbf{\hat{x}}, t, t_0) \hat{S}_u(\mathbf{\hat{x}}, t, t_0)\) for \(t' \leq t_0\).

The strain can be approximated by a quadratic interpolation function using \(t' = t_{l-2}, t_{l-1}\) and \(t_l\) (for \(l = 2,3,\ldots,T\))

\[
\hat{f}_u(\mathbf{\hat{x}}, t, t')^2 \hat{S}_u(\mathbf{\hat{x}}, t, t') \approx \frac{t' - t_{l-1}}{t_l - t_{l-1}} \hat{f}_u(\mathbf{\hat{x}}, t, t_l)^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_l) \\
- \frac{t' - t_l}{t_l - t_{l-1}} \hat{f}_u(\mathbf{\hat{x}}, t, t_{l-1})^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_{l-1}) \\
+ \frac{(t' - t_{l-1})(t' - t_l)}{(t_{l-1} - t_{l-2})(t_l - t_{l-2})} \hat{f}_u(\mathbf{\hat{x}}, t, t_{l-2})^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_{l-2}) \\
+ \frac{(t' - t_{l-1})(t' - t_l)}{(t_{l-1} - t_{l-2})(t_l - t_{l-1})} \hat{f}_u(\mathbf{\hat{x}}, t, t_{l-1})^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_{l-1}) \\
- \frac{(t' - t_{l-1})(t' - t_l)}{(t_{l-1} - t_{l-2})(t_l - t_{l-1})} \hat{f}_u(\mathbf{\hat{x}}, t, t_{l-1})^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_{l-1})
\]

These expansions are inserted in (17) so that (17) is approximated by

\[
- \int_{\Omega} \hat{\sigma} \cdot \nabla \phi^j \, d\Omega \approx \quad (22)
\]

\[
\sum_{u=1}^{U} \sum_{t=0}^{T-1} \left[ M_{u,l,1} - M_{u,l+1,0} + M_{u,l,1,0} - M_{u,l+1,0,1} + M_{u,l+2,1} \right] \int_{\Omega} \hat{f}_u(\mathbf{\hat{x}}, t, t_l)^2 \hat{S}_u(\mathbf{\hat{x}}, t, t_l) \cdot \nabla \phi^j d\Omega
\]

Here the time integrals are defined as

\[
M_{u,0,1} = \int_{t_{l-1}}^{t_l} M_u(t - t') \, dt' \\
M_{u,l,p} = \frac{1}{t_l - t_{l-1}} \int_{t_{l-1}}^{t_l} M_u(t - t')(t' - t_{l-p}) \, dt' \quad \text{and}
\]

\[
M_{u,l,p,q} = \frac{1}{(t_{l-q} - t_{l-1-q})(t_l - t_{l-1-p})} \int_{t_{l-1}}^{t_l} M_u(t - t')(t' - t_q)(t' - t_{l-1}) \, dt'
\]

(23) \quad (24) \quad (25)
where \( p = 0,1, q = 0,1, l = 1,2,... T \) and \( u = 1,2,...,U \). The time discretization of the memory integrals is identical to the ones defined in Marín and Rasmussen [29].

Notice, that we define \( M_{u,l,p,q} = 0 \) for \( l > T \) and \( l \leq 1 \). The latter restriction is equivalent to a linear interpolation in the first time step.

The time discretized weak form of the equation of motion (10) may be stated in the form

\[
- \sum_{u=1}^{U} \sum_{l=0}^{T-1} \left[ M_{u,l+1} - M_{u,l+1,0} + M_{u,l+1,0} - M_{u,l+1,0,1} + M_{u,l+2,1,1} \right] \int_{\Omega} \hat{f}_{u}(\hat{x}, t, t_{l})^{2} \hat{S}_{u}(\hat{x}, t, t_{l}) \cdot \nabla \phi^{i} \, d\Omega 
+ \int_{\Omega} \rho \left[ \frac{\partial^{2} \hat{x}}{\partial t^{2}} - g \right] \phi^{i} \, d\Omega - \int_{\Omega} \hat{\rho} \nabla \phi^{i} \, d\Omega + \int_{\Gamma_{n}} [n \cdot \hat{\pi}] \phi^{i} \, d\Gamma_{n} = 0 
\]  

(26)

for quadratic interpolation. The linear interpolation from Rasmussen [30] is recovered by setting \( M_{u,l,p,q} = 0 \) for all \( u, l, p \) and \( q \) values. The applied quadratic interpolation increases the order of the time convergence from second to third, compared to the work by Rasmussen [27, 28, 30] and the third order approximation from [29] is regained for \( f_{u} = 1 \).

3.2 Time Discretization of the Molecular Stretch Function

We need to determine the values of the molecular stress functions \( f_{u} \) in the discretized points in time. The time axis is discretized at the following points

\[
t_{-1} = -\infty, \quad t_{0} = 0, \quad t_{T} = t \quad \text{and} \quad t_{l-1} < t_{l}, \quad l = 1,2,...,T
\]

(27)

In the initial condition at \( t = t_{0} \), the location of all particles is known and the fluid is assumed to be at rest until \( t_{0} \). As a consequence, the values of the molecular stress functions are constants for past times \( t' \leq t_{0} \), namely for \( t' \in [t_{-1} : t_{0}] \).

In order to solve the differential equation defining the molecular stress functions \( f_{u} \), we need to quantify the functions \( \hat{P}_{v}(\hat{x}, t, t') \equiv \hat{P}_{v}(t' - t', I_{1}(x, t, t'), I_{2}(x, t', t')) \) in the present time step. The discretization in the present time of the scalar function \( \hat{P}_{v} \) in the current time step, relative to the ‘creation’ time \( t_{l} \) by a quadratic interpolation function, is

\[
\hat{P}_{v}(\hat{x}, t'', t_{l}) \approx \hat{P}_{v}(\hat{x}, t, t_{l}) + \frac{t'' - t}{t_{T} - t_{T-1}} \left[ \hat{P}_{v}(\hat{x}, t, t_{l}) - \hat{P}_{v}(\hat{x}, t, t_{T-1}) \right]
+ \frac{(t'' - t_{T-1})(t'' - t_{T})}{(t_{T-1} - t_{T-2})(t_{T} - t_{T-2})} \left[ \hat{P}_{v}(\hat{x}, t, t_{T-2}) - \hat{P}_{v}(\hat{x}, t, t_{T-1}) \right]
- \frac{t_{T-2} - t_{T}}{t_{T} - t_{T-1}} \left[ \hat{P}_{v}(\hat{x}, t, t_{T-1}) - \hat{P}_{v}(\hat{x}, t, t_{T}) \right]
\]

(28)

applied in the interval \( t'' \in [t_{T-1} : t_{T}] \), where \( l = 1,2,...,T - 1 \), \( t_{T} = t \). Note that a linear interpolation is required for \( l = 1 \) due to the non-differentiability in time at \( t_{0} \). The above quadratic interpolation of the scalar function \( \hat{P} \) is used in the current time interval between \( t'' = t_{T-1} \) and \( t'' = t_{T} = t \). It follows that the time derivative of the above scalar function in the present time (i.e. \( t'' \)) is

\[
\frac{\partial}{\partial t''} \hat{P}_{v}(\hat{x}, t'', t_{l}) \approx \frac{1}{t_{T} - t_{T-1}} \left[ \hat{P}_{v}(\hat{x}, t, t_{l}) - \hat{P}_{v}(\hat{x}, t, t_{T-1}) \right]
+ \frac{(t'' - t_{T}) + (t'' - t_{T-1})}{(t_{T-1} - t_{T-2})(t_{T} - t_{T-2})} \left[ \hat{P}_{v}(\hat{x}, t_{T-2}, t_{l}) - \hat{P}_{v}(\hat{x}, t, t_{l}) \right]
- \frac{t_{T-2} - t_{T}}{t_{T} - t_{T-1}} \left[ \hat{P}_{v}(\hat{x}, t, t_{T-1}) - \hat{P}_{v}(\hat{x}, t, t_{T}) \right]
\]

(29)
The molecular stress function defined in equation (7) is solved by using an explicit integration method. Unlike the implicit method used in Rasmussen [30], this makes it possible to obtain a negligible error in the integration of equation (7). In the present study we apply a number, $K$, of classical explicit fourth order Runge-Kutta integration steps within one time step as follows

$$\begin{align*}
g_{u,i+1} &= g_{u,i} + (k_{u,1} + 2k_{u,2} + 2k_{u,3} + k_{u,4}) \cdot (\Delta t/(6K)) \\
k_{u,1} &= F_u \left( P(\hat{\mathbf{x}}, t_{T-1} + i\Delta t/K, t_i), \frac{\partial}{\partial t} P(\hat{\mathbf{x}}, t_{T-1} + i\Delta t/K, t_i), g_i \right) \\
k_{u,2} &= F_u \left( P(\hat{\mathbf{x}}, t_{T-1} + (i+1/2)\Delta t/K, t_i), \frac{\partial}{\partial t} P(\hat{\mathbf{x}}, t_{T-1} + (i+1/2)\Delta t/K, t_i), g_i + k_1(\Delta t/(2K)) \right) \\
k_{u,3} &= F_u \left( P(\hat{\mathbf{x}}, t_{T-1} + (i+1/2)\Delta t/K, t_i), \frac{\partial}{\partial t} P(\hat{\mathbf{x}}, t_{T-1} + (i+1/2)\Delta t/K, t_i), g_i + k_2(\Delta t/(2K)) \right) \\
k_{u,4} &= F_u \left( P(\hat{\mathbf{x}}, t_{T-1} + (i+1)\Delta t/K, t_i), \frac{\partial}{\partial t} P(\hat{\mathbf{x}}, t_{T-1} + (i+1)\Delta t/K, t_i), g_i + k_3(\Delta t/K) \right)
\end{align*}$$

in which $\Delta t = t - t_{T-1} = t_T - t_{T-1}$. $f_u(t_{T-1}, t_i) = g_{u,0}$ and $f_u(t_T, t_i) = f_u(t, t_i) = g_{u,K}$. We have adopted the vector notation for $k_1, k_2, k_3, g_i$ and $P$. $f_u(t_{T-1}, t_i) = g_{u,0}$ are known from the previous time step and the initial value of $f_u(t, t_i) = 1$, although in the case of the introduction of a new mesh all values have to be recalculated. Contrary to the work by Rasmussen [30], any needed accuracy can be achieved in this formulation. Further, due to this explicit formulation the molecular stress function, $f_u(t, t_i)$, is not a part of the equation system as in Rasmussen [30].

The non-linear system of equations contains $3N+M$ unknowns, which consist of $N$ nodal points and $M$ pressures found at each time step. We apply a Newton-Raphson iterative scheme to solve the non-linear system at each time step. In the Newton-Raphson scheme we use a parallel linear equation solver developed by Schenk and Gärtnner [44, 45] (PARDISO) because of the large number of unknown variables involved.

### 4 Numerical scheme testing

In the development of a new numerical scheme it is essential to validate the implementation. In any new numerical scheme it is indeed necessary to make a thorough testing of the implementation to ensure both the correctness of the scheme and the code. The accuracy towards known solutions and previously published computations should be established. Also, the computational stability and especially the actual convergence order should be documented.

A variety of benchmark problems have been established in the area of viscoelastic fluid mechanics. For free surface flow of integral constitutive equations of the K-BKZ type, one of them has involved the original 2D axisymmetric steady extrusion swell of the IUPAC-LDPE melt [46, 47], whereas, for 3D time dependent flow, more recent studies by Bach et al. [48] have focused on modelling the stretching of a filament considering the growth of non-axisymmetric surface instabilities near the end plates. However, for more advanced viscoelastic models of the integral type a benchmark problem has not been established yet. Nevertheless, in this regard a few problems has been investigated [39, 49, 50], two of which are relevant for the particular type of constitutive equation adopted here. They both consider the free surface evolution of the necking phenomena on a filament stretched [49] or under stretching [50], respectively.

Here we investigate the convergence in time and space of the proposed method on the necking phenomena during filament stretch [50] and compare the results with the simulations from [50], involving 2D axisymmetric flow modelling of the break of ideally monodisperse polymer melts during
extension. The calculated break is a consequence of small initial sample imperfections. This problem is strictly axisymmetric with axial \((z)\) and radial \((r)\) coordinates. The boundary conditions on the free moving surface are no stress, pressure and surface tension. The initial shape is a cylinder with radius \(R_0\) and length \(L_0\). We impose symmetry at the center \((z = 0)\) and at both ends of the samples \((z = \pm L_0/2)\). An extensional flow is applied by an exponential extension of the axial coordinates at the ends of the cylinder (i.e. \(z = \pm L/2\)). The length of the domain is defined as \(L(t) = L_0 \exp(\epsilon)\), where \(L(t = 0) = L_0\) is the initial length of the actual extended cylinder. With the assumption of a constant nominal strain rate \(\dot{\epsilon}\), the nominal strain is \(\epsilon = \dot{\epsilon} \cdot t\). The initial condition (at \(t = 0\)) of the domain is stress free and at rest.

The deviation from the ideal cylindrical shape is a sinusoidally shaped suppression in the surface with a depth of \(H\) and a width of \(2W\) in the axial direction. This small deviation on the free surface evolves into necking followed by a break during extension. A particular computation of the surface evolution showing the necking phase evolving into a break during extension is displayed in Figure 1. This is shown in a cylindrical coordinate system as there is ideally no variation in the azimuthal direction \((\theta)\). The finite element code here is formulated in 3D rectangular coordinates. To simulate the three-dimensional flow problem only one element (i.e. three nodes) is used in the azimuthal direction. The mesh is in three dimensions where symmetry is assumed at \(\theta = 0\) and \(\theta = \theta_0\) in the simulations. The azimuthal angle is kept sufficiently small to avoid that is has a significant effect, so that each simulation can essentially be thought of as an ideal computation in a two-dimensional cylindrical coordinate system, \((r, z)\). The inset in Figure 1 shows the detail of the initial perturbation assumed on the sample surface. The computations are referred to using cylindrical coordinate system in the following sections, although they are basically are three-dimensional.

### 4.1 Constitutive equation

The constitutive equation used is identical to that described in [50]. It relies on Currie’s [51] approximation of the Doi-Edwards reptation strain tensor based on the independent alignment assumption. The tensor is as follows

\[
S_{DE} = \frac{5}{I_1 - 1 + 2\sqrt{I_2 + 13/4}} \left[ (\delta - B) + \frac{1}{\sqrt{I_2 + 13/4}} (B^{-1} - \delta) \right]
\]

Note that here we drop the dependence on \((x,t,t')\) in the notation. As in [50], we apply the recent constitutive equation by Wagner et al. [6, 52], based on the 'interchain pressure' concept [5]. The components of the stress tensor \((\sigma_{ij})\) are the following:

\[
\sigma_{ij} = \int_{-\infty}^{t} M(t - t') f(t, t')^2 S_{DE} dt',
\]

\[
\frac{\partial}{\partial t} f(t, t') = f(t, t') \left[ \frac{\partial}{\partial t} P(I_1, I_2) - \frac{f(t, t')}{3\tau_R} (f(t, t')^3 - 1) \right]
\]

in which

\[
P(I_1, I_2) = \frac{1}{2} \ln \left( \frac{I_1 + 2\sqrt{I_2 + 13/4} - 1}{7} \right).
\]

The initial value of the molecular stress function is \(f(t', t') = 1\). \(\tau_R\) is a time constant commonly referred to as the Rouse time. The memory function used is the BSW model (Baumgaertel, Schausberger and Winter [53]) without the glassy part:

\[
M(t - t') = \int_0^{\lambda_{max}} n_e G_N^0 \left( \frac{\lambda}{\lambda_{max}} \right)^{n_e} \frac{e^{(t-t')/\lambda}}{\lambda^2} d\lambda.
\]
Figure 1: Dynamic development of the boundary contours $r$ as a function of the axial coordinate $z$ in a finite element simulation where $L_0/R = 12$ and $\dot{\varepsilon}\lambda_{\text{max}}$ of 208.62. An initial perturbation of the cylindrical sample of $H/R = 0.005$ and a width of $W/R = 0.2$ are used. Both x-axis and y-axis are referred to the initial radius $R$. The particular strain rate of $2.454353\,\text{s}^{-1}$ represents a value around the strain softening-hardening transition, being close to the inverse of the Rouse time $(2.083333\,\text{s}^{-1})$.

Inset: Sinusoidally shaped suppression in the surface with depth $H$ and width $2W$ (along $z$-axis). Note that, as a consequence of the imposed symmetry conditions, an initial perturbation width of only $W$ and a sample length of only $L_0/2$ are shown.

$\lambda_{\text{max}}$ is the maximal relaxation time in the continuous distribution of the relaxation times and $G_N^0$ denotes the plateau modulus. The $n_e$ parameter has a unique value for each type of polymer. The parameters used here are: $\lambda_{\text{max}} = 85\,\text{s}$, $G_N^0 = 870\,\text{kPa}$, $n_e = 0.261$ and $\tau_R = 0.48\,\text{s}$.

### 4.2 Breakup definition

In Rasmussen [50] the flow dynamics was evaluated only as the critical strain, $\varepsilon_c$, of break. A real break is of course defined as when the cross sectional area goes to zero. However, this limit cannot be reached exactly in a finite element implementation. To calculate a break within a continuum
mechanical framework, Rasmussen [50] adopted the following definition: a break occurs if a linear extrapolation of the (smallest) cross sectional area of the sample, $A$, versus the time, $t$, reaches zero for a sufficiently small change in time. Numerically, $\epsilon_c$ was defined as that Hencky strain $\epsilon$ corresponding to the first time value at which the condition $A \cdot \frac{d\epsilon}{dA} < 0.01 \cdot \epsilon$ was met. This criterion of course creates some degree of uncertainty on the evaluation of the break point. In particular, the breakup is expected to happen less than 1% later in terms of nominal strain.

4.3 Time and spatial convergence

The domain was discretized into a structured finite element mesh. We used meshes with the same connectivity throughout one particular simulation. This was expected to the best possible convergence behaviour.

In the spatial convergence test, different simulations varying the grid size were performed using the same time stepping. Remeshing was performed to ensure that the mesh did not undergo significant distortion during a simulation. However, the number of elements, connectivities as well as surface node positions were the same before and after a remeshing operation. Moreover, remeshing and evaluation of the convergence order were performed at the same time values. Various grid sizes at the same strain rate $\dot{\epsilon}$ and initial perturbation depth $H/R$ were tested. When the onset of the necking phenomenon appeared, the time step size - and consequently also the remeshing intervals - was conveniently reduced in order to maintain the three-dimensional elements as undistorted as possible. In a Lagrangian formulation a node coordinate converges with reducing time step and mesh element size, both with an expected third order accuracy. We used the surface node positions to evaluate the convergence order, as they were the only ones being unaffected by a remeshing operation. The convergence tests were carried out using two (non-dimensional) strain rates: $\dot{\epsilon}_{\lambda_{\text{max}}} = 20.862$ and $\dot{\epsilon}_{\lambda_{\text{max}}} = 834.48$ considering $H/R = 0.015$, and $\dot{\epsilon}_{\lambda_{\text{max}}} = 20.862$ and $\dot{\epsilon}_{\lambda_{\text{max}}} = 579.50$ for $H/R = 0.005$. With these two strain rate values the numerical tests considered rates both below and above the inverse Rouse time characterising the transition between strain softening and hardening, respectively. The least time resolved case as discussed below was applied. We performed the test on the first value of time where the criterion $A \cdot \frac{d\epsilon}{dA} < 0.01 \cdot \epsilon$ was met, in the most spatially resolved computation. The roughest mesh consisted of 64 tetrahedra. Figure 2 shows how the mesh refinement was carried out. The grid size was decreased by a factor of 2 in each direction at each a mesh refinement. The refinement in the azimuthal direction was obtained by keeping the number of elements fixed in the azimuthal direction and decreasing the azimuthal angle by a factor of 2, 4 and 8, respectively. The number of elements shown in Figure 2 in the case of the more refined meshes was 288, 1216 and 4992, respectively. The meshes were structured and conveniently non-uniform, being finer near the sinusoidally shaped perturbation where the neck was expected to develop. To handle the remeshing, new structured meshes, with the same connectivity, were introduced to avoid progressing mesh distortion. For a structured mesh the computational accuracy between these meshes can be expected to decay as the inverse of the elements size used in a particular computation with the quadratic interpolation of the particle elements. Here the results are conveniently expressed in terms of normalized grid size, for which the error is proportional to grid size$^3$. Figures 3a and 3b show the error as function of the normalized grid size. Such error is defined as the average of the differences in surface node positions between the present simulation and a simulation with half of the grid size (i.e. refined twice as much in radial, axial and azimuthal directions). This error is normalized with respect to the initial radius $R$ of the cylindrical sample. The dashed lines (–) represent the third order convergence. For the convergence in the spatial discretization the results indeed follow the expected third order slope corresponding to quadratic elements. Figures 4a, 4b and 4c display the initial, an intermediate and the final computational domain, respectively, in the highly spatial refined case (4992 tetrahedra) with a non-dimensional elongational rate $\dot{\epsilon}_{\lambda_{\text{max}}}$ of 20.862 for $H/R = 0.005$. 
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Figure 2: Three-dimensional mesh for different grid sizes for a non-dimensional elongational rate $\dot{\lambda}_{\text{max}}$ of 20.862. The initial perturbation has a depth of $H/R = 0.015$ and a width of $W/R = 0.2$, whereas the initial length of the sample is $L_0/R = 12$. The roughest mesh consists of 64 tetrahedra. The mesh refinement in the azimuthal direction is obtained by keeping fixed the number of elements in the azimuthal direction and decreasing the azimuthal angle by a factor of 2, 4 and 8, respectively. The number of elements for the meshes are 64, 288, 1216 and 4992 tetrahedra, respectively. The snapshots are taken at the end of the respective simulations when the breakup criterion $A \cdot d\epsilon/dA < 0.01 \cdot \epsilon$ is met for the most refined mesh. The software used for 3D mesh visualization is GMSH by Geuzaine and Remacle [54].

Similar to the spatial convergence tests, analyses were performed also for the time discretization. To test the time convergence, different computations varying the size of the time step were done using almost the same mesh. Here we split each time step into two equally sized (normalized time step of 0.500), and then four time steps in the most refined case (normalized time step size of 0.250), in order to reduce the time step size in a structured manner. We used a normalized grid size of 0.250 in all time convergence computations. The number of elements and nodes were the same as
Figure 3: Convergence tests for various grid sizes. The y-axis shows the error in the computation of the surface node coordinates. Each point in the graph is calculated considering the average of the differences in surface node positions relative to a simulation using a mesh having a grid size two times smaller, in the spatial convergence test. Note that the error is non-dimensional as it is normalized with respect to the initial radius $R$ of the cylindrical sample. The initial perturbation has a width of $W/R = 0.2$. The initial length of the sample is $L_0/R = 12$. The dashed lines (−) denote the third order convergence. a) Spatial convergence behaviour for an initial perturbation depth of $H/R = 0.005$. Two strain rates, $\dot{\varepsilon} = 20.862/85$ s$^{-1}$ and $\dot{\varepsilon} = 579.50/85$ s$^{-1}$, are considered. b) Spatial convergence behaviour for an initial perturbation depth of $H/R = 0.015$. Two different strain rate values, $\dot{\varepsilon} = 20.862/85$ s$^{-1}$ and $\dot{\varepsilon} = 834.48/85$ s$^{-1}$, are tested.

New simulations with different time stepping were carried out. In addition, remeshing procedures were performed at the same time values in a series of computations with varying time step size. In particular, remeshing was done every 4 time steps in the least time resolved computations. The simulations for the time convergence study were carried out at the same strain rates and strains as
in the spatial convergence test. Figures 5a and 5b show the error as a function of the normalized time step size. Similarly to the spatial convergence test, the error is defined as the average of the differences in surface node positions between the present simulation and a simulation having half of the time step size (that is, refined twice as much in time compared to the previous one), normalized with respect to $R$. Also in this case the results follow the third order accuracy as expected.

![Figure 4: a) Initial, b) intermediate and c) final mesh used for the highly spatial refined simulation with a non-dimensional elongational rate $\dot{\epsilon}\lambda_{max}$ of 20.862. The number of tetrahedral elements is 4992. The initial length of the sample is $L_0/R = 12$ and the initial perturbation has a depth of $H/R = 0.005$ and a width of $W/R = 0.2$.](image)

4.4 Breakup benchmarking

The unambiguity in the definition of the critical strain in Rasmussen [50] was to be avoided here. Therefore, to obtain the critical strain we used the strict definition of $A \cdot d\epsilon/dA = 0.01 \cdot \epsilon$. For an
Figure 5: Convergence tests for different time steps. The y-axis shows the error in the computation of the surface node coordinates. Each point in the graph is calculated relative to a simulation having a time stepping being half of the previous one. The error is normalized with respect to the initial radius $R$ of the cylindrical sample. The initial length of the sample is $L_0/R = 12$, whereas the initial perturbation width is $W/R = 0.2$. The dashed lines (–) indicate the third order convergence. a) Time convergence behaviour for an initial perturbation depth of $H/R = 0.005$. Two strain rates, $\dot{\epsilon} = 20.862/85 \text{ s}^{-1}$ and $\dot{\epsilon} = 579.50/85 \text{ s}^{-1}$, are considered. b) Time convergence behaviour for an initial perturbation depth of $H/R = 0.005$. Two different strain rate values, $\dot{\epsilon} = 20.862/85 \text{ s}^{-1}$ and $\dot{\epsilon} = 834.48/85 \text{ s}^{-1}$, are tested.

accurate evaluation of the critical strain ($\epsilon_c = \epsilon$) we carried out a second order interpolation of the Hencky strain versus the calculated $(A/\epsilon) \cdot d\epsilon/dA$ values. The critical strain values could not be expected to follow any particular convergence orders, but convergence towards more accurate values with more resolved time and spatial resolution was expected.

Table 1 shows the computations carried out with fixed time steps changing the number of elements
in the same way as discussed for the spatial convergence test. Both low ($\dot{\varepsilon}_\lambda = 20.862$) and high ($\dot{\varepsilon}_\lambda = 834.48/85 \text{ for } H/R = 0.015 \text{ and } \dot{\varepsilon}_\lambda = 579.50 \text{ for } H/R = 0.005$) strain rate cases were considered. The increase in the accuracy in the evaluation of $\varepsilon_c$ with decreasing grid size in the spatial discretization indicates that the computations with in the most spatial resolved case are accurate with five digits ($\pm 0.0001$).

Table 1: Dependence of the critical strain $\varepsilon_c$, defined by the criterion $A \cdot d\varepsilon/dA = 0.01 \cdot \varepsilon_c$ on the normalized grid size. The asterisk indicates that the value reported for the roughest mesh in the case of $H/R = 0.015$ and $\dot{\varepsilon}_\lambda = 834.48$ was extrapolated. This was necessary as the simulation could not meet the $A \cdot d\varepsilon/dA = 0.01 \cdot \varepsilon_c$ criterion.

<table>
<thead>
<tr>
<th>Grid size</th>
<th>$H/R = 0.005$</th>
<th>$H/R = 0.005$</th>
<th>$H/R = 0.015$</th>
<th>$H/R = 0.015$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{\varepsilon}_\lambda$</td>
<td>20.862</td>
<td>579.50</td>
<td>20.862</td>
<td>834.48</td>
</tr>
<tr>
<td>$\varepsilon_c$</td>
<td>1.7260</td>
<td>2.4431</td>
<td>1.4866</td>
<td>*2.1994</td>
</tr>
<tr>
<td>0.500</td>
<td>1.7236</td>
<td>2.4481</td>
<td>1.4838</td>
<td>2.2042</td>
</tr>
<tr>
<td>0.250</td>
<td>1.7233</td>
<td>2.4487</td>
<td>1.4833</td>
<td>2.2044</td>
</tr>
<tr>
<td>0.125</td>
<td>1.7233</td>
<td>2.4488</td>
<td>1.4833</td>
<td>2.2044</td>
</tr>
</tbody>
</table>

The analysis considering the effect of the reduction in the time stepping on $\varepsilon_c$ was done exactly in the same way as discussed previously (Table 2). For these simulations a grid size of 0.250 was adopted. In Table 2) it may be seen that the least time resolved cases are accurate with four digits ($\pm 0.001$).

Table 2: Dependence of the critical strain $\varepsilon_c$, defined by the criterion $A \cdot d\varepsilon/dA = 0.01 \cdot \varepsilon_c$ on the particular time stepping adopted in the computations. Similar to the spatial convergence test, this analysis considers the reduction of the time step size in a structured way, i.e. 1.000, 0.500 and 0.250 in terms of normalized time step.

<table>
<thead>
<tr>
<th>Time step</th>
<th>$H/R = 0.005$</th>
<th>$H/R = 0.005$</th>
<th>$H/R = 0.015$</th>
<th>$H/R = 0.015$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{\varepsilon}_\lambda$</td>
<td>20.862</td>
<td>579.50</td>
<td>20.862</td>
<td>834.48</td>
</tr>
<tr>
<td>$\varepsilon_c$</td>
<td>1.7233</td>
<td>2.4487</td>
<td>1.4833</td>
<td>2.2044</td>
</tr>
<tr>
<td>0.500</td>
<td>1.7239</td>
<td>2.4502</td>
<td>1.4836</td>
<td>2.2047</td>
</tr>
<tr>
<td>0.250</td>
<td>1.7236</td>
<td>2.4499</td>
<td>1.4835</td>
<td>2.2045</td>
</tr>
</tbody>
</table>

We further performed a series of simulations considering a broader range of strain rates. Again, an initial perturbation with width $W/R = 0.2$ and depth $H/R = 0.005$ and $H/R = 0.015$, respectively, were applied, whereas the initial length of the sample was $L_0/R = 12$. The computations of the critical strain were all done with the least time resolution but the most refined spatial resolution. Also here we adopted the stricter criterion $A \cdot d\varepsilon/dA = 0.01 \cdot \varepsilon_c$ compared to the original one by Rasmussen [50]. The results from the computations are summarized in Table 3. Overall we expect these computations to have four reliable digits, namely $\varepsilon_c \pm 0.001$.

Figure 6 shows the comparison between our strains at break and the calculations by Rasmussen [50]. The deviations from Rasmussen were below 2.6 %. Rasmussen [50] reported the strains at break with a discrepancy of one percent in the prediction of the actual break value. The overall accuracy of these simulations was within 3.5 %. This is expected to be a sufficient accuracy for comparison with experiments, which was the purpose in the work by Rasmussen [50].
Table 3: Break values $\epsilon_c$ (±0.001) for an initial perturbation having a depth of $H/R = 0.005$ and $H/R = 0.015$, respectively. The initial length of the sample is $L_0/R = 12$ and the initial perturbation has a width of $W/R = 0.2$. The critical strain $\epsilon_c$ is defined by the criterion $A \cdot d\epsilon/dA = 0.01 \cdot \epsilon$.

<table>
<thead>
<tr>
<th>$H/R$</th>
<th>$\epsilon_c$</th>
<th>$\epsilon_{\lambda_{max}}$</th>
<th>$\dot{\epsilon}<em>{\lambda</em>{max}}$</th>
<th>$\epsilon_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.005</td>
<td>1.44875 2.165</td>
<td>1.44875 1.742</td>
<td>4.17240 1.668</td>
<td>1.421 4.17240</td>
</tr>
<tr>
<td>0.015</td>
<td>20.8620 1.723</td>
<td>20.8620 1.483</td>
<td>65.0000 1.961</td>
<td>65.0000 1.675</td>
</tr>
<tr>
<td></td>
<td>208.620 2.229</td>
<td>208.620 1.914</td>
<td>579.500 2.449</td>
<td>834.480 2.204</td>
</tr>
</tbody>
</table>

Figure 6: Strain of break $\epsilon_c$ as a function of the non-dimensional elongational rate $\dot{\epsilon}_{\lambda_{max}}$. Comparison of the present numerical method (+) with the previous simulations reported in Rasmussen [50]. The break points are calculated for a cylindrical sample of length $L_0/R = 12$, extended with fixtures moving in the axial direction. Initial perturbations of the cylindrical sample of depth $H/R = 0.015$ and $H/R = 0.005$ (solid and dashed lines, respectively) and a fixed width of $W/R = 0.2$ are used.

From Figure 1 it may be seen that the necking develops very fast in time/nominal strain once it starts. The case considered here was $H/R = 0.005$ and strain rate of $2.454353 \text{s}^{-1}$. This particular
strain rate value was chosen as it is near the strain softening-hardening transition, corresponding approximately to the inverse of the Rouse time ($2.083333 \text{s}^{-1}$). A high time and space resolution as well were used in the computation. The simulation was performed without using the $A \cdot \frac{d\epsilon}{dA} = 0.01 \cdot \epsilon$ stopping criterion in order to follow the development of the surface also at strains very close to the actual break point. Remeshing operations were done more frequently in order to cope with the fast neck growth rate in the very high Hencky strain region. The final surface before breakup is shown at a Hencky strain of 2.238, i.e. beyond the value of 2.229 from Table 3 where the stopping criterion was used. $\epsilon = 2.238$ corresponds to a relative neck radius $r_{\text{neck}}/R$ of approximately 0.1, after which the surface develops into a break extremely rapidly. The same can also be seen in Figure 7, where the radius profile versus nominal strain is presented and compared with the ideal case (no initial perturbation). The two curves are overlapped until around a Hencky strain of 1. After $\epsilon \simeq 1$ the $H/R = 0.005$ curve deviates from the ideal one significantly, and for $\epsilon > 2$ it decreases strongly non-linear as a consequence of the break point becoming closer and closer. Given the very high neck growth rate in the vicinity of the break, it was more difficult to obtain similar information from the engineering stress. As an example, Figure 8 displays the engineering stress as a function of the nominal stress in the non-ideal ($H/R = 0.005$) and ideal cases. The two curves indeed show a more pronounced overlap until near the breakup point.

Figure 7: Neck radius $r_{\text{neck}}$, defined as the surface position at $z = 0$, as a function of Hencky strain for the case $H/R = 0.005$ and $W/R = 0.2$ compared to the ideal case (no initial perturbation). The non-dimensional elongational rate $\dot{\epsilon} \lambda_{\text{max}}$ is 20.862. The x-axis values are referred to relative to the initial radius $R$. The initial length of the cylindrical sample is $L_0/R = 12$. 

![Figure 7: Neck radius r_{\text{neck}}, defined as the surface position at z = 0, as a function of Hencky strain for the case H/R = 0.005 and W/R = 0.2 compared to the ideal case (no initial perturbation). The non-dimensional elongational rate \dot{\epsilon} \lambda_{\text{max}} is 20.862. The x-axis values are referred to relative to the initial radius R. The initial length of the cylindrical sample is L_0/R = 12.](image-url)
Figure 8: Dependence of the engineering stress, calculated as the force $F$ exerted by the fluid divided by the end-plate initial area $A_0$, on the Hencky strain $\epsilon$. The initial length of the sample $L_0/R$ and the non-dimensional elongational rate $\dot{\epsilon}\lambda_{max}$ are 12 and 208.62, respectively. The initial perturbation of the cylindrical sample is $H/R = 0.005$ and the perturbation width is $W/R = 0.2$.

5 Conclusions

In this work a Galerkin finite element method for the simulation of three-dimensional transient flow of generalized molecular stress function type of fluids was developed. A Lagrangian kinematics description in Cartesian coordinates was used in a continuum mechanical framework. Ten node quadratic tetrahedral elements and linear four node tetrahedral elements were used for spatial discretization and pressure approximation, respectively. This ensured third order accuracy in the spatial discretization. The quadratic interpolation in the discretization of the time integral for a K-BKZ type of equation from Marin and Rasmussen [29] was extended to a generalized molecular stress function type of fluids. The third order convergence both in time and space of the finite element scheme was confirmed on the problem of the break of a filament undergoing extension. Agreement of the simulations using our code and the ones by Rasmussen [50] was demonstrated.
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