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Abstract

Additively manufactured parts are often composed of two sub-structures, a solid shell forming their exterior and a porous infill occupying the interior. To account for this feature this paper presents a novel method for generating simultaneously optimized shell and infill in the context of minimum compliance topology optimization. Our method builds upon two recently developed approaches that extend density-based topology optimization: A coating approach to obtain an optimized shell that is filled uniformly with a prescribed porous base material, and an infill approach which generates optimized, non-uniform infill within a prescribed shell. To evolve the shell and infill concurrently, our formulation assigns two sets of design variables: One set defines the base and the coating, while the other set defines the infill structures. The resulting intermediate density distributions are unified by a material interpolation model into a physical density field, upon which the compliance is minimized. Enhanced by an adapted robust formulation for controlling the minimum length scale of the base, our method generates optimized shell-infill composites suitable for additive manufacturing. We demonstrate the effectiveness of the proposed method on numerical examples, and analyze the influence of different design specifications.
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1. Introduction

Topology optimization has been recognized as an important design method for additive manufacturing, as it fully leverages the manufacturing flexibility enabled by the layer-upon-layer additive process. It finds an optimized material distribution in the design space to maximize the structural performance under given boundary conditions and constraints [1]. Early works in topology optimization are summarized in the book [2], and recent developments until 2013 are reviewed in [3, 4].

While topology optimized material distributions mostly represent solid models, engineering practices in additive manufacturing seem to favour porous structures [5, 6]. In fused deposition modeling (FDM), a commonly used additive manufacturing technology, the interior of 3D...
models is often represented by repetitive infill patterns (e.g., triangles and hexagons). The porous infill is introduced to control the cost associated with material usage and printing time. The shell-infill composite involves a few parameters, including the shell thickness, infill pattern, and infill volume percentage. These parameters are specified by designers to roughly balance cost and mechanical properties. In general a larger shell thickness and a larger infill volume percentage lead to a stronger print, while consuming more material and prolonging the printing time.

Our current research is motivated from two perspectives. First, post-processing topologically optimized solids into shell-infill composites guarantees no optimality on the final structure, thereby wasting the efforts of the sophisticated numerical optimization. It is thus of high interest to consider such a shell-infill composite directly in the structural optimization routine, eliminating the conversion from optimized solids to sub-optimal shell-infill composites. Second, shell-infill composites can obtain significantly increased stability with respect to buckling [7] and unpredicted loading conditions [8] at the expense of a minor increase in compliance. Given the manufacturing flexibility enabled by additive manufacturing, such two-scale structures have a high potential to be widely employed in industrial metal printing (e.g., using selective laser melting).

Two recent developments (partially) address the optimal design of shell-infill composites by extending density-based topology optimization known as SIMP (Solid Isotropic Material with Penalization) [9]. These two extensions are complementary in the sense that they optimize one component in the composite, i.e., shell or infill, while assuming the other component prescribed. Specifically, Clausen et al. [10, 11] proposed a method to design coated structures, i.e., a composition of a solid shell and base material. The base material can be interpreted as a uniform infill, with a homogenized stiffness smaller than the stiffness of the solid coating material. The coating-base structure is obtained by introducing a two-step filtering process to separate the base and the coating from a scalar field of design variables. Conversely, to optimize infill within a prescribed shell, Wu et al. [8] presented a method to design bone-inspired micro-structures as porous infill. This is achieved by introducing an upper bound on a local volume measure, in order to regulate the local material distribution. The idea of local upper bounds is similar to maximum length scale [12, 13]. The resulting porous infill is dominated by crossing sub-structures, distributed in the entire space enclosed by the prescribed solid shell, and following principal stress directions. The optimized infill performs much stiffer under given boundary conditions than the commonly used, uniformly repetitive infill patterns.

This paper moves a step further and presents a complete solution to the optimal design of shell-infill composites by concurrently evolving the shell interface and the micro-structural infill. In particular, we propose a novel formulation to consider both the coating-base and infill constraints in density-based topology optimization. Two design fields are utilized to respectively derive the coating-base distribution and the infill distribution. The intermediate distributions are unified by a material interpolation scheme into the final physical density field, based on which the compliance is minimized. Furthermore, the robust formulation [14] is adapted to ensure length scale in the composite, leading to distinct infills.

The design of shell-infill composites is among recent developments addressing geometric constraints for additive manufacturing. Langelaar [15], Qian [16], and Gaynor and Guest [17] proposed methods to ensure the property of self-support in optimized structures. Such methods follow the filtering scheme proposed by Guest et al. [18] and extended in [19, 12, 20] which are also the basis of our current work. Wu et al. [21] proposed a rhombic pattern as a special self-support infill, and performed infill optimization by adaptively subdividing the rhombic cells. The length scale problem relevant to manufacturing technologies in general is thoroughly examined
by Lazarov and Wang in [22]. Our method involves and justifies the use of multiple filtering steps (four smoothing steps and three projections in particular), in addition to the interpolation of two design fields and a gradient norm operator. Arguably, it sets a new extreme with respect to the number of the involved filtering operations — The most complicated combo of filters so far seems to be the four successive filters for the open-close operation suggested in [19]. Here the four filtering steps and their associated projections are used to control both macro and microstructures. Thus beyond proving the new capability of filtering schemes, our method also demonstrates the good scalability of multiple filtering in density-based optimization.

The remainder of this paper is organized as follows. Section 2 describes the shell-infill composite our method is aiming at. Section 3 presents the material model of shell-infill composites, considering the base, coating, and infill. Section 4 presents the optimization formulation, including local and global volume constraints and sensitivity analysis. Section 5 demonstrates the effectiveness of the proposed formulation on numerical examples. Section 6 concludes the paper.

2. Problem Statement

Before we rigorously define the optimization problem in the following sections, let us illustrate what optimized structures we are aiming at. The composites resulting from numerical optimization, without post-processing, shall fulfill a few geometric features. The optimized composite for a sample beam design problem is shown in Fig. 1. Specifically, the composite structure has a shell with a prescribed thickness \( t \), and an infill with a prescribed local volume fraction \( \gamma \) at each point in the infill. In the discretized setting, the localized volume fraction of element \( e \) is defined as the number of solid elements over the total number of elements in a small neighbourhood around element \( e \). In this example, the prescribed local volume fraction is 0.6.

In the topology optimization process, the shell, including its shape and topology, evolves while maintaining the thickness \( t \). Concurrently evolving is the infill which spreads over the region defined by the (dynamically changing) shell. The infill evolves to non-uniformly distributed micro-structures, regulated by a constraint on local volume fractions. The concurrent evolution of shell-infill is governed by the objective for achieving the highest stiffness under prescribed external loads, while respecting a constraint on the global material volume.
3. Material Model

Figure 2 illustrates a conceptual composition of the shell-infill composite (a). It is composed of a solid shell (b) and a porous infill (d). These two sub-structures are related by a base region (c). The solid shell forms the interface (also called coating in the following) between base region and void, and the porous infill spreads across the entire base region. The physical density field of the shell-infill composite, \( \rho(\phi, \tau, \psi) \), is a function taking as input three intermediate fields, the base (\( \phi \)), the coating (\( \tau \)), and the infill (\( \psi \)).

The intermediate density fields are derived from two scalar fields of design variables, defined on the design domain \( \Omega \). From the first field of design variables a two-step filtering process is applied to separate the base structure and the coating structure (Section 3.1). From the second field of design variables we obtain what can be called an enrichment field, by imposing constraints on a local volume measure (Section 3.2). The integration of intermediate fields into the final physical density field is realized by a material interpolation model (Section 3.3).

3.1. Coating-Base Structure

A two-step filtering process [10] is applied to derive the base and coating structures. As illustrated in the left of Fig. 3, the design field, \( \mu \), is smoothed to get rid of checkerboard patterns, giving \( \hat{\mu} \). The smoothed field is subsequently projected, leading to a sharp base structure, \( \phi = \overline{\hat{\mu}} \).

The smoothing radius (\( R_1 \)) and projection parameters (\( \eta_1 \) and \( \beta_1 \)) indirectly control the length scale of the base region. The details of the filter implementation are postponed to Section 3.4.

To derive the coating layer, a second smoothing (with a filter radius \( R_2 \) smaller than \( R_1 \)) is applied, giving \( \hat{\phi} \). This smoothing is necessary since the base density field \( \phi \) is non-smooth across the sharp edges, and the gradient therefore is not defined. The interface between the base region and void is defined by a gradient norm of the smoothed base field \( \hat{\phi} \),

\[ \|\nabla \hat{\phi}\|_a \equiv \alpha \|\nabla \hat{\phi}\|. \quad (1) \]

Here \( \|\nabla \hat{\phi}\| \) refers to the Euclidean norm of the spatial gradient of \( \hat{\phi} \). \( \alpha \) is a normalization factor defined as the inverse of the maximum possible gradient norm of the field \( \hat{\phi} \). It can be analytically determined that \( \alpha \) relates to \( R_2 \) as

\[ \alpha = \frac{R_2}{\sqrt{3}}. \quad (2) \]

The shell thickness, \( t \), of the projected sharp coating, \( \tau \), is prescribed through the smoothing radius \( R_2 \):

\[ R_2 = \frac{\sqrt{3}}{\ln(2)} t \approx 2.5 t. \quad (3) \]
\[\mu \hat{\mu} \psi = \bar{\hat{\mu}} \hat{\psi} \|\nabla \hat{\psi}\|_{\alpha} \tau = \|\nabla \hat{\psi}\|_{\alpha} \upsilon \hat{\upsilon} \psi = \bar{\hat{\upsilon}} \hat{\psi} \psi_{\phi} \rho(\phi, \tau, \psi)\]

Figure 3: Left, top-down: The first design variable \(\mu\) allows to identify the base region \(\phi\) and the coating \(\tau\). The dashed lines indicate the interface as a visual reference. Top right: The second design variable \(\upsilon\) defines the infill field \(\psi\), and the local material measure \(\hat{\psi}\). A wave infill pattern is used for the illustrative purpose. The actual infill field evolves under constraints imposed on \(\hat{\psi}\). Bottom right: The intermediate field \(\phi\), \(\tau\), and \(\psi\) are interpolated to obtain the final physical density field \(\rho\).

Analytical derivations are omitted here but the details can be found in [10].

3.2. Enrichment Field and Local Volume Measure

Rather than prescribing a fixed infill pattern which limits design flexibility [10], the infill evolves from a second design field and is decided by the numerical optimization process. The enrichment field, as we call the infill field, will be superimposed on the plain base region to create fine structures.

As illustrated in the top right of Fig. 3, the second design field, \(\upsilon\), is smoothed (giving \(\hat{\upsilon}\)) and projected, resulting in a sharp infill field, \(\psi = \hat{\psi}\). Similar to the first design field, the smoothing is to get rid of checkerboard patterns. The smoothing radius (\(R_3\)) and projection parameters (\(\eta_3\) and \(\beta_3\)) indirectly control the length scale, this time, of the infill details.

Upon the infill field (\(\psi\)), a further smoothing is applied, giving \(\hat{\psi}\). This smoothing is meant to quantify the local material accumulation. By imposing an upper bound on this measure, material is prevented from forming large solid regions, which thus effectively leads to a porous distribution [8]. The constraint will be explained in Section 4.1. For \(\hat{\psi}_e = 1\) (resp. \(\hat{\psi}_e = 0\)) it means that all the elements located in the filtering region \(N_e\) are black (resp. white). The filtering region for element \(e\) is defined as

\[N_e = \{i \mid \|x_i - x_e\|_2 \leq R_4\}.\]  

A value of \(\hat{\psi}_e\) between 0 and 1 means that some elements in \(N_e\) are black and some others are white, yet it does not specify which particular elements are black (or white). This allows flexibility for the infill evolving to increase the structural stiffness.
3.3. Material Interpolation

3.3.1. Density Interpolation

After getting the intermediate density fields \((\varphi, \tau, and \psi)\), the physical density \(\rho\) is defined as an interpolation:

\[
\rho(\varphi, \tau, \psi) = m^0 [\psi \varphi + (1 - \psi \varphi) \tau],
\]

where \(m^0\) is the mass density of the base material. For simplicity let us assume \(m^0 = 1\) as in the standard SIMP. The interpolated density \(\rho\) has values in the interval \([0, 1]\), since \(\varphi, \tau, and \psi\) obey the same bound. Considering \(\psi \varphi\) as an integral part, the interpolation of the three fields can be interpreted as an interpolation of \(\psi \varphi\) and \(\tau\). This type of interpolation has been studied in [23].

We examine this interpolation by considering three extreme cases where the base and coating fields converge to a discrete 0/1 solution.

- In the sharp interface defined by \(\tau = 1\) in the coating field, the density interpolation (Eq. 5) reduces to

\[
\rho(\varphi, 1, \psi) = \psi \varphi + (1 - \psi \varphi) \cdot 1 = 1.
\]

- In the base region enclosed by the sharp interface, i.e., defined by \(\varphi = 1\) and \(\tau = 0\), the density interpolation reduces to

\[
\rho(1, 0, \psi) = \psi \cdot 1 + (1 - \psi \cdot 1) \cdot 0 = \psi.
\]

In other words, in the base region the enrichment infill field \(\psi\) will be the output.

- In the void region outside the sharp interface, i.e., defined by \(\varphi = 0\) and \(\tau = 0\), the density interpolation reduces to

\[
\rho(0, 0, \psi) = \psi \cdot 0 + (1 - \psi \cdot 0) \cdot 0 = 0.
\]

3.3.2. Stiffness Interpolation

In line with the density interpolation from three density fields, the stiffness is interpolated from three stiffness fields, each of which resembles the standard SIMP stiffness for one density field,

\[
E(\varphi, \tau, \psi) = E^0 [\psi^p \varphi^p + (1 - \psi^p \varphi^p) \tau^p],
\]

where \(E^0\) is the stiffness of the base material. The penalization parameter \(p = 3\) is the same for the three fields. The composite stiffness interpolation differs from the standard SIMP interpolation where the stiffness is defined as an explicit function of the physical density \(\rho\).

For the three extreme cases (the coating, the base, and the void regions) the stiffness function reduces, respectively, to

\[
E(\varphi, 1, \psi) = E^0,
\]

\[
E(1, 0, \psi) = \psi^p E^0,
\]

\[
E(0, 0, \psi) = 0.
\]
3.3.3. Two-Material Formulation

The above interpolations assume that the infill and shell have the same material with a mass density of $m^0 = 1$ and a stiffness of $E^0$. To allow the possibility of using a different material for the infill, a scaling factor $\lambda_m$ for mass density and a factor $\lambda_E$ for stiffness are applied to the infill field. The interpolations become

$$\rho(\varphi, \tau, \psi) = \lambda_m \psi \varphi + (1 - \lambda_m \psi) \tau,$$

$$E(\varphi, \tau, \psi) = E^0 \left[ \lambda_E \psi^0 \varphi^0 + (1 - \lambda_E \psi^0 \varphi^0) \tau^0 \right].$$

The scaling factors $\lambda_m$ and $\lambda_E$ are contained in the interval $[0, 1]$, meaning that the infill is (optionally) made of a lighter, and softer material than the shell material. We use this two-material formulation in optimization due to its generality.

This two-material formulation reduces to simpler forms in extreme cases. In case of $\lambda_m = 1$ and $\lambda_E = 1$, the two materials have identical mass and stiffness properties, i.e., reducing to the formulation of a single material. In case of $\psi = 1$, i.e., prescribing a fully solid infill field, the two-material formulation reduces to the standard coating approach [10].

3.4. Filters

Two types of filters are commonly used in density-based topology optimization. A smoothing filter applies a convolution operator to smooth the density field. A projection filter thresholds grey scale values between 0 and 1 into white-or-black values, i.e., either 0 or 1.

3.4.1. Smoothing

Smoothing filters are applied four times for different purposes. The smoothing of $\mu \rightarrow \hat{\mu}$ and $\nu \rightarrow \hat{\nu}$ gets rid of checkerboard patterns (i.e., regions of alternating black and white elements) resulting from numerical instabilities [24]. The smoothing of $\varphi \rightarrow \hat{\varphi}$ is to identify the interface of the base structure. The smoothing of $\psi \rightarrow \hat{\psi}$ is to quantify the local material accumulation.

We use the so-called PDE-filter based on a Helmholtz-type partial differential equation [25]. The PDE-filter is efficient for handling large filter radii. Hence, it is beneficial in the current work, since the length scale of the base structure necessitates a large filter radius, e.g., $R_1 = 24$ in some of test cases. The smoothed density field is implicitly defined as a solution to the Helmholtz PDE:

$$-r^2 \nabla^2 \hat{x} + \hat{x} = x, \ x \in \{\mu, \varphi, \nu, \psi\}. \tag{15}$$

The scalar-valued $r$ is a length scale parameter. Its value is determined by the filter radius, $R$, in the standard filtering technique by a convolution operator,

$$r = \frac{R}{2 \sqrt{3}}. \tag{16}$$

The filter radius $R$ indirectly controls the length scale of the respective field. The four radii in the four smoothing steps generally have different values.

The PDE-filter in $\psi \rightarrow \hat{\psi}$ serves the same purpose as the convolution filter in the original infill approach [8]: to quantify the local material accumulation. They differ slightly on the weighting factors: The convolution filter in the original infill approach has a constant weighting factor, while the PDE-filter has a weighting factor gradually decreasing along the outswards radial direction. We consistently use the PDE-filter for the four smoothing steps in our current implementation.
3.4.2. Projection

Smoothing operators create density values between 0 and 1. Such grey values are thresholded to obtain black-and-white designs by projection methods [18, 19]. Differentiable projections are used to facilitate gradient-based numerical optimization. We use the projection function proposed in [14]:

\[ \bar{x}_i = \frac{\tanh (\beta \eta) + \tanh (\beta (x_i - \eta))}{\tanh (\beta \eta) + \tanh (\beta (1 - \eta))}, \quad x \in \{\hat{\mu}, ||\nabla \hat{\phi}||_\alpha, \hat{\nu}\}. \quad (17) \]

The projection is parametrized by two values, the ‘sharpness’ value, \(\beta\), and the threshold value, \(\eta\) \(\in [0, 1]\). The differentiable function approaches a discontinuous step function in the limit of \(\beta \to \infty\). A parameter continuation process starting from a small \(\beta\) value is applied to improve convergence behaviour, in contrast to directly starting with a very large \(\beta\) value.

Denote the projected field for \(\eta = 0.5\) as a reference field. A larger threshold value of \(\eta > 0.5\) results in an eroded field compared to the reference field. As \(\eta\) approaches 1 the projection becomes similar to the modified Heaviside step function [19]. A smaller threshold value of \(\eta < 0.5\) results in a dilated field compared to the reference field. As \(\eta\) approaches 0 the projection becomes similar to the Heaviside step function [18].

In the three projection steps resulting in the physical density field, we choose the same threshold value of \(\eta = 0.5\). We note that an eroded projection by \(\eta > 0.5\) can be applied to control the length scale. This will be discussed in Section 4.3 where we explore this possibility to control the length scale of the base structure.

4. Shell-Infill Optimization

We consider a standard compliance minimization problem. However, besides a constraint on the global volume as in standard topology optimization, a constraint is imposed on the local volume measure obtained from the second design field. The optimization problem is defined as follows.

\[ \min_{\mu, \nu} c = U^T K U, \quad (18) \]
\[ \text{s.t.} \quad K U = F, \quad (19) \]
\[ l(\nu) \leq 0, \quad (20) \]
\[ g(\mu, \nu) \leq 0, \quad (21) \]
\[ \mu_e, \nu_e \in [0, 1], \quad \forall e. \quad (22) \]

Here \(c\) is the compliance. \(U, K,\) and \(F\) are displacement vector, stiffness matrix, and force vector, respectively. The functions \(l\) and \(g\) represent local and global volume constraint, respectively. \(\mu\) and \(\nu\) are vectors of element values in the design fields \(\mu\) and \(\nu\), respectively. The subscript \(e\) indicates an element in the design domain. The global stiffness matrix \(K\) is assembled from element stiffness matrix \(k_e\), which is defined as:

\[ k_e = E_e (\varphi_e, \tau_e, \psi_e) k_0, \quad (23) \]

where \(k_0\) is the element stiffness matrix for an element with unit Young’s modulus. To prevent the global stiffness matrix from becoming singular, a small minimum stiffness \(\lambda_{E,\min} E^0\) is used to represent void element. This modifies the term \(\lambda_E \psi^p \varphi^p\) in Eq. 14 to \(\lambda_{E,\min} + (\lambda_E - \lambda_{E,\min}) \psi^p \varphi^p\).
In the following we discuss the local volume constraint (Section 4.1), the global volume constraint (Section 4.2), the application of a length scale (Section 4.3), and the sensitivity analysis (Section 4.4). The optimization problem is solved based on sensitivities using the method of moving asymptotes (MMA) [26].

### 4.1. Local Volume Constraints (Infill)

Local volume constraints regulate the local (infill) material distribution. For each element in the second design field, a constraint is imposed,

$$ \hat{\psi}_e \leq \gamma, \quad \forall e $$

with $\gamma$ being the upper bound on the local volume fraction. The upper bound is a fixed parameter specified by the designer. For a prescribed value smaller than 1, the local volume constraint prevents material from forming large solid parts. For instance, $\gamma = 0.5$ leads to a material distribution where, in the neighbourhood of each element, at most 50% elements can become solid. The neighbourhood is defined by the filter radius $R_4$. This upper bound thus controls the local porosity.

The number of local volume constraints equals the number of elements. To facilitate efficient numerical optimization, we use the $p$-norm to approximate the maximum value in $\hat{\psi}$,

$$ \|\hat{\psi}\|_{p_n} = \left( \sum_e \hat{\psi}_e^{p_n} \right)^{1/p_n} \approx \max_{\forall e} (\hat{\psi}_e). $$

Here $p_n$ denotes the $p$-norm parameter, to distinguish from the penalization $p$. This approximation reduces constraints Eq. 24 to a single, differentiable constraint,

$$ \|\hat{\psi}\|_{p_n} \leq \gamma. $$

As $p_n$ goes to infinity, the approximation error between the $p$-norm and max function becomes zero. To account for the approximation error when the value of $p_n$ is not infinitely large, we modify the aggregated constraint to

$$ \left( \sum_e \hat{\psi}_e^{p_n} \right)^{1/p_n} \leq \left( \sum_e \gamma^{p_n} \right)^{1/p_n}, $$

yielding the local volume constraint,

$$ l(u) = \left( \frac{1}{n} \sum \hat{\psi}_e^{p_n} \right)^{1/p_n} - \gamma \leq 0, $$

where $n$ is the number of elements.

### 4.2. Global Volume Constraint

The global volume is accumulated from the physical density field $\rho$. A straightforward global volume constraint takes the form

$$ \sum_{\forall e} \rho_e v_e \leq V^*, $$

where $v_e$ is the (constant) element volume, and $V^*$ is the maximum allowed volume.
However, experimental tests show that when combined with local volume constraints for the infill, this global volume formulation leads to unintended structures. See Fig. 4 (left) for instance. Inside the base region, there are large void parts. These large voids counteract the design intention to have distinct shell-infill structures where the infill spreads over the entire base region enclosed by the shell.

To explain this, let us consider the simple case where the design space is a prescribed base region, i.e., the standard infill approach [8]. When the local volume constraints are imposed while the global volume constraint is inactive, the infill will spread over the entire base region (see Fig. 5 left): At each element, the local volume measure will reach the prescribed upper bound (see Fig. 5 middle for the field $\hat{\psi}$). This is in line with compliance minimization: The optimal structure always tries to exploit the full amount of material. If the global volume allowance for this region is smaller than necessary to spread the infills, (unintended) large void parts will have to be created (see Fig. 5 right).

Since the amount of base region in the concurrent optimization is not known \textit{a priori}, the idea is that the allowed volume for infill shall be proportional to the area of the base region, rather than merely the area occupied by the sparse infill as in Eq. 29. In particular, assuming that every element takes the grey value of the upper bound $\gamma$, the physical density field becomes

$$\hat{\rho}(\varphi, \gamma, \tau) = \lambda m \gamma \varphi + (1 - \lambda m \gamma \varphi) \tau.$$  

The updated global volume constraint, in its normalized version, is

$$g(\mu, \gamma) = \left( \sum \hat{\rho}_e v_e \right) / V^* - 1 \leq 0.$$  

As can be seen on the right of Fig. 4, the updated global volume constraint serves the purpose of having infill spread over the base region. This updated global volume constraint is conserva-
active, in the sense that the global volume from the real physical density $\rho$ is smaller than that from the approximated density $\tilde{\rho}$, i.e.,

$$\sum_{e} \rho_{e} v_{e} \leq \sum_{e} \tilde{\rho}_{e} v_{e}.$$  \tag{32}$$

The two volumes become equal when the infill field takes the upper bound $\gamma$ for every element. As the infill converges to a discrete 0/1 solution, the left becomes smaller. Consider the simple case of Fig. 5 where the entire design space is a prescribed base region. An upper local volume bound $\gamma = 0.6$ leads to a global volume ratio of 0.53 (Fig. 5 left).

4.3. Length Scale

Length scale of the base is an additional option to help achieving distinct shell-infill composites. When the width of the base region is small, shell-infill locally degenerates to a shell enclosing no infill (See Fig. 6 for an example). To prevent this, we adapt the robust formulation [14, 27] to ensure a minimum length scale of the base. The robust formulation applies an erosion and a dilation projection, along with the intermediate projection. The projection parameter has been explained in Section 3.4.2, Eq. 17. By optimizing the structural performance on the worst scenario among the three projections, a minimum length scale on the solid and void phase can be ensured, resulting from the erosion and dilation projection, respectively.

In the context of compliance minimization, the worst case (i.e., the highest compliance value) among the three projections is the density field associated with erosion, since it uses the least amount of material. In the context of shell-infill optimization, while minimizing this worst case indeed ensures a length scale of the base, the coating at some locations is not clearly defined. An example is shown in Fig. 7 (top) for the standard coating approach, i.e., the infill constraint is not yet imposed for simplicity. The left and right are the coating-base structures corresponding to the intermediate and erosion projection, respectively. The coating in the intermediate projection (a) does not contribute in any way to the objective function, since the objective considers only the erosion projection which has a larger compliance value.

To encourage the appearance of a well-defined coating in the intermediate projection, the idea is to consider both the erosion projection and the intermediate projection in the robust formulation. Specifically, the following objective is minimized,

$$c = \omega U^T K U + (1 - \omega) U^T \tilde{K} \tilde{U},$$  \tag{33}$$

where $\omega$ is a weighting factor, and the superscript $\epsilon$ in the second term indicates the eroded version. Figure 7 (bottom) demonstrates that the coating in the intermediate version is restored.
Figure 7: Coating in the intermediate density field (a) is not well defined if only the compliance of the eroded version (b)
is minimized in the objective function. Bottom: By minimizing both the intermediate and eroded versions, it encourages
the appearance of the coating in the intermediate version (c). Both are tested with $v = 0.3, \gamma = 1, \lambda_m = 0.6,$ and
$\lambda_E = 0.33.$

We note that this combined objective function is an approximate approach to ensure length scale,
since it involves a weighting factor. A small $\omega$ value leads to a shell which is not well defined,
while a large $\omega$ value may lead to a structure violating the length scale. A continuation is applied
in our test: $\omega$ is gradually increased from 0.1 to 0.8, by an increment of 0.1 every 50 iterations.

4.4. Sensitivity Analysis

For solving the optimization problem defined by Eqs. 18-22 using the gradient-based MMA
solver, the following sensitivities are needed:

$$\frac{\partial c}{\partial \mu_e}, \frac{\partial c}{\partial \nu_e}, \frac{\partial l}{\partial \mu_e}, \frac{\partial l}{\partial \nu_e}, \frac{\partial g}{\partial \mu_e}, \text{and} \frac{\partial g}{\partial \nu_e}.$$ (34)

All these sensitivities are elaborated in the following paragraphs.

(1) $\partial c/ \partial \mu_e$ and $\partial c/ \partial \nu_e$. From adjoint analysis the sensitivities of the compliance objective are:

$$\frac{\partial c}{\partial \mu_e} = -U^T \frac{\partial K}{\partial x_e} U = -\sum_i \frac{\partial E_i}{\partial x_e} (u_i^TUu_i), \quad x \in \{\mu, \nu\}$$ (35)

To derive $\partial E_i/ \partial \mu_e$ and $\partial E_i/ \partial \nu_e$, we rewrite the stiffness interpolation (Eq. 14) by

$$E(\varphi, \tau, \psi) = E_0 \left[ \lambda_E \psi^0 \varphi^0 + (1 - \lambda_E \psi^0 \varphi^0) \tau^0 \right] = E_0 \left[ \frac{\lambda_E \psi^0 \varphi^0 + \tau^0}{b_E} - \frac{\lambda_E \psi^0 \varphi^0 \tau^0}{c_E} \right].$$ (36)

Considering that $\psi(\nu)$ is independent of the first design variable $\mu$, and applying the chain rule
and product rule, we arrive at

$$\frac{\partial E_i}{\partial \mu_e} = E_0 \left[ \frac{\partial A_E}{\partial \varphi_i} \frac{\partial \varphi_i}{\partial \mu_e} + \frac{\partial B_E}{\partial \tau_i} \frac{\partial \tau_i}{\partial \mu_e} + \frac{\partial C_E}{\partial (\varphi_i \tau_i)} \left( \tau_i \frac{\partial \varphi_i}{\partial \mu_e} + \varphi_i \frac{\partial \tau_i}{\partial \mu_e} \right) \right],$$ (37)
with \( \partial A_E / \partial \phi_i = \lambda_E \psi^b_i \partial (\phi_i \tau_i) \), \( \partial B_E / \partial \tau_i = b \tau_i \), and \( \partial C_E / \partial (\phi_i \tau_i) = \lambda_E \psi^b_i b (\phi_i \tau_i)^{-1} \).

Similarly, considering \( \varphi (\mu) \) and \( \tau (\mu) \) are independent of \( \nu \), this leads to

\[
\frac{\partial E_i}{\partial \nu_e} = E^0 \left[ \frac{\partial A_E}{\partial \phi_i} \frac{\partial \phi_i}{\partial \nu_e} - \frac{\partial C_E}{\partial \phi_i} \frac{\partial \phi_i}{\partial \nu_e} \right],
\]

(38)

with \( \partial A_E / \partial \phi_i = \lambda_E \psi_i \partial \phi_i \) and \( \partial C_E / \partial \phi_i = \lambda_E \psi_i \partial \phi_i \).

(2) \( \partial l / \partial \mu_e \) and \( \partial l / \partial \nu_e \). The sensitivities of the local volume constraint with respect to the design variables has the form

\[
\frac{\partial l}{\partial x_c} = \sum_i \left( \frac{\partial l}{\partial \rho_i} \frac{\partial \rho_i}{\partial x_c} \right), \quad x \in \{ \mu, \nu \},
\]

(39)

with

\[
\frac{\partial l}{\partial \rho_i} = \frac{1}{\rho_c} \left( \frac{1}{\rho_c} \sum j \frac{\rho_j}{\rho_c} \right)^{-1} \rho_j^{-1}.
\]

(40)

To derive \( \partial \rho_i / \partial \mu_e \), Eq. 13 is rewritten as

\[
\rho (\varphi, \tau, \psi) = \lambda_m \psi \varphi + (1 - \lambda_m \psi \varphi) \lambda_m \psi \tau + \frac{\tau - \lambda_m \psi \varphi \tau}{c_n} = \frac{\tau - \lambda_m \psi \varphi \tau}{c_n}.
\]

(41)

Again, considering that \( \psi (\nu) \) is independent of \( \mu \), and applying the chain rule and product rule, it leads to

\[
\frac{\partial \rho_i}{\partial \mu_e} = \frac{\partial A_m}{\partial \phi_i} \frac{\partial \phi_i}{\partial \mu_e} + \frac{\partial B_m}{\partial \tau_i} \frac{\partial \tau_i}{\partial \mu_e} - \frac{\partial C_m}{\partial (\phi_i \tau_i)} \left( \frac{\partial \phi_i}{\partial \mu_e} + \frac{\partial \tau_i}{\partial \mu_e} \right),
\]

(42)

with \( \partial A_m / \partial \phi_i = \lambda_m \psi_i \), \( \partial B_m / \partial \tau_i = 1 \), and \( \partial C_m / \partial (\phi_i \tau_i) = \lambda_m \psi_i \).

For the design variable \( \nu \), we have

\[
\frac{\partial \rho_i}{\partial \nu_e} = \frac{\partial A_m}{\partial \phi_i} \frac{\partial \phi_i}{\partial \nu_e} - \frac{\partial C_m}{\partial \phi_i} \frac{\partial \phi_i}{\partial \nu_e},
\]

(43)

with \( \partial A_m / \partial \phi_i = \lambda_m \psi_i \) and \( \partial C_m / \partial \phi_i = \lambda_m \psi_i \).

(3) \( \partial g / \partial \mu_e \) and \( \partial g / \partial \nu_e \). The derivative of the total volume constraint with respect to the design variables is:

\[
\frac{\partial g}{\partial x_c} = \sum_j \sum_i \frac{\phi_i}{\partial x_c}, \quad x \in \{ \mu, \nu \}.
\]

(44)

The modified density \( \hat{\rho} \) is independent of \( \nu \), leading to

\[
\frac{\partial \hat{\rho}_i}{\partial \nu_e} = 0.
\]

(45)

\( \partial \hat{\rho}_i / \partial \mu_e \) is a modified version of Eq. 42 by replacing \( \psi \) therein with \( \gamma \),

\[
\frac{\partial \hat{\rho}_i}{\partial \mu_e} = \lambda_m \gamma \frac{\partial \phi_i}{\partial \mu_e} + \frac{\partial \tau_i}{\partial \mu_e} = \lambda_m \gamma \left( \frac{\partial \phi_i}{\partial \mu_e} + \frac{\partial \tau_i}{\partial \mu_e} \right).
\]

(46)

(4) Elementary Derivatives. In above formulations, some elementary derivatives (e.g., \( \partial \phi / \partial \mu \), \( \partial \tau / \partial \mu \), and \( \partial \varphi / \partial \nu \)) are not included here, but can be found in [10, 8].
5. Results

In this section we demonstrate the effectiveness of the proposed topology optimization for different examples. Variations of the optimized structures with respect to different design specification will be analyzed, to explain the consequence of the involved parameters.

The following parameters are the same for all examples. The constraints aggregation is calculated with a $p$-norm value of $p_n = 8$. A penalization $p = 3$ is used in the stiffness interpolation (Eq. 9) for $\psi$, $\varphi$, and $\tau$. A projection threshold 0.5 is used for $\eta_1$, $\eta_2$, and $\eta_3$, while the eroded version of the base takes a value of 0.7. Parameter continuation is applied for the sharpness parameters. The coating sharpness is initialized with $\beta_2 = 8$ to get a sharp coating already from the beginning of the optimization, and doubled at every 100th iteration (or at convergence) until it is increased to 64. The sharpness of base and infill starts from $\beta_{1,3} = 1$, and is doubled together with $\beta_2$.

5.1. Simply supported beam

The first example is a simply supported beam, as shown in Fig. 1. Due to symmetry only one half of the design domain is simulated. The half design domain is discretized by square elements with a resolution of $300 \times 600$ to accommodate fine scale infill structures.

The problem is optimized using a total volume fraction of 40%, and an upper local volume bound of 0.6. The four smoothing filter radii are $R_1 = 24$ for the base, $R_2 = 15$ for the coating (i.e., leading to a coating thickness of $t = 6$), $R_3 = 2$ for the infill, and $R_4 = 8$ for quantifying the local volume fraction, all measured in terms of elements. The intermediate domains are extended from the design domain by a size of the largest filter radius ($R_1$) in order to ensure the length scale on the boundary [28].

Figure 8 shows a sequence of the shell-infill composite during the design progression. As the optimization progresses, a clear shell-infill structure emerges from the grey density distribution. The optimized result shows two scales. The coarser scale defined by the shell looks familiar to standard topology optimization. Enclosed by the shell, the infill varies in different subregions, following the direction of the internal uni-axial stresses. This can be attributed to the fact that on the coarse scale as in standard topology optimization the optimized structure receives highly uni-axial stresses (compression or tension). At the joints connecting two bars, there are crossing
structures which naturally flow in from the inﬁlls in the adjacent branches, indicating bi-axial stresses in the crossings.

Figure 9 displays the intermediate density distributions involved in the shell-inﬁll composition. The layout of this ﬁgure follows the schematic illustration in Fig. 3. On the left, from top to bottom, the density ﬁeld of the ﬁrst design variable is smoothed and projected to obtain a black-white base ﬁeld $\varphi$. The base is smoothed, allowing its interface to be extracted by the gradient norm. The interface is further projected to obtain a sharp coating layer $\tau$. On the right, the density ﬁeld of the second design variable evolves to a porous inﬁll $\psi$. Due to the local volume constraints, the material forms small scale geometrical details in the region corresponding to the (black) base on the left. Since the enrichment ﬁeld outside the base region does not affect the stiffness of the ﬁnal composite structure, this outside region shows a uniform grey.

5.2. Cantilever Beam

The second numerical test is a cantilever beam. The design domain and boundary conditions are illustrated in Fig. 10. Due to symmetry only one half of the design domain is optimized, by using a discretization of $150 \times 500$ square elements. The resulting half structure is completed by its mirrored image to illustrate a complete structure.

The problem is optimized using a total volume fraction of 36%. Different local volume upper bounds ($0.4 \sim 0.7$) are applied to analyze the variations. The four ﬁlter radii in these tests are $R_1 = 16$, $R_2 = 10$, $R_3 = 2$, and $R_4 = 8$, all measured in terms of elements.

Figure 11 shows the four shell-inﬁll composites with different inﬁll porosities. As the local volume upper bound increases, the inﬁll becomes denser. Since the same total volume constraint
is applied, the denser infill results in a reduction of the base region. The compliance value also reduces as the infill becomes denser. To exclude the influence of the different volume values (which result from the infill approximation explained in Section 4.2), the compliance-volume ratios ($c/v$) are calculated. In the order of an increasing infill fraction the ratios are 636.6, 468.3, 372.1, and 328.5, respectively.

5.3. Multiple Loads

Triangular-shaped (macro-)structures perform well for multiple, individually applied loads. Hence, it is interesting to see whether such triangular-shaped structures also appear in the optimized infill when considering multiple load cases. Fig. 12 shows the design domain of a simply supported beam, upon which five vertical loads are applied individually. The objective function is the average of five compliances, each of which corresponds to an individual load. Fig. 13 shows the optimized shell-infill in this multi-load case. The multiple loads result in more variations of infill pattern than seen in the previous single load case problems. In particular, some triangular
Figure 12: Design domain of a simply supported beam. The five loads have the same magnitude, and are applied individually.

Figure 13: Optimized shell-infill for 5 individually applied loads.

sub-structures do appear and other regions have laminations that do not cross at right angles as was the rule in the single load case structures.

The domain has a resolution of $300 \times 600$ in terms of square finite elements. It is optimized with a maximum total volume fraction 36%, a local volume upper bound $0.6$, $R_1 = 16$, $R_2 = 10$, $R_3 = 2$, and $R_4 = 8$.

5.4. Comparison of Infills

We compare the present optimization of shell-infill composites against the standard coating approach. The uniform infill in the standard coating approach can be interpreted as a prescribed, repetitive infill pattern. We first run the concurrent optimization with a local volume upper bound $\gamma = 0.6$, and a total volume constraint of 0.4. The obtained physical density field amounts to a total volume of 0.368. With this total volume, we run the standard coating approach. Here, we assume the density of the uniform infill is 0.6, the same value as the local upper bound in the shell-infill composite. The uniform infill is made of the same material as the coating. According to the Hashin-Shtrikman bounds for isotropic material [29], a density of 0.6 leads to a maximum effective stiffness of $1/3$. The two structures obtained using these two approaches are shown in Fig. 14. The numerical analysis suggests that the non-uniform infill performs much stiffer than the uniform infill for the same material volume.

The same conclusion can be drawn from a comparison performed on the cantilever beam model. The structures are shown in Fig. 15. The shell in these two designs has the same topology,
\( \gamma = 0.6, \lambda_m = 1.0, c = 106.92 \)  
\( \gamma = 1.0, \lambda_m = 0.6, c = 146.08 \)

Figure 14: Left: The shell-infill composite with an infill varying according to the stress distribution. Right: The infill is uniform. Both design use the same amount of total volume \( (\nu = 0.368) \).

\( \gamma = 0.6, \lambda_m = 1.0, c = 125.40 \)  
\( \gamma = 1.0, \lambda_m = 0.6, c = 176.98 \)

Figure 15: A comparison of the non-uniform infill (left) and uniform infill (right) on the cantilever beam model. Both design use the same amount of total volume \( (\nu = 0.337) \).

while its contour varies slightly. The uniform infill (right) has a larger compliance value.

The improved performance of the optimized infill structures come at the cost of an expected decreased local buckling stability in the uni-axially loaded compression regions. Here single scale laminates will have low buckling stability but this may potentially be avoided by an anisotropic filtering approach suggested for the same reasons in our previous work \([8]\).

5.5. Two Materials

In above tests we have assumed that the infill is made of the same material as the coating layer. The formulation (Eqs. 13 and 14) allows to use a different material representing the infill. Figure 16 shows an optimized cantilever beam using two different materials. The infill density field is grey, representing a relative density of \( \lambda_m = 0.6 \). A relative stiffness of \( \lambda_E = 0.6 \) is tested for the infill material. Note that when using two different materials, the relative stiffness is not restricted to the Hashin-Shtrikman bounds as in the standard coating approach, which interprets the infill as a structural pattern made of the coating material. In this example it can be observed that in the opening at the left hand side the shell is not well formed around the left corner. This is a side effect of the introduced length scale control, as discussed in Section 4.3. Further studies and modifications may alleviate the issue, but since it only appears sporadically we leave this issue for future studies.
6. Conclusion

We have presented a topology optimization method for evolving the shell and non-uniform infill concurrently. The composite maintains a prescribed shell thickness, and its interior is filled with non-uniform sparse structures up to a prescribed local volume fraction. The effectiveness of the proposed shell-infill interpolation model has been confirmed through numerical tests. Our results demonstrate that optimized, non-uniform infill performs better than uniform infill for the same material volume. The optimized shell-infill shows some interesting geometric patterns. Elongated infill is found in the uni-axially loaded bars, while crossing infill can be observed at the joints connecting these bars. These results conform to, and can be explained by our understanding of optimal structures. With the increasing fabrication flexibility offered by additive manufacturing, it is expected that such tailor made structures will find many industrial applications.

Extending the shell-infill formulation from 2D to 3D is straightforward. The 3D results for the coating and the porous infill have been reported in [11] and [8], respectively. Closed-walled (infill) structures are efficient for stiffness. However, they might trap unsintered powders in powder-based fabrication. To steer closed-walled structures into truss-like structures, a possible solution is to restrict the local volume bound such that the locally allowable volume is not sufficient to create closed-walled structures [8].

Despite a rather complicated optimization model that includes four successive filter operations the algorithm is remarkably robust to parameter and geometric variations. Additional runs for other volume fractions and e.g., the classical MBB beam are easily solved and result in similar conclusions and are hence left out for space reasons.
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Highlights

- The solid shell and the non-uniform, porous infill are optimized concurrently.
- The optimized infill spreads within the shell, and follows principal stress directions.
- Non-uniform infill can perform much stiffer than uniform infill.
- The method demonstrates the good scalability of multiple filtering in optimization.