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Abstract

In this paper we compare a general size-structured population model, where a size-structured consumer feeds upon an unstructured resource, to its simplified stage-structured counterpart in terms of equilibrium stability. Stability of the size-structured model is understood in terms of an equivalent delayed system consisting of a renewal equation for the consumer population birth rate and a delayed differential equation for the resource. Results show that the size- and stage-structured models differ considerably with respect to equilibrium stability, although the two models have completely identical equilibrium solutions. First, when adult consumers are superior foragers to juveniles, the size-structured model is more stable than the stage-structured model while the opposite occurs when juveniles are the superior foragers. Second, relatively large juvenile (adult) mortality tends to stabilize (destabilize) the size-structured model but destabilize (stabilize) the stage-structured model. Third, the stability pattern is sensitive to the adult-offspring size ratio in the size-structured model but much less sensitive in the stage-structured model. Finally, unless the adult-offspring size ratio is sufficiently small, the stage-structured model cannot satisfactorily capture the dynamics of the size-structured model. We conclude that caution must be taken when the stage-structured population model is applied, although it can consistently translate individual life history and stage-specific differences to the population level.
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1. Introduction

Ontogenetic development is ubiquitous in nature. During ontogeny, organisms grow from offspring to adult through juvenile stage, resulting in dramatic change in individual physiological states such as body size. As body size governs a majority of individual vital rates such as foraging, consumption, mortality and reproduction (Werner, 1988; Woodward et al., 2005), the change in body size during ontogeny leads to a striking size-dependency of life history. To encompass the size-dependency and track the continuous change in individual physiological states, size-structured population models have been developed (e.g., Metz and Diekmann, 1986; de Roos et al., 1990; Persson et al., 1998; Hartvig et al., 2011). There is a significant body of literature addressing the impacts of size-dependent life history on the dynamics of populations (e.g., de Roos and Persson, 2002; Classen et al., 2002; Zhang et al., 2012) and communities (e.g., Andersen and Beyer, 2006; Datta et al., 2010; Zhang et al., 2013). As an example, a size-structured population model can well capture the single generation cycles in which a single cohort of consumers...
dominates population dynamics throughout its life time and the population composition varies over time between a dominance by juveniles and adults, respectively, (see, de Roos and Persson, 2003).

The significance of size-dependent life history on population dynamics has been well recognised (de Roos et al., 2003) and makes size-structured population models fundamentally different from the unstructured population models. However, this size-dependent life history dramatically increases the complexity of the models and makes analytical tractability intrinsically hard. For this reason, most theoretical studies of size-structured models were investigated by means of numerical simulations (e.g., Claessen and de Roos, 2003). To enhance analytical tractability, de Roos et al. (2008) derived an approximative stage-structured population model from a size-structured population model where a size-structured consumer feeds upon an unstructured resource. The stage-structured counterpart consistently translates assumptions about life history traits such as consumption and growth into a resource-dependent maturation rate. They concluded that these two models have exactly the same predictions under equilibrium conditions, and approximately similar predictions even under non-equilibrium conditions when adult individuals are competitively stronger than juveniles. These two models are the focus of this paper, and we will show analytically that these two models have exactly the same equilibrium solutions.

While cyclic dynamics have been discussed in details in the comparison of the size-structured population model and its stage-structured counterpart (de Roos et al., 2008), global comparison of the stability of these two models has not yet been performed, which impedes the applications of the stage-structured population model. The aim of this paper is to provide such a global analysis of the stability of these two models by analyzing their respective characteristic equations. While stability analysis is straightforward for the stage-structured population model, it is, in stark contrast, mathematically challenging for the size-structured population model.

Modern theory shows that local stability of the size-structured population model can be understood in terms of a delayed system, which is comprised of a renewal equation for the consumer population birth rate and a delayed differential equation for the resource biomass (Diekmann et al., 2010). The mathematical framework for justifying the principle of linearized stability of delay equations is available (e.g., Diekmann et al., 2007, 2010), and one can, based on such a technique, draw rigorous conclusions with respect to the dynamical behavior from an analysis of a characteristic equation. Nevertheless, in spite of the existence of such mathematically rigorous technique, analysis of the characteristic equation is a challenging task as this is typically a rather complicated integral equation. For this reason, de Roos et al. (2010) designed a numerical algorithm to address this issue. However, for the model we will consider, we show that it is possible to derive analytically the characteristic equations, which provides us with an opportunity to assess the global pattern of equilibrium stability.

The paper is organized as follows: In the next section, we describe briefly but completely the size-structured consumer-resource model. The simplified stage-structured counterpart is presented at the end of this section. In Section 3, we find analytically the equilibria of the size-structured population model, and further provide a rigorous proof that the two considered models have exactly the same equilibria. In Section 4 we investigate the stability of the equilibrium solutions for the size-structured population model by reformulating this model into a delayed system, and we provide an analytical formula for the characteristic equation. In Section 5, we compare the two models with respect to local stability and compute the stability boundary at which the Hopf bifurcation occurs. The paper is finished with a brief conclusion. There are two appendices: Appendix A specifies the real and imaginary part of the characteristic equation of the delayed model and Appendix B shows the stability analysis of the stage-structured population model.

2. Model description

In this section we briefly but completely present the aforementioned size-structured consumer-resource model and then the stage-structured counterpart at the end of this section, both of which can be found in de Roos et al. (2008).
The size-structured population model is described by

\[
\begin{aligned}
\frac{\partial}{\partial t} n(s,t) + \frac{\partial}{\partial t} (g(s,R)n(s,t)) &= -d_j(R)n(s,t) \quad \text{for} \quad s_0 \leq s < s_m, \quad (2.1) \\
g(s_0,R)n(s_0,t) &= \beta(s_m,R)N(t), \quad (2.2) \\
\frac{d}{dt} N(t) &= g(s_m,R)n(s_m,t) - d_a(R)N(t), \quad (2.3) \\
\frac{d}{dt} R(t) &= G(R) - I \frac{R}{R + H} \left( \int_{s_0}^{s_m} sn(s,t)ds + q s_m N(t) \right), \quad (2.4)
\end{aligned}
\]

where the first equation describes the dynamics of juvenile individuals \(n(s,t)\) (number of individuals per weight), which is a partial differential equation accounting for the ontogenetic growth in body size \(s\) (weight). The ontogeny starts from size at birth \(s_0\) and ceases at maturation size \(s_m\). The second equation is a boundary condition to accommodate newborn individuals due to the reproduction of adult individuals \(N(t)\) (total number of individuals). Adult dynamics is governed by the third equation (2.3). Here \(n(s_m,t) = \lim_{s \to s_m} n(s,t)\). The last equation (2.4) depicts resource dynamics. \(G(R) = rR(1 - R/K)\) is the resource growth rate in the absence of consumer, and \(r\) and \(K\) are, respectively, the intrinsic growth rate and the carrying capacity of the resource. Model parameters are derived on the basis of de Roos et al. (2008) and are summarised in Table 1. Below we briefly specify the life history rates of the consumer individuals.

The size-dependent juvenile growth rate and adult birth rate are given as follows

\[
g(s,R) = sw_j(R) \quad \text{and} \quad \beta(s_m,R) = \frac{s_m}{s_0}w_a(R),
\]

where

\[
w_j(R) = \left\{ \begin{array}{ll}
\sigma I \frac{R}{H + R} - T, & \text{if} \quad R > \frac{H}{\sigma I/T - 1} = R_{jT}, \\
0, & \text{otherwise},
\end{array} \right. \\
w_a(R) = \left\{ \begin{array}{ll}
\sigma q I \frac{R}{H + R} - T, & \text{if} \quad R > \frac{H}{\sigma q I/T - 1} = R_{aT}, \\
0, & \text{otherwise}
\end{array} \right.
\]

are the net energy balance for juvenile and adult, respectively. \(\sigma\) is the assimilation efficiency and \(I\) the maximum consumption rate. Here it is assumed that the consumption of the resource follows the Holling type II functional response. \(q\) indicates the competitive difference in ability of acquiring resource between juveniles and adults. A value of \(q\) below one implies that juveniles are competitively superior to adults whereas higher value than one implies the opposite situation. Additionally, \(T\) means the metabolic costs, which is assumed to be size-independent. Clearly when energy fails to meet metabolic costs growth is stopped instantaneously.

Loss of juvenile and adult biomass is due to a constant background mortality and starvation in case that food is insufficient to cover metabolic costs. Specifically,

\[
d_j(R) = \left\{ \begin{array}{ll}
\mu_j, & \text{if} \quad R \geq R_{jT}, \\
\mu_j - v_j(R), & \text{otherwise},
\end{array} \right. \quad (2.5) \\
d_a(R) = \left\{ \begin{array}{ll}
\mu_a, & \text{if} \quad R \geq R_{aT}, \\
\mu_a - v_a(R), & \text{otherwise},
\end{array} \right. \quad (2.6)
\]

where \(\mu_j\) and \(\mu_a\) are constant background mortality on juveniles and adults, and

\[
v_j(R) = \sigma I \frac{R}{H + R} - T \quad \text{and} \quad v_a(R) = \sigma q I \frac{R}{H + R} - T. \quad (2.7)
\]
Table 1: Ecological parameters and default values

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_0$</td>
<td>0.1</td>
<td>gram</td>
<td>Size at birth</td>
</tr>
<tr>
<td>$s_m$</td>
<td>10</td>
<td>gram</td>
<td>Size at maturation</td>
</tr>
<tr>
<td>$I$</td>
<td>10</td>
<td>day$^{-1}$</td>
<td>Maximum ingestion rate per unit biomass</td>
</tr>
<tr>
<td>$H$</td>
<td>1</td>
<td>gram/a.u.</td>
<td>Half saturation constant for the consumer</td>
</tr>
<tr>
<td>$T$</td>
<td>1</td>
<td>day$^{-1}$</td>
<td>Maintenance rate</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.5</td>
<td>–</td>
<td>Efficiency of ingested biomass</td>
</tr>
<tr>
<td>$q$</td>
<td>0.8</td>
<td>–</td>
<td>Competitive difference in consumption between juveniles and adults</td>
</tr>
<tr>
<td>$\mu_j$</td>
<td>0.1</td>
<td>day$^{-1}$</td>
<td>Background mortality on juvenile consumers</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>0.1</td>
<td>day$^{-1}$</td>
<td>Background mortality on adult consumers</td>
</tr>
<tr>
<td>$r$</td>
<td>1</td>
<td>day$^{-1}$</td>
<td>Resource per capita growth rate</td>
</tr>
<tr>
<td>$K$</td>
<td>2</td>
<td>gram/a.u.</td>
<td>Resource carrying capacity</td>
</tr>
</tbody>
</table>

The stage-structured population model, simplified from the size-structured population model (2.1)-(2.4), reads as follows

\[
\begin{align*}
\frac{dJ(t)}{dt} &= w_a(R)A + v_j(R)J - \gamma(w_j(R))J - \mu_j J, \\
\frac{dA(t)}{dt} &= \gamma(w_j(R))J + v_a(R)A - w_a(R)A - \mu_a A, \\
\frac{dR(t)}{dt} &= G(R) - I \frac{R}{R + H} (J + qA),
\end{align*}
\]

where

\[
J(t) = \int_{s_0}^{s_m} sn(s,t)ds \quad \text{and} \quad A(t) = s_m N(t)
\]

are the total biomass of juvenile and adult consumers, respectively. Moreover,

\[
\gamma(x) = \frac{x - \mu_j}{1 - (s_0/s_m)^{1-\mu_j/x}} \quad \text{and} \quad \gamma(\mu_j) = -\frac{\mu_j}{\ln(s_0/s_m)}
\]

are introduced notations. We refer readers to de Roos et al. (2008) for the details of the simplification.

3. Steady states

3.1. Equilibrium of size-structured population model

In this section we derive analytically the steady states of system (2.1)-(2.4), and thus starvation does not occur. Thus equilibrium solutions can be solved from the following stationary equations

\[
\begin{align*}
0 &= w_j(R^*) \frac{d(sn^*(s))}{ds} + \mu_j n^*(s), \\
0 &= s_0 w_j(R^*) n^*(s_0) - \frac{s_m}{s_0} w_a(R^*) N^*, \\
0 &= \mu_a N^* - s_m w_j(R^*) n^*(s_m), \\
0 &= G(R^*) - \frac{IR^*}{H + R^*} \left( \int_{s_0}^{s_m} sn^*(s)ds + q s_m N^* \right).
\end{align*}
\]
Clearly there is always a trivial equilibrium solution \((n^*(s), N^*, R^*) = (0, 0, K)\), which is, however, out of our interests. In the following, we focus on the positive equilibrium solution \(E^* = (n^*(s), N^*, R^*)\). We assume \(R_{jT} < R^* < K\) to ensure that \(w_j(R^*) > 0\).

Integrating the first equation in (3.1) from \(s_0\) to \(s_m\) yields

\[
n^*(s) = n^*(s_0) \left( \frac{s}{s_0} \right) \left( 1 + \frac{\mu_j}{w_j(R^*)} \right) .
\]  

(3.2)

Then, substituting equation (3.2) into the third equation in (3.1) gives rise to

\[
N^* = \frac{n^*(s_0)}{\mu_a} s_m w_j(R^*) \left( \frac{s_m}{s_0} \right) \left( 1 + \frac{\mu_j}{w_j(R^*)} \right) .
\]  

(3.3)

Combining equation (3.3) and the second equation of (3.1), we find

\[
Z_1(R^*) = \frac{w_a(R^*)}{\mu_a} \left( \frac{s_m}{s_0} \right) 1 - \frac{\mu_j}{w_j(R^*)} = 1 ,
\]  

(3.4)

which gives rise to a unique \(R^*\) whenever feasible because \(Z_1(R) - 1\) is monotonically increasing with respect to \(R\).

Finding the equilibrium solutions of juvenile and adult boils down to find the offspring abundance in equilibrium (i.e., \(n^*(s_0)\)), which can actually be computed from the last equation of (3.1). Specifically, it follows from equation (3.2) and (3.7). Moreover, the interior equilibrium \(E^*\) is unique when existing, which can be seen from equation (3.4). It follows from equation (3.8) that \(n^*(s_0)\) is unique. Eventually, there is at most one interior equilibrium to the system (2.1)-(2.4). For the default parameter values in Table 1, we have \(R^* = 0.3360, J^* = 0.0475, A^* = 0.0796\), and \(n^*(s_0) = 0.1848\). The juvenile biomass distribution is illustrated in Fig. 1A.
Next, we show that $J^*$, $A^*$ and $R^*$ are also the equilibrium solutions of the system (2.8). We first find the equilibrium solution of the stage-structured population model (2.8), and then prove that the equilibrium solution is exactly the same as that of the size-structured population model. Here we focus on the positive equilibrium solution. Again we assume starvation mortality does not occur under equilibrium conditions, and thus from equation (2.7) we have $v_j(R^*) = w_j(R^*)$ and $v_a(R^*) = w_a(R^*)$.

The stationary equations of the stage-structured population model are given by

$$
0 = w_a(R^*) A + w_j(R^*) J^* - \gamma (w_j(R^*)) J^* - \mu_j J^*,
$$

$$
0 = \gamma (w_j(R^*)) J^* - \mu_a A^*,
$$

$$
0 = G(R^*) - \frac{IR^*}{R^* + H}(J^* + qA^*). \tag{3.9}
$$

Here we use the same notations for the equilibrium solutions as in the size-structured population model because they have exactly the same equilibrium solutions as demonstrated below. From the first two equations of (3.9) we derive that

$$
Z_2(R) = \frac{w_a(R) \gamma (w_j(R))}{\mu_a \gamma (w_j(R)) - w_j(R) + \mu_j} = 1. \tag{3.10}
$$

If we plug $\gamma (w_j(R^*))$ into the equation above, it is easy to see that $Z_2(R^*)$ is the same as $Z_1(R^*)$ in equation (3.4). This means that these two models have the same resource equilibrium if it exists. Once $R^*$ is found, the juvenile biomass and adult biomass at equilibrium turn out to be available, that is,

$$
J^* = \frac{G(R^*)(H + R^*)/(IR^*)}{1 + q\gamma (w_j(R^*))/\mu_a} \quad \text{and} \quad A^* = \frac{\gamma (w_j(R^*))}{\mu_a} J^*. \tag{3.11}
$$

Similar formulas for juvenile and adult biomass can also be found in de Roos et al. (2013).

We now show that the juvenile biomass in (3.11) is the same as (3.5). Since $R^*$ is the same for both systems, from equation (3.8) we have

$$
\frac{G(R^*)(H + R^*)/(IR^*)}{n^*(s_0)^2} = \frac{1}{1 - \frac{\mu_j}{w_j(R^*)}} \left( \frac{s_m}{s_0} \right)^{1 - \frac{\mu_j}{w_j(R^*)}} - 1 + \frac{q}{\mu_a} \left( \frac{s_m}{s_0} \right)^{1 - \frac{\mu_j}{w_j(R^*)}}. \tag{3.12}
$$
Let
\[
I = \frac{1}{1 - \frac{\mu_j}{w_j(R^*)}} \left( \frac{s_m}{s_0} \right)^{1 - \frac{\mu_j}{w_j(R^*)}} - 1 + q \frac{w_j(R^*)}{\mu_a} \left( \frac{s_m}{s_0} \right)^{1 - \frac{\mu_j}{w_j(R^*)}} \frac{1 + q \gamma(w_j(R^*))/\mu_a}{1 + q \gamma(w_j(R^*))/\mu_a}.
\] (3.13)

If we plug the form of \( \gamma(w_j(R^*)) \) (see, equation (2.10)) into the equation above, we have
\[
I = \frac{1}{1 - \frac{\mu_j}{w_j(R^*)}} \left( \frac{s_m}{s_0} \right)^{1 - \frac{\mu_j}{w_j(R^*)}} - 1,
\] (3.14)
which means that the juvenile biomass in equation (3.11) is the same as in equation (3.5). Similarly we can prove that the two systems have the same positive equilibrium which is unique when existing.

4. Stability analysis of the size-structured population model

The aim of this section is to analyze the stability of the positive equilibrium solution (i.e., \((n^*(s), N^*, R^*)\)) of the size-structured population model. However, direct stability analysis is impossible as far as we know because there is no well known mathematical technique by which we can find a stability/instability condition. Nevertheless, the stability can be understood in terms of the solutions of two delayed equations consisting of a renewal equation for the population birth rate of the consumer and a delayed differential equation for the resource biomass (Diekmann et al., 2010). We first present the delayed system and provide an analytic formulation of the equilibrium population birth rate. Then we derive the characteristic equation analytically, which is mathematically challenging and complicated, and thus divided into two subsections.

4.1. Delayed system

The delayed system stems from the individual level to the population level by bookkeeping, which introduces a population birth rate of the consumer \( b(t) \) and tracks how various individual processes change this population birth rate (Diekmann and Metz, 2010). Specifically, the delayed system reads as follows
\[
b(t) = \int_{\tau(R_t)}^{\infty} \beta(s(a, R_t), R(t)) F(a, R_t) b(t - a) da,
\] (4.15)
\[
R'(t) = G(R(t)) - \int_{0}^{\tau(R_t)} s(a, R_t) \frac{IR(t)}{H + R(t)} F(a, R_t) b(t - a) da
\] (4.16)
\[-qsm \int_{\tau(R_t)}^{\infty} \frac{IR(t)}{H + R(t)} F(a, R_t) b(t - a) da,\]

where \( R_t \) means that
\[
R_t(a) := R(t + a), \quad a \in (-\infty, 0],
\]
which is a notion introduced to describe the history of the resource at time \( t \). \( s(a, R_t) \) indicates the size of individuals at age \( a \), given that it has experienced the history \( R_t \) in the time interval \([-a, 0]\]. \( \beta(s(a, R_t), R(t)) = s_m/s_0 w_0(R(t)) \) is the adult reproduction rate, independent of the history of the resource. \( F(a, R_t) \) is the probability that an individual reaches age \( a \) at time \( t \) given that it experiences the resource density \( R \) in the time interval \([t - a, t]\). \( \tau(R_t) \) is the age at which the consumer individuals mature for a given resource history \( R_t \), that is, \( s(\tau(R_t)) = s_m \). For the detailed explanation of such a delayed system, we refer to Diekmann et al. (2010).

Next we find the equilibrium solutions of the population birth rate \( b^* \) and resource \( R^* \). Here again we use the same notation of \( R^* \) for resource equilibrium as in the size-structured population model, because
we will show that these two models have exactly the same resource equilibrium. The stationary equations of (4.15) and (4.16) are

\[ b^* = \int_{\tau^*}^{\infty} \beta(s(a, R^*), R^*) F(a, R^*) b^* da, \]  
\[ G(R^*) = \int_{0}^{\tau^*} s(a, R^*) \frac{IR^*}{H + R^*} F(a, R^*) b^* da + \int_{\tau^*}^{\infty} qsm \frac{IR^*}{H + R^*} F(a, R^*) b^* da, \]

where \( \tau^* = \tau(R^*) \) is to be determined. Since we are interested in the positive equilibrium, equation (4.17) is reduced to

\[ 1 = \int_{\tau^*}^{\infty} \beta(s(a, R^*), R^*) F(a, R^*) da = \frac{s_m}{s_0} w_a(R^*) \int_{\tau^*}^{\infty} F(a, R^*) da, \]

where we used the fact that \( \beta(s(a, R^*), R^*) = s(m, R^*) = \frac{s_m}{s_0} w_a(R^*). \)

Recalling that \( F(a, R^*) \) is the survival probability for an individual to reach age \( a \) under equilibrium condition, we have

\[ \frac{dF}{da} = \begin{cases} -\mu_j F, & \text{if } 0 < a \leq \tau^*, \\ -\mu_a F, & \text{if } a > \tau^*, \end{cases} \]

with an initial condition \( F(0) = 1 \). The analytical solution of \( F(a, R^*) \) is

\[ F(a, R^*) = \begin{cases} e^{-\mu_j a} & \text{if } 0 < a \leq \tau^*, \\ e^{-\mu_j \tau^*} e^{-\mu_a (a-\tau^*)} & \text{if } a > \tau^*. \end{cases} \]

Here we use the fact that under equilibrium condition starvation mortality does not occur. Thus mortality of the consumer is independent of the resource biomass. Hence

\[ 1 = \frac{s_m}{s_0} w_a(R^*) \int_{\tau^*}^{\infty} F(a, R^*) da = \frac{w_a(R^*)}{\mu_a} \frac{s_m}{s_0} e^{-\mu_j \tau^*}. \]

To determine the maturation age \( \tau^* \) under equilibrium condition, we consider the growth function

\[ \frac{d}{da} s(a, R^*) = s(a, R^*) w_j(R^*) \]

for \( 0 \leq a \leq \tau^* \) and \( s(0, R^*) = s_0 \). This equation determines the individual growth trajectory under equilibrium condition. A straightforward calculation yields that

\[ s(a) = s_0 e^{w_j(R^*) a}, \]

and thus

\[ s_m = s(\tau^*) = s_0 e^{w_j(R^*) \tau^*}. \]

The maturation age under equilibrium condition is

\[ \tau^* = \frac{1}{w_j(R^*)} \ln \left( \frac{s_m}{s_0} \right). \]

Plugging equation (4.23) into equation (4.20) yields

\[ 1 = \frac{w_a(R^*)}{\mu_a} \left( \frac{s_m}{s_0} \right)^{1-\mu_j/w_j(R^*)}, \]
which is exactly the same as equation (3.4), implying that the delayed system and the size-structured population model have exactly the same resource equilibrium as expected. Thus the resource equilibrium $R^*$ is obtained by solving equation (4.24).

Now we are ready to find the population birth rate at equilibrium $b^*$. In fact,

$$
 b^* = \frac{G(R^*)}{\int_0^{\tau^*} s(a, R^*) \frac{IR^*}{H+R^*} F(a, R^*) da + \int_{\tau^*}^{\infty} q_s m \frac{IR^*}{H+R^*} F(a, R^*) da} = \frac{G(R^*)}{\int_0^{\tau^*} s(a, R^*) F(a, R^*) da + \frac{q_s m}{w_a(R^*)}} = \frac{1}{\frac{1}{w_a(R^*)} \left( \frac{s_0}{w_j(R^*)} - \frac{\mu_a}{w_a(R^*)} \right) - 1 + \frac{q_s m}{w_a(R^*)}}. \tag{4.25}
$$

The equilibrium $b^*$ is unique due to the uniqueness of $R^*$. Under the default parameter values we have the population birth rate $b^* = 0.0048$, maturation age $\tau^* = 17.88$ days. The growth trajectory of a juvenile individual under this equilibrium condition is illustrated in Fig. 1B.

### 4.2. Characteristic equation

In this subsection we derive the characteristic equation by which the stability of the equilibrium $b^*$ and $R^*$ to the delayed system (4.15) and (4.16) can be determined. The characteristic equation is derived by linearizing the delayed system around the positive equilibrium. The linearization of the delayed system is algebraically advanced and mathematically challenging, and we refer readers to Diekmann et al. (2010) for the detailed mathematical derivation. Here we directly present the linearized delayed system after incorporating a small perturbation of the form $b^* e^{\lambda t}$ and $R^* e^{\lambda t}$ and rearranging the resultant equations:

$$
 b^* = b^* \int_{\tau^*}^{\infty} \beta(a) F(a) e^{-\lambda a} da + \frac{b^* R^* \beta^+}{g^-} e^{-\lambda \tau^*} K(\tau^*, \lambda) F(\tau^*) \\
 + b^* \int_{\tau^*}^{\infty} \beta_2 F(a) da + b^* \int_{\tau^*}^{\infty} F(a) \beta_1(a) e^{-\lambda a} K(a, \lambda) da \\
 + b^* \int_{\tau^*}^{\infty} e^{-\lambda \tau^*} K(\tau^*, \lambda) \left( \frac{g^+}{g^-} - 1 \right) \int_{\tau^*}^{\infty} \beta_1(a) F(a) da \\
 + b^*\int_{\tau^*}^{\infty} \frac{\mu^- - \mu^+}{g^-} K(\tau^*, \lambda) \int_{\tau^*}^{\infty} e^{-\lambda a} \beta(a) F(a) da \\
 + b^* \int_{\tau^*}^{\infty} \beta(a) e^{-\lambda a} L(a, \lambda) da, \tag{4.26}
$$

$$
 \lambda R^* = G'(R^*) R^* - b^* \int_0^{\infty} \nu(a) F(a) e^{-\lambda a} da - \frac{b^* R^* (\nu^+ - \nu^-)}{g^-} e^{-\lambda \tau^*} K(\tau^*, \lambda) F(\tau^*) \\
 - b^* R^* \int_0^{\infty} \nu_2(a) F(a) da - b^* R^* \int_0^{\infty} \nu_1(a) e^{-\lambda a} F(a) K(a, \lambda) da \\
 - b^* R^* e^{-\lambda \tau^*} K(\tau^*, \lambda) \left( \frac{g^+}{g^-} - 1 \right) \int_{\tau^*}^{\infty} \nu_1(a) F(a) da \\
 - b^* R^* \frac{\mu^- - \mu^+}{g^-} K(\tau^*, \lambda) \int_{\tau^*}^{\infty} e^{-\lambda a} \nu(a) F(a) da \\
 - b^* \int_0^{\infty} \nu(a) e^{-\lambda a} L(a, \lambda) da. \tag{4.27}
$$

For the linear system above, the notations are explained below. First, the consumption rate and mortality rate of the consumer individual are, respectively, defined by

$$
 \nu(a, R^*) := (s(a, R^*) \chi_{[0, \tau^*])} + q s_m \chi_{[\tau^*, \infty)}) \frac{IR^*}{H + R^*}. \tag{4.28}
$$
and

\[ \mu = \mu_j \chi_{[0, \tau^*)} + \mu_0 \chi_{[\tau^*, \infty)}, \]

(4.29)

where

\[ \chi_{[0, \tau^*)}(a) = \begin{cases} 1, & 0 \leq a < \tau^*, \\ 0, & a \geq \tau^*. \end{cases} \]

Secondly, we introduce short notations for convenience:

\[ \beta(a) := \beta(s(a, R^*), R^*), \quad \beta_1(a) := \frac{\partial}{\partial y} \beta(y, R)|_{(y, R)=(s(a, R^*), R^*)}, \]

\[ \beta_2(a) := \frac{\partial}{\partial R} \beta(s, R)|_{(s, R)=(s(a, R^*), R^*)}, \quad F(a) := F(a, R^*), \]

(4.30)

and \( g_i, \nu_i \) as well as \( \mu_i \) \((i = 1, 2)\) are defined in a similar way. These derivatives will be specified in the next subsection. Thirdly, we define

\[ g^+ := \lim_{s \to s^+_m} g(s, R^*) \quad \text{and} \quad g^- := \lim_{s \to s^-_m} g(s, R^*). \]

(4.31)

Other symbols such as \( \nu^+, \nu^-, \mu^-, \mu^+ \), and \( \beta^+ \) are defined similarly. The discontinuities appearing in the linear system are due to abrupt changes in individual vital rates, which are harmless with respect to integrals.

Finally, the functions \( K(a, \lambda) \) and \( L(a, \lambda) \) are the solutions of the following two differential equations

\[ \frac{\partial}{\partial a} K(a, \lambda) = g_1(a)K(a, \lambda) + g_2(a)e^{\lambda a}, \]

(4.32)

\[ \frac{\partial}{\partial a} L(a, \lambda) = -\mu(a)L(a, \lambda) - \mu_1(a)K(a, \lambda)F(a) - \mu_2(a)e^{\lambda a}F(a), \]

(4.33)

for \( a > 0 \) and \( K(0, \lambda) = L(0, \lambda) = 0 \). Notice that mortality is stage-dependent, and it is easy to see from (4.30) that \( \mu_1 = \mu_2 = 0 \). Thus from equation (4.33) we have \( L(a, \lambda) \equiv 0 \), which simplifies our linear system (4.26) and (4.27) considerably. We will find \( K(a, \lambda) \) analytically in the next subsection.

Equations (4.26) and (4.27) can be rewritten as

\[ \begin{pmatrix} k_1 & b^*k_2 \\ k_3 & G^t(R^*) + b^*k_4 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & \lambda \end{pmatrix} \begin{pmatrix} b^* \\ R^* \end{pmatrix} = 0, \]

(4.34)

where

\[ k_1 = \int_{\tau^*}^{\infty} \beta(a)F(a)e^{-\lambda a}da, \]

\[ k_2 = \int_{\tau^*}^{\infty} \beta_2F(a)da + \frac{\mu^+ - \mu^-}{g}K(\tau^*, \lambda)\int_{\tau^*}^{\infty} e^{-\lambda a}\beta(a)F(a)da + \frac{\beta^+}{g}e^{-\lambda \tau^*}K(\tau^*, \lambda)F(\tau^*), \]

\[ k_3 = -\int_{0}^{\infty} \nu(a)F(a)e^{-\lambda a}da, \]

\[ k_4 = -\int_{0}^{\infty} \nu_2(a)F(a)da - \int_{0}^{\infty} \nu_1(a)e^{-\lambda a}F(a)K(a, \lambda)da \\
-\frac{\mu^+ - \mu^-}{g}K(\tau^*, \lambda)\int_{\tau^*}^{\infty} e^{-\lambda a}\nu(a)F(a)da - \frac{(\nu^+ - \nu^-)}{g}e^{-\lambda \tau^*}K(\tau^*, \lambda)F(\tau^*) \\
-e^{-\lambda \tau^*}K(\tau^*, \lambda)\left( \frac{g^+}{g} - 1 \right) \int_{\tau^*}^{\infty} \nu_1(a)F(a)da, \]

(4.35)
The characteristic equation is given by

$$\det \left( \begin{pmatrix} k_1 & b^* k_2 \\ k_3 & G'(R^*) + b^* k_4 \end{pmatrix} - \begin{pmatrix} 1 & 0 \\ 0 & \lambda \end{pmatrix} \right) = 0,$$

(4.36)

which is equivalent to

$$(k_1 - 1)(G'(R^*) + b^* k_4 - \lambda) - b^* k_2 k_3 = 0.$$  

(4.37)

In principle, one can determine the stability of the delayed system with respect to the equilibrium $b^*$ and $R^*$ by analysing equation (4.37). However, due to the complexity of $k_j$ ($j = 1, 2, 3, 4$), this is almost analytically impossible. In fact, it is sufficient to know when the stability of the equilibrium undergoes a change as a bifurcation parameter increases or decreases. Thus we can proceed by plugging $\lambda = i\omega$ into equation (4.37), and find the critical parameter value at which stability changes. Notice that equation (4.37) is a complex equation. To facilitate our analytical analysis, we rewrite it as two real equations. To this aim, we define real functions $k_j^r$ and $k_j^i$ ($j = 1, 2, 3, 4$) such that

$$k_j = k_j^r + i k_j^i \quad (4.38)$$

where the superinduces $r$ and $i$ refer to “real” and “imaginary”. Plugging these functions into equation (4.37), we have an equivalent system of two real equations defined by

$$H(\omega) = (H_1(\omega), H_2(\omega))^T = 0,$$

(4.39)

where the superindex $T$ means the transpose of a matrix and

$$H_1(\omega) = (k_1^r - 1)(G'(R^*) + b^* k_4^r) - k_1^i (b^* k_4^i - \omega) - b^* k_2^r k_3^r + b^* k_2^i k_3^i, \quad (4.40)$$

$$H_2(\omega) = (k_1^r - 1)(b^* k_4^i - \omega) + k_1^i (G'(R^*) + b^* k_4^r) - b^* k_2^r k_3^i - b^* k_2^i k_3^r. \quad (4.41)$$

If we now incorporate a parameter $\alpha$ into the notation, we can define a system of two real equations:

$$H(\alpha, \omega) = 0,$$

(4.42)

the solution of which $(\alpha_c, \omega_c)$ is the critical point where stability of the equilibrium solution $(b^*, R^*)$ undergoes a qualitative change. The parameter can be any one of $q$, $K$, $\mu_j$, and $\mu_\alpha$, all of which will be considered in the section of numerical results. In the next subsection, we will specify those functions $k_j$ ($j = 1, 2, 3, 4$), which makes equations (4.42) solvable.

4.3. Evaluation of the components of the characteristic equation

To provide an analytical formula for the characteristic equation we first have to specify the limits (e.g., $g^-$) defined in (4.31). Since growth is stunted when an individual matures, $g^+ = 0$ and $g^- = s_m w_j(R^*)$. Reproduction occurs only for the adult, and hence $\beta^+ = \frac{s_m H}{R^*}$ and $\beta^- = \frac{s_m H}{R^* + R^*}$. Finally, it is easy to see that

$$\nu^+ = q s_m \frac{H}{H + R^*} \quad \text{and} \quad \nu^- = s_m \frac{H}{H + R^*}.$$

Next we specify the derivatives presented in (4.30). It is easy to see that

$$\beta_1(a) = 0, \quad \beta_2(a) = \frac{s_m}{s_0} w_a'(R^*), \quad \mu_1 = 0, \quad \text{and} \quad \mu_2 = 0,$$

and

$$g_1(a) = w_j(R^*) \quad \text{and} \quad g_2(a) = s w_j'(R^*),$$

where

$$w_j'(R^*) = \sigma I \frac{H}{(H + R^*)^2} \quad \text{and} \quad w_a'(R^*) = \sigma q I \frac{H}{(H + R^*)^2}.$$
In addition, we have
\[ \nu_1(a) = \frac{IR^*}{H + R^*} \chi(0, \tau^*) \quad \text{and} \quad \nu_2(a) = (s(a) \chi(0, \tau^*) + q s_m \chi(\tau^*, \infty)) \frac{IH}{(H + R^*)^2}. \]

The analytical solution of \( K(a, \lambda) \) in equation (4.32) can be derived from
\[ \frac{\partial}{\partial a} K(a, \lambda) = w_j(R^*) K(a, \lambda) + s(a, R^*) w_j'(R^*) e^{\lambda a} \]
for \( 0 \leq a < \tau^* \). Straightforward calculation yields that
\[ K(a, \lambda) = e^{w_j(R^*)a} \int_0^a s(t, R^*) w_j'(R^*) e^{\lambda t} dt = e^{w_j(R^*)a} \frac{s_0 w_j'(R^*)}{w_j(R^*)} \left( e^{(w_j(R^*)+\lambda)a} - 1 \right). \]

To obtain an analytical form of the \( k_j \) in equations (4.35), we have to evaluate the integrals appearing in those functions by assuming that \( \lambda \) is purely imaginary. It is easy to see that
\[ k_1 = \int_{\tau^*}^\infty e^{-\lambda a} da = \frac{\mu_a}{\mu_a + \lambda} e^{-\lambda \tau^*}, \]
and
\[ -k_3 = \int_0^\infty \nu(a) F(a) e^{-\lambda a} da = \frac{s_0 IR^*}{H + R^*} \int_0^\tau s_j(R^*) e^{\lambda a} da + q s_m \frac{IR^*}{H + R^*} \int_{\tau^*}^\infty F(a) e^{-\lambda a} da \]
\[ = \frac{s_0 IR^*}{H + R^*} \frac{1}{w_j(R^*) - \mu_j - \lambda} \left( e^{-\lambda \tau^*} - \frac{\mu_a}{w_a(R^*)} \right) + q s_0 \frac{IR^*}{H + R^*} \frac{1}{w_j(R^*)} \frac{\mu_a}{\mu_a + \lambda} e^{-\lambda \tau^*}. \]

In addition, because the adults do not grow and hence \( \nu_1 \equiv 0 \), we have
\[ \int_{\tau^*}^\infty \nu_1(a) F(a) da = 0. \]
It remains to evaluate three integrals in order to obtain \( k_2 \) and \( k_4 \), that is,
\[ \int_{\tau^*}^\infty \beta_2(a) F(a) da = \frac{s_m w_j'(R^*)}{s_0} \int_{\tau^*}^\infty F(a) da = \frac{w_j'(R^*)}{w_a(R^*)}, \]
\[ \int_0^\infty \nu_2(a) F(a) da = \frac{IH}{(H + R^*)^2} \left( \int_0^\tau s(a, R^*) F(a) da + \int_{\tau^*}^\infty q s_m F(a) da \right) \]
\[ = \frac{IH}{(H + R^*)^2} \left[ \frac{s_0}{w_j(R^*) - \mu_j} \left( \frac{\mu_a}{w_a(R^*)} - 1 \right) + q s_0 \frac{1}{w_j(R^*)} \frac{\mu_a}{\mu_a + \lambda} \right], \]
\[ \int_0^\infty \nu_1(a) e^{-\lambda a} F(a) K(a, \lambda) da = \frac{IR^*}{H + R^*} \int_0^\tau e^{-\lambda a} F(a) e^{w_j(R^*)a} \frac{s_0 w_j'(R^*)}{w_j(R^*) + \lambda} \left( e^{(w_j(R^*)+\lambda)a} - 1 \right) da \]
\[ = \frac{IR^*}{H + R^*} \frac{s_0 w_j'(R^*)}{w_j(R^*) + \lambda} \left( 2w_j(R^*) - \mu_j \right) \left( e^{2w_j(R^*) - \mu_j - (w_j(R^*)+\lambda)a} - 1 \right) \]
\[ - \frac{s_0 w_j'(R^*)}{w_j(R^*) + \lambda} \left( e^{(w_j(R^*)-\mu_j-\lambda)a} - 1 \right) \]
\[ = \frac{IR^*}{H + R^*} \frac{s_0 w_j'(R^*)}{w_j(R^*) + \lambda} \left( 2w_j(R^*) - \mu_j \right) \left( \frac{s_m \mu_a}{s_0 w_a(R^*)} - 1 \right) \]
\[ - \frac{1}{w_j(R) - \mu_j - \lambda} \left( \frac{\mu_a}{w_a(R^*)} e^{-\lambda \tau^*} - 1 \right) \].
Finally, we have the analytical forms of $k_2$ and $k_4$

$$k_2 = \frac{w_j'(R^*)}{w_a(R^*)} + \frac{\mu_j - \mu_a}{s_m w_j(R^*)} K(\tau^*, \lambda) \frac{\mu_a}{\mu_a + \lambda} e^{-\lambda\tau^*} + \frac{w_a(R^*)}{s_0 w_j(R^*)} F(\tau^*) e^{-\lambda\tau^*} K(\tau^*, \lambda),$$

and

$$-k_4 = \frac{IH}{(H + R^*)^2} \left[ \frac{s_0}{w_j(R^*) - \mu_j} \left( \frac{\mu_a}{w_a(R^*)} - 1 \right) + \frac{q s_0}{w_a(R^*)} \right]$$

$$+ \frac{IR^*}{H + R^* w_j(R^*) + \lambda} \left[ \frac{1}{2 w_j(R^*) - \mu_j} \left( \frac{s_m \mu_a}{s_0 w_a(R^*)} - 1 \right) - \frac{1}{w_j(R) - \mu_j - \lambda} \left( \frac{\mu_a}{w_a(R^*)} e^{-\lambda\tau^*} - 1 \right) \right]$$

$$+ \frac{\mu_j - \mu_a}{s_m w_j(R^*)} \left( \frac{IR^*}{H + R^* w_a(R^*)} K(\tau^*, \lambda) \frac{\mu_a}{\mu_a + \lambda} e^{-\lambda\tau^*} \right)$$

$$+ \frac{(1 - q)}{s_m w_j(R^*)} \frac{IR^*}{H + R^*} e^{-\lambda\tau^*} K(\tau^*, \lambda) F(\tau^*),$$

where

$$K(\tau^*, \lambda) = \lim_{a \to \tau^*} K(a, \lambda) = e^{w_j(R^*) \tau^*} \frac{s_0 w_j'(R^*)}{w_j(R^*)} \left( e^{w_j(R^*) + \lambda \tau^*} - 1 \right) = \frac{s_m w_j'(R^*)}{w_j(R^*) + \lambda} \left( \frac{s_m}{s_0} e^{\lambda \tau^*} - 1 \right),$$

and

$$F(\tau^*) = e^{-\mu_j \tau^*} = \frac{\mu_a}{w_a(R^*)} \frac{s_0}{s_m}.$$

The real and imaginary parts of $k_j$ ($j = 1, 2, 3, 4$) are specified in appendix B.

5. Numerical results

In this section we compare the size-structured population model and its stage-structured counterpart in terms of equilibrium stability by analyzing their respective characteristic equations. To begin with, we show how to obtain the critical value of a bifurcation parameter from the characteristic equation (4.42) for the size-structured population model. We consider the default parameter values except for the adult competitive ability $q$ and the resource carrying capacity $K$. We take $q = 2$ and let $K$ be a free parameter in equation (4.42). Figure 2 shows the null lines of the equation (4.42). The intersection of these null lines gives rise to the critical point $K_c$ at which a Hopf bifurcation occurs. For the considered parameter values, we have $K_c = 1.25$ and $\omega_c = 0.85$.

The stability pattern with respect to the parameters of resource carrying capacity ($K$) and adult competitive ability ($q$) is presented in Fig. 3. Clearly, the stability patterns are considerably different between the size- and stage-structured models, although both models exhibit instability for high resource carrying capacity. First, for lower resource carrying capacity, the size-structured population model is in general stable with high adult competitive ability, while the stage-structured population model tends to be unstable with increasing adult competitive ability. Second, the stability boundary for the size-structured model is much more complicated than for the stage-structured model. This difference implies higher nonlinear effects of the two bifurcation parameters on the equilibrium stability in the former model than in the latter.

The stability pattern with respect to the parameters of juvenile and adult mortality is presented in Fig. 4. Again, the two models differ considerably in terms of the stability region. There are two interesting observations. First, for relatively low juvenile mortality, high adult mortality stabilizes the stage structured model but destabilizes the size-structured model. Second, for low adult mortality, relatively high juvenile mortality stabilizes the size-structured model but destabilizes the stage-structured model.
Fig. 2: The null lines of equations (4.42). The intersection point shows the critical value of the considered bifurcation parameter, that is, resource carrying capacity $K$.

Fig. 3: Stability region of the size-structured population model (shaded area) and the stage-structured population model (hatched area) in the parameter space spanned by the two bifurcation parameters of resource carrying capacity ($K$) and adult competitive ability ($q$). Other parameter values are taken as the default values in Table 1.
These findings imply that the size-structured population model is more sensitive to juvenile mortality while the stage-structured population model is sensitive to adult mortality.

Within the instability region, three different cyclic dynamics are predicted from the size-structured population model: the prey escape cycle, single generation cycle, and chaotic cycle while the stage-structured population model only captures the prey escape cycle (Fig. 5). This observation has been reported in details in de Roos et al. (2008). For completeness, we describe briefly these cycles. The prey escape cycle is the traditional predator-prey cycle, where the cycle depends on the characteristics of both prey and predator (de Roos et al., 1990). As seen from Fig. 5A, the cycles of juvenile and adult biomass are highly correlated and in-phase. Its appearance is generally due to the logistic growth and the Holling type II functional response. The single generation cycle depends only on the characteristic of the predator. It shows in Fig. 5B that a newborn cohort of individuals dominates the population dynamics throughout its lifetime and leads to the next dominant cohort. An apparent feature is that the dominance of juvenile and adult biomass alternates as time proceeds. The chaotic cycle results from combination of the former two cycles.

Finally, we investigate the impact of adult-offspring size ratio to the stability of the size- and stage-structured population models in the parameter space spanned by juvenile and adult mortality. Figure 6 reveals that with an increase in the size ratio, the stability pattern is very sensitive to this size ratio in the size-structured population model, but less sensitive in the stage-structured population model. Moreover, it is easy to see that unless the adult-offspring size ratio is sufficiently small (e.g., \( s_m/s_0 = 2 \)), the stability pattern predicted by these two models are dramatically distinctive.
Fig. 5: Three different cycles are captured by the size-structured population model: Prey escape cycle (A), Single generation cycle (B), and Chaotic cycle (C). The top panels show the biomass of the resource (green), total juvenile biomass (blue) and adult biomass (orange). The bottom panels show that biomass of differently sized juvenile individuals, where juvenile biomass is scaled with the equilibrium biomass. The brighter the region, the higher the biomass relative to equilibrium biomass. Parameter values are $q = 0.5$ with $K = 2$ (A), $K = 1.25$ (B), and $K = 1.6$ (C). Unvaried parameters are taken as the default values in Table 1.

Fig. 6: The stability boundaries of the size-structured population model (A) and the stage-structured population model (B) for different adult-offspring size ratio in the parameter space spanned by juvenile and adult mortality. The numbers indicate the size ratio between adult and offspring, that is, $s_m/s_0$. 
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6. Conclusions

In this paper we have compared the size-structured population model and its stage-structured counterpart in terms of the stability of the positive equilibrium. We rigorously proved that these two models have exactly the same positive equilibrium which is actually unique. Stability analysis of the positive equilibrium is straightforward for the stage-structured population model, but mathematically challenging for the size-structured population model. Nevertheless, local stability of the size-structured population model might be seen from its delayed system (Diekmann et al., 2010). The delayed system is comprised of a renewal equation for the consumer population birth rate and a delayed differential equation to account for the resource dynamics. By analyzing the stability of this delayed system, we are able to obtain the stability behavior of the size-structured population model. The characteristic equation of the delayed system was derived analytically, which was used to determine the stability of equilibrium solution.

By comparing the stability patterns in the investigated parameter spaces, we found that although the size-structured model and the stage-structured model lead to completely identical predictions under equilibrium conditions, they differ considerably in terms of equilibrium stability. Specifically, four interesting findings have been discussed. First, for the coexistence of consumer and resource species with low resource carrying capacity, strong adult competitive ability (i.e., \( q > 1 \)) promotes stability of the size-structured model but tends to destabilize the stage-structured model, while the opposite happens for the two models when juvenile individuals are competitively stronger than adult individuals (Fig. 3). Second, the stage-structured model tends to overestimate the stabilizing effect of the adult mortality but underestimate the stabilizing effect of juvenile mortality (Fig. 4). Third, the stage-structured model is less sensitive to the adult-offspring size ratio compared to the size-structured model (Fig. 6). Finally, small differences between adult and offspring size can significantly differentiate the size-structured model from the stage-structured model (Fig. 6). Apart from the above differences we also showed that the stage-structured population model fails to capture the single generation cycle and the chaotic cycle (Fig. 5). For the detailed discussions of the cyclic dynamics we refer readers to de Roos et al. (2008). We also considered other values for the parameters presented in Table 1, but found that those above discrepancies between the size-structured population model and its stage-structured counterpart are fairly robust. For instance we consider a figure similar to figure 4 but with \( q = 2 \), meaning that adult individuals are competitively stronger than juvenile individuals (Fig. 7), which also shows a dramatic difference between considered two models in terms of equilibrium stability.

The reason for these observed discrepancies is because of the key assumption that the distribution of juveniles is fixed to its equilibrium distribution when simplifying the size-structured population model into a stage-structured population model. The fixation leads to a distributed time delay between the birth and maturation of an individual organism, while in the size-structured population model maturation is a discrete event in individual life history. Thus, in the stage-structured population model maturation from juveniles to adults is described at the population level (i.e., \( \gamma(w_j(w), R) \) in system (2.8)) while at the individual level in the size-structured population model. We conclude that aforementioned key assumption can fundamentally alter the nature of the positive equilibrium, although the simplified stage-structured counterpart can consistently translate assumptions about consumption, growth and bioenergetics of individual consumers into a resource-dependent, population-level maturation rate.
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Appendix A. The real and imaginary parts of $k_j$

In this appendix we present the analytical form of the real and imaginary parts of the $k_j$ in equations (4.38). Consider a purely imaginary $\lambda = i\omega$ ($\omega > 0$) and plug it into equations (4.45), (4.46), (4.51) and (4.52).

Firstly we have
\[
K^r(\tau^*, \lambda) = \frac{s_m w_j'(R^*)}{w_j^2(R^*) + \omega^2} \left[ w_j(R^*) \left( \frac{s_m}{s_0} \cos(\omega \tau^*) - 1 \right) - \frac{s_m}{s_0} \omega \sin(\omega \tau^*) \right], \quad (A.1)
\]
\[
K^i(\tau^*, \lambda) = -\frac{s_m w_j'(R^*)}{w_j^2(R^*) + \omega^2} \left[ w_j(R^*) \frac{s_m}{s_0} \sin(\omega \tau^*) + \omega \left( \frac{s_m}{s_0} \cos(\omega \tau^*) - 1 \right) \right]. \quad (A.2)
\]

For convenience, let
\[
I_1 = \frac{\mu_a}{\mu_a + \lambda} e^{-\lambda \tau^*}, \quad (A.3)
\]
and it is easy to see that
\[
I_1^r = \frac{\mu_a}{\mu_a^2 + \omega^2} \left( b \cos(\omega \tau^*) - \omega \sin(\omega \tau^*) \right), \quad (A.4)
\]
\[
I_1^i = -\frac{\mu_a}{\mu_a^2 + \omega^2} \left( b \sin(\omega \tau^*) + \omega \cos(\omega \tau^*) \right). \quad (A.5)
\]
Similarly, let

\[ I_2 = \frac{1}{w_j(R^*) - \mu_j - \lambda} \left( \frac{\mu_a}{w_a(R^*)} e^{-\lambda \tau^*} - 1 \right) \]  

(A.6)

and

\[
I_2' \quad = \quad \frac{1}{(w_j(R^*) - \mu_j)^2 + \omega^2} \left[ (w_j(R^*) - \mu_j) \left( \frac{\mu_a}{w_a(R^*)} \cos(\omega \tau^*) - 1 \right) + \omega \sin(\omega \tau^*) \frac{\mu_a}{w_a(R^*)} \right], \tag{A.7}
\]

\[
I_2'' \quad = \quad \frac{1}{(w_j(R^*) - \mu_j)^2 + \omega^2} \left[ -(w_j(R^*) - \mu_j) \frac{\mu_a}{w_a(R^*)} \sin(\omega \tau^*) + \omega \left( \frac{\mu_a}{w_a(R^*)} \cos(\omega \tau^*) - 1 \right) \right]. \tag{A.8}
\]

Thus, we have \( k_1^r = I_1^r \) and \( k_1^i = I_1^i \). Moreover,

\[
k_2^r \quad = \quad \frac{w_a'(R^*)}{w_a(R^*)} + \frac{\mu_j - \mu_a}{s_m w_j(R^*)} (K^r(\tau^*, \lambda) I_1^r - K^i(\tau^*, \lambda) I_1^i) \\
+ \frac{w_a(R^*)}{s_0 w_j(R^*)} F(\tau^*)(K^r(\tau^*, \lambda) \cos(\omega \tau^*) + K^i(\tau^*, \lambda) \sin(\omega \tau^*)), \tag{A.9}
\]

\[
k_2^i \quad = \quad \frac{\mu_j - \mu_a}{s_m w_j(R^*)} (K^r(\tau^*, \lambda) I_1^r + K^i(\tau^*, \lambda) I_1^i) \\
+ \frac{w_a(R^*)}{s_0 w_j(R^*)} F(\tau^*) (-K^r(\tau^*, \lambda) \sin(\omega \tau^*) + K^i(\tau^*, \lambda) \cos(\omega \tau^*)), \tag{A.10}
\]

and

\[
k_3^r \quad = \quad -\frac{s_0 I R^*}{H + R^*} I_2^r - q s_0 \frac{I R^*}{H + R^*} \frac{1}{w_a(R^*)} I_1^r, \tag{A.11}
\]

\[
k_3^i \quad = \quad -\frac{s_0 I R^*}{H + R^*} I_2^i - q s_0 \frac{I R^*}{H + R^*} \frac{1}{w_a(R^*)} I_1^i. \tag{A.12}
\]

Finally,

\[
k_4^r \quad = \quad -\frac{I H}{(H + R^*)^2} \left[ \frac{s_0}{w_j(R^*) - \mu_j} \left( \frac{\mu_a}{w_a(R^*)} - 1 \right) + \frac{q s_0}{w_a(R^*)} \right] \\
- \frac{\mu_j - \mu_a}{s_m w_j(R^*)} \frac{I R^*}{H + R^*} \frac{q s_0}{w_a(R^*)} (K^r(\tau^*, \lambda) I_1^r - K^i(\tau^*, \lambda) I_1^i) \\
- \frac{(1 - q) I R^*}{s_m w_j(R^*)} \frac{s_0 w_j(R^*)}{H + R^*} F(\tau^*)(K^r(\tau^*, \lambda) \cos(\omega \tau^*) + K^i(\tau^*, \lambda) \sin(\omega \tau^*)) \\
- \frac{I R^*}{H + R^*} \frac{s_0 w_j(R^*)}{w_j^2(R^*)} + \frac{\omega^2}{2} \left[ w_j(R^*) \left( \frac{1}{2 w_j(R^*) - \mu_j} \left( \frac{s_m \mu_a}{s_0 w_a(R^*)} - 1 \right) - I_2^r \right) \right], \tag{A.13}
\]

\[
k_4^i \quad = \quad -\frac{\mu_j - \mu_a}{s_m w_j(R^*)} \frac{I R^*}{H + R^*} \frac{q s_0}{w_a(R^*)} (K^r(\tau^*, \lambda) I_1^r + K^i(\tau^*, \lambda) I_1^i) \\
- \frac{(1 - q) I R^*}{s_m w_j(R^*)} \frac{s_0 w_j(R^*)}{H + R^*} F(\tau^*) (-K^r(\tau^*, \lambda) \sin(\omega \tau^*) + K^i(\tau^*, \lambda) \cos(\omega \tau^*)) \\
- \frac{I R^*}{H + R^*} \frac{s_0 w_j(R^*)}{w_j^2(R^*)} + \frac{\omega^2}{2} \left[ -w_j(R^*) I_2^i - \omega \left( \frac{1}{2 w_j(R^*) - \mu_j} \left( \frac{s_m \mu_a}{s_0 w_a(R^*)} - 1 \right) - I_2^i \right) \right]. \tag{A.14}
\]

**Appendix B. Stability analysis of the stage-structured population model**

In this appendix we present the method by which the stability of the equilibrium \((J^*, A^*, R^*)\) in the stage-structured population model (2.8) can be determined.
The stability of the positive equilibrium \((J^*, A^*, R^*)\) is governed by the following characteristic equation, which is easy to obtain after linearising the stage-structured population model around the equilibrium,

\[
\begin{vmatrix}
   a_{11} - \lambda & a_{12} & a_{13} \\
   a_{21} & a_{22} - \lambda & a_{23} \\
   a_{31} & a_{32} & a_{33} - \lambda
\end{vmatrix} = 0
\]  

(B.1)

where

\[
\begin{align*}
   a_{11} &= -w_a(R^*)A^*/J^*, & a_{12} &= w_a(R^*), & a_{13} &= \frac{\partial w_a(R^*)}{\partial R}A^* + \frac{\partial w_j(R^*)}{\partial R}J^* - \frac{\partial \gamma(w_j(R^*))}{\partial R}J^*, \\
   a_{21} &= \gamma(w_j(R^*)), & a_{22} &= -\mu_a, & a_{23} &= \frac{\partial \gamma(w_j(R^*))}{\partial R}J^*, \\
   a_{31} &= -IR^*/(H + R^*), & a_{32} &= -qI\frac{R^*}{H + R^*}, & a_{33} &= G'(R^*) - \frac{HI(J^* + qA^*)}{(H + R^*)^2}.
\end{align*}
\]  

(B.2)

Alternatively, there is

\[\lambda^3 + a_1\lambda^2 + a_2\lambda + a_3 = 0,\]

(B.3)

where

\[
\begin{align*}
   a_1 &= -(a_{11} + a_{22} + a_{33}), \\
   a_2 &= a_{22}a_{33} - a_{23}a_{32} + a_{11}a_{33} + a_{13}a_{31}, \\
   a_3 &= a_{11}a_{23}a_{32} + a_{13}a_{31}a_{22} - a_{12}a_{23}a_{31} - a_{13}a_{21}a_{32}.
\end{align*}
\]

(B.4)

Applying the Routh-Hurwitz criterion, we can easily determine the local stability of the equilibrium.