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Abstract:
The design of a monopile substructure for wind turbines of 10 MW capacity installed at 50 m water depth is presented. The design process starts with the design of a monopile at a moderate water depth of 26 m and is then upscaled to a 50 m water depth. The baseline geometry is then modified to specific frequency constraints for the support structure. The specific design requirements including the soil boundary conditions of this large diameter monopile have been described and fully coupled hydro-aero-servo elastic simulations are performed for ultimate limit state design. Soil plasticization is also considered. Analyses have shown that the design of large diameter monopiles is not a straightforward extrapolation process, but it requires specific checks and iterations. An appropriate design scheme is proposed with perturbation analysis for robustness.

Keywords: Multi-megawatt wind turbines, large diameter monopile, deep water, ultimate design

1 Introduction

Offshore wind energy is moving towards larger turbines and into deeper waters. However, the wind energy industry is relatively recent and needs continuous improvements to its design practices. Two paths are used to improve wind energy productivity: reliability and more powerful wind turbines. The crossroads of these paths places the problem at the edges of the state of the art. Indeed, wind turbines with rated capacity of 10 MW are being developed [1]. Their sizes necessitate suitable support structures that can withstand the engendered loads and last the intended life. Plus, their capacity needs enough wind resources to be fully exploited. This obliges that multi-megawatt turbines should be located in sites where wind resources are abundant. For this reason, recent potential sites have been found at deep waters (50+ m). They are able to provide enough wind resources as required by 10 MW wind turbines, but they also add to the challenge related to support structures.

Facing this challenge, space frame substructures have been proposed. However, their manufacturing process is daunting. In addition, there is a need to maintain the strength and stiffness requirements at the lowest possible cost [2]. In particular, a jacket structure has been proposed within the INNWIND EU project [3] for a 10 MW turbine at 50 m water depths, but it has been extremely challenging to ensure jacket durability for 25 years with respect to its fatigue limit state. Besides the space frame solution, floating support structures are also a potential solution, but they are economical at greater water depths over 100 m [2].

A monopile substructure solution at 50 m water depth is gaining more and more traction, due to the fact that its manufacturing process just consists of rolling and welding and its small footprint eases its transportation and its installation. This technology has been employed in many wind farms up to 30 m water depths composed usually of 2 to 5 MW wind turbines. For wind farms that combine larger wind turbines and deeper waters, significant design adaptation of the monopile is necessary to ensure structural integrity and cost effective manufacturing. Upscaling from present designs at lower water depths cannot be regarded as a straightforward process because of specific design requirements for large diameter monopiles.

The present paper proposes a preliminary design for large diameter monopiles at 50 m water depth. The study departs from current practices (middle size monopiles) to accomplish its objectives. Precise design constraints are stated and large diameter monopile specifics are presented. Once a final design is obtained, perturbation study is carried out, drawing additional conclusions.

2 Fully coupled aero-hydro-servo-elastic analysis

In addition to the controller, three media (air, sea, and soil) concurrently act on a given offshore wind turbine mounted on monopile. To ensure that all ambient interactions are adequately considered, a fully coupled design loads computation has been performed using the aero-hydro-servo-elastic software package HAWC2 [4].

HAWC2 utilizes a multibody formulation which couples different elastic bodies together. Bodies are composed of Timoshenko beam [5] finite elements whereby their stiffness, mass and damping are considered. Bodies are also accounted for. Random Gaussian perturbation analysis for robustness.

3 Site conditions, structure, and design constraints

In this study, the site conditions are taken from those described in [3]. The soil is made of superimposed sand layers of various properties each. The complete description of the adopted soil properties can be found in [3]. Above the soil, sea states are defined according to the atmospheric conditions (Table 1). Considering the JONSWAP wave spectrum, 95% of the wave energy is realized under 0.225 Hz in the critical case. The off-resonance range related to wave excitation is hence restricted to above 0.225 Hz.

Table 1: Metocean conditions [3]

<table>
<thead>
<tr>
<th>Wind speed (ms⁻¹)</th>
<th>Turbulence Intensity [%]</th>
<th>Significant wave height, Hs [m]</th>
<th>Peak period, Tp [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.245</td>
<td>3.50</td>
<td>5.1</td>
</tr>
<tr>
<td>2</td>
<td>1.395</td>
<td>5.70</td>
<td>7.1</td>
</tr>
<tr>
<td>3</td>
<td>1.500</td>
<td>7.05</td>
<td>8.4</td>
</tr>
<tr>
<td>4</td>
<td>1.605</td>
<td>8.40</td>
<td>9.8</td>
</tr>
<tr>
<td>5</td>
<td>1.705</td>
<td>9.40</td>
<td>11.1</td>
</tr>
<tr>
<td>6</td>
<td>1.805</td>
<td>11.2</td>
<td>12.5</td>
</tr>
<tr>
<td>7</td>
<td>1.905</td>
<td>13.3</td>
<td>13.8</td>
</tr>
<tr>
<td>8</td>
<td>2.005</td>
<td>15.6</td>
<td>15.8</td>
</tr>
<tr>
<td>9</td>
<td>2.105</td>
<td>18.0</td>
<td>18.2</td>
</tr>
<tr>
<td>10</td>
<td>2.205</td>
<td>20.4</td>
<td>20.6</td>
</tr>
<tr>
<td>11</td>
<td>2.305</td>
<td>23.0</td>
<td>23.2</td>
</tr>
<tr>
<td>12</td>
<td>2.405</td>
<td>25.4</td>
<td>25.6</td>
</tr>
<tr>
<td>13</td>
<td>2.505</td>
<td>27.8</td>
<td>27.9</td>
</tr>
<tr>
<td>14</td>
<td>2.605</td>
<td>30.4</td>
<td>30.4</td>
</tr>
<tr>
<td>15</td>
<td>2.705</td>
<td>33.0</td>
<td>33.1</td>
</tr>
<tr>
<td>16</td>
<td>2.805</td>
<td>35.6</td>
<td>35.7</td>
</tr>
<tr>
<td>17</td>
<td>2.905</td>
<td>38.2</td>
<td>38.3</td>
</tr>
<tr>
<td>18</td>
<td>3.005</td>
<td>40.8</td>
<td>40.9</td>
</tr>
<tr>
<td>19</td>
<td>3.105</td>
<td>43.5</td>
<td>43.5</td>
</tr>
<tr>
<td>20</td>
<td>3.205</td>
<td>46.2</td>
<td>46.2</td>
</tr>
<tr>
<td>21</td>
<td>3.305</td>
<td>48.8</td>
<td>48.9</td>
</tr>
<tr>
<td>22</td>
<td>3.405</td>
<td>51.5</td>
<td>51.6</td>
</tr>
<tr>
<td>23</td>
<td>3.505</td>
<td>54.2</td>
<td>54.2</td>
</tr>
<tr>
<td>24</td>
<td>3.605</td>
<td>56.9</td>
<td>57.0</td>
</tr>
<tr>
<td>25</td>
<td>3.705</td>
<td>59.5</td>
<td>59.6</td>
</tr>
<tr>
<td>26</td>
<td>3.805</td>
<td>62.2</td>
<td>62.2</td>
</tr>
<tr>
<td>27</td>
<td>3.905</td>
<td>64.9</td>
<td>65.0</td>
</tr>
<tr>
<td>28</td>
<td>4.005</td>
<td>67.5</td>
<td>67.6</td>
</tr>
<tr>
<td>29</td>
<td>4.105</td>
<td>70.2</td>
<td>70.3</td>
</tr>
<tr>
<td>30</td>
<td>4.205</td>
<td>72.8</td>
<td>72.9</td>
</tr>
</tbody>
</table>

The DTU 10 MW reference wind turbine (DTU 10 MW RWT) [1] is used as mounted on a monopile substructure, whose design is sought. The tower is made of steel whose density is taken as 8500 kg/m³ to account for the mass of secondary structures. Based on the rotor speeds, the corresponding Campbell diagram is drawn in Figure 1. This figure shows that 1P, 3P and 6P ranges are respectively in hertz [0.099, 0.158], [0.300, 0.480] and [0.600, 0.960].

The monopile is considered as made of hollow cylinder rolled from a steel plate of 7850 kg/m² whose characteristic strength is 500 MPa, which corresponds to high-strength steel. The monopile safety is assumed to be of component class 3. It can be fully defined by its outer diameter (D), wall thickness (t) and length. Its length consists of the part within the transition piece (26 m), the submerged part (50 m), and the embedded part below the soil level whose length is to be defined. The design of the monopile is carried out based on
the constructability and mass minimization. The following conflicting design aspects are analysed:

- larger outer diameter and smaller wall thickness lead to lighter piles and are easy to roll manufacture;
- larger outer diameter leads to large bending stiffness, but also to higher wave loads;
- smaller outer diameter leads to larger wall thickness and to deeper piles, but with reduced wave loading.

In addition, the resulting design should provide enough dynamic stiffness such that the first frequencies of the overall structure lie between $[0.225, 0.300]$ and $[0.460, 0.600]$ in hertz. This requirement is important to minimize the fatigue effects generated by the vibrations, which are due to wind, wave, and rotor excitation during the structure lifetime.

Table 3 shows that a satisfying value is 30 m.

Table 3: Embedded length below soil using a wall thickness $t = 120$ mm

<table>
<thead>
<tr>
<th>Embedded length (m)</th>
<th>Eigen frequencies [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>25.00</td>
<td>0.218 0.221 0.548 0.590</td>
</tr>
<tr>
<td>30.00</td>
<td>0.227 0.230 0.548 0.587</td>
</tr>
<tr>
<td>50.00</td>
<td>0.238 0.242 0.546 0.585</td>
</tr>
</tbody>
</table>

As a result of this process, a monopile of 8.0 m outer diameter, 120 mm wall thickness and 30 m embedded length satisfies the frequency requirement for the DTU 10 MW RWT placed at 26 m water depth.

5 Specificity of large diameter monopole

The model as described above works well for small to medium water depths but for greater depths, closer attention needs to be given to the structural stiffness distribution, influence of wave deflection and soil-structure interaction.

For a given turbine moving from moderate to deep water, the larger cantilever length requires a wider monopile to provide enough stiffness to maintain the natural frequencies above that of wave excitation. However, it can be beneficial to distribute the added stiffness along the whole length by modifying the tower dimensions.

Furthermore, the wave diffraction phenomenon (for pile diameters greater than 20% of the wave length) for a vertical cylinder extending from the sea bottom through the free surface is proposed by MacCamy and Fuchs (1964) [11] as a correction for the inertia coefficient in the Morison equation at each metocean state.

Another factor to be taken into consideration is the soil-structure interactions wherein several issues are associated. For example, the p-y curve traditionally used has been developed for slender monopiles with up to approximately 2 m diameter ([12], [13]).

6 Geometry design

When placed at 50 m water depth, an initial monopile design estimate would be a cylinder with outer diameter of 10.0 m, wall thickness of 120 mm, and embedded length of 30 m, similar to what was achieved in the earlier design, but with a wider diameter. An iterative process similar to the one above is carried out.

Here, the outer diameter and the corresponding tower geometry are selected having in mind the necessary stiffness distribution along the structure height. This implies a thinner monopile but a wider tower. Table 4 shows adjustments of the outer diameter. In this table, diameter 10.0 m satisfies the resonance frequency requirements whereas diameter 9.5 m does not. Although the value of 9.5 m is found unsatisfactory in comparison to 10.0 m, the former is chosen and change is done on the tower geometry to compensate (Table 5). Table 6 shows that with the new tower, named B, there is a possibility to decrease monopile’s wall thickness. Finally, a wall thickness of 110 mm is obtained. A value of 100 mm for wall thickness satisfies the frequency criterion but violates the minimum thickness as calculated by Eq. (1). The whole process as well as the obtained results is illustrated in Figure 2.

Figure 1: Campbell diagram

Practically, an upper limit of 10.00 m has been set for outer diameter in order to limit fluid-structure interactions and to resort to large hammer. The selected wall thickness should withstand the stresses generated during pile driving. In the absence of detailed analyses or past experiences, API (2005) [9] recommends that the minimum wall thickness should be taken as:

$$t [\text{mm}] = 6.35 + \frac{D}{25} \text{[mm]}$$

(1)

In order to save the rolling process, the wall thickness is restricted within the range [1.1] times its recommended minimum value.

Besides the constructability and stability criteria, the monopile should also possess stiffness such that deformations are limited. In that respect, Krolis et al (2010) [10] have adopted a maximum displacement at the mudline of 120 mm and a maximum toe deflection of 20 mm. They found that these limitations can be fulfilled with embedded pile length between 5.3D and 4.4D for 3.0 MW turbines, and between 5.0D and 3.3D for 5.0 MW turbines.

The wall thickness has been fixed to a value of about 120 mm as shown in Table 2 because the lower wall thickness cases of 100 mm and below provides a design too close to the resonance frequency boundary. Further, considering this wall thickness, the embedded length has been adjusted. Table 3 shows that a satisfying value is 30 m.

Table 3: Wall thickness adjusting for 26 m sea depth

<table>
<thead>
<tr>
<th>Eigen frequencies [Hz]</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>90</td>
<td>0.224</td>
<td>0.227</td>
<td>0.544</td>
<td>0.594</td>
</tr>
<tr>
<td>120</td>
<td>0.238</td>
<td>0.242</td>
<td>0.546</td>
<td>0.585</td>
</tr>
</tbody>
</table>

The wall thickness has been fine-tuned to a value of about 120 mm as shown in Table 2 because the lower wall thickness cases of 100 mm and below provides a design too close to the resonance frequency boundary. Further, considering this wall thickness, the embedded length has been adjusted. Table 3 shows that a satisfying value is 30 m.

As a result of this process, a monopile of 8.0 m outer diameter, 120 mm wall thickness and 30 m embedded length satisfies the frequency requirement for the DTU 10 MW RWT placed at 26 m water depth.

5 Specificity of large diameter monopole

The model as described above works well for small to medium water depths but for greater depths, closer attention needs to be given to the structural stiffness distribution, influence of wave deflection and soil-structure interaction.

For a given turbine moving from moderate to deep water, the larger cantilever length requires a wider monopile to provide enough stiffness to maintain the natural frequencies above that of wave excitation. However, it can be beneficial to distribute the added stiffness along the whole length by modifying the tower dimensions.

Furthermore, the wave diffraction phenomenon (for pile diameters greater than 20% of the wave length) for a vertical cylinder extending from the sea bottom through the free surface is proposed by MacCamy and Fuchs (1964) [11] as a correction for the inertia coefficient in the Morison equation at each metocean state.

Another factor to be taken into consideration is the soil-structure interactions wherein several issues are associated. For example, the p-y curve traditionally used has been developed for slender monopiles with up to approximately 2 m diameter ([12], [13]).

6 Geometry design

When placed at 50 m water depth, an initial monopile design estimate would be a cylinder with outer diameter of 10.0 m, wall thickness of 120 mm, and embedded length of 30 m, similar to what was achieved in the earlier design, but with a wider diameter. An iterative process similar to the one above is carried out.

Here, the outer diameter and the corresponding tower geometry are selected having in mind the necessary stiffness distribution along the structure height. This implies a thinner monopile but a wider tower. Table 4 shows adjustments of the outer diameter. In this table, diameter 10.0 m satisfies the resonance frequency requirements whereas diameter 9.5 m does not. Although the value of 9.5 m is found unsatisfactory in comparison to 10.0 m, the former is chosen and change is done on the tower geometry to compensate (Table 5). Table 6 shows that with the new tower, named B, there is a possibility to decrease monopile’s wall thickness. Finally, a wall thickness of 110 mm is obtained. A value of 100 mm for wall thickness satisfies the frequency criterion but violates the minimum thickness as calculated by Eq. (1). The whole process as well as the obtained results is illustrated in Figure 2.
8 Ultimate limit state

8.1 Design load cases

The design at ultimate limit state has considered the model with articulated pile tip and shaft friction. Two load cases have been used here according to IEC 61400-3 [14]:

- DLC 1.3: six wind seeds for each of 11 wind speed bins have been applied each with no yaw error. Waves were aligned along wind direction. That makes 11 × 6 = 66 scenarios.
- DLC 6.2a: 42.73 m/s wind has been applied along 24 directions: from 0° to 345° in 15° steps. Waves were directed along wind direction with ±30° yaw error. With no active controller, the structure was loaded with an extreme current (1.2 m/s) of parabolic type at 0°. Blades were pitched at 90° with no dynamic induction. This leads to a total of 24 × 3 = 72 scenarios.

8.2 Ultimate loads and deformation

Typical resultant shear force and bending moment curves are illustrated in Figure 5. In this figure, loads reach their maximum values in the embedded part. At about 7 m under the mudline, the moment value is maximal and the shear force is zero. At about 21 m depth in the soil, the monopile experiences maximal shear force. That location corresponds to zero-crossing point as it can be seen in Figure 6, which depicts a typical lateral displacement curve of the pile embedded portion. At that point, the monopile does not move laterally.

8.3 Stress check

Based on the internal forces and moments, maximum von Mises stresses are obtained for various sections along the pile portion going from mean water level to the tip. Three directional stresses have been combined according to the von Mises yield criterion: they are the axial stress, the circumferential stress, and the shear stress. Further details can be found in [15].

Figure 7 illustrates the design maximum von Mises stress distribution together with the steel design strength. The maximum design stress is about 251.9 MPa for a utilization factor of 72%. This proves that the thickness is enough to withstand ultimate loads.
9 Investigation of perturbations

Holding the above design as baseline, five perturbation cases are considered for perturbation analysis. In addition to the baseline, the five other cases consist of:

- **Baseline** – The toe is modeled as a joint with restrained yaw and vertical motions. The contribution of the axial skin friction is accounted for. The monopile has a wall thickness of 110 mm, and is 26 m deep embedded into the soil whose internal friction angle is 35°.
- **Perturbation A** – Toe boundary condition. The pile tip is fixed, i.e. all degrees of freedom are restrained.
- **Perturbation B** – Axial skin friction contribution. The contribution of skin friction to the pile axial equilibrium has been annihilated.
- **Perturbation C** – Deeper pile. The embedded length of the pile has been changed from 30 m to 50 m.
- **Perturbation D** – Thicker wall. The wall thickness has been increased to 150 mm.
- **Perturbation E** – Soil friction angle. The soil around the pile is set denser; its internal angle has been improved from 35° to 38°.

The effects of each of these perturbations are investigated in terms of dynamic stiffness, deflections and yielded zone, and ultimate loads.

9.1 Dynamic stiffness

The dynamic stiffness is measured in terms of eigenfrequencies of the whole structure. As depicted in Figure 9, modal analysis results show that the respective modal frequencies are insignificantly different one from others. This observation reveals that none of the perturbation meaningfully influences the structure dynamic stiffness.

![Figure 9: Modal frequencies for different perturbation](image)

9.2 Deflection and plastic zone

However, Figure 10 shows some differentiation about the behavior of the perturbations regarding pile deflection. On the one hand, the skin friction contribution or the wall thickness increase does not bring any improvement. Their respective deformed shapes are similar to that of the baseline. On the other hand, fully fixing the toe or deepening the monopile leads to milder deformations (below 40 mm in each direction), and substantially reduces the yielded zone to about 5 m. On Figure 11, with the new internal friction angle, deformations have also decreased (between 40 and 60 mm in each direction). Considering the corresponding yield limit, the yielded zone is now about 7 m.

![Figure 10: Deflection and yielded zones (Perturb. A, B, C, D)](image)

9.3 Bill of material

Table 7 recapitulates the material mass used for each perturbation and for the baseline. It shows mass increase of 35.78% for the wall thickness change, and 18.87% for the length increase compared to the baseline mass. The other perturbations have the same mass as that of the baseline.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>2700</td>
<td>2700</td>
<td>3210</td>
<td>3666</td>
<td>3666</td>
</tr>
</tbody>
</table>

![Figure 11: Deflection and yielded zones (Perturb. E)](image)

9.4 Ultimate load

The maximum ultimate loads are given in Table 8 and in Table 9. They represent the load maxima obtained for each perturbation and for the base case at the interface and at the mudline. They do not necessarily occur simultaneously. It can be seen that these loads are respectively of the same ranges except the torsional moment from the deep pile case. This exceptional load value is more than twice the value of the other cases.

![Table 8: Characteristic representative loads at interface – Deviation from the baseline](image)

9.5 Discussion

Although all the cases (perturbations and baseline) have similar dynamic stiffness, they demonstrate different performance with respect to lateral deformations. This observation reveals that a design, exclusively based on dynamic stiffness, may be misleading. A thorough design process should continue till soil plasticization check as some perturbations have exhibited unchanged performance.

In particular, increasing the wall thickness does not bring any improvement. On the contrary, it introduces additional inconveniences. For example, it adds on to the total mass and requires more rolling effort. Consequently, the total cost will be increased. Similarly, shaft friction contribution happens to be non-influential. This may be due to the fact that the vertical degree of freedom has been restrained. Further investigations on axial skin friction may be carried out with a pile tip unrestrained in all directions.

Fixing all toe degrees of freedom produces a positive effect. However, the monopile toe is factually fixed if it is rooted into a rock, for example. If this is not the actual circumstance, this modeling approach may lead to misrepresentative results. In this case, results show that the best solution is to lengthen the monopile. Deepening the monopile increases the mass to some extend but significantly enhances the design. However, a drawback is the increase of torsional moment in the structure. It is expected that the account for the soil torsional resistance (M-θ curve) can contribute to mitigate this shortcoming.

10 Conclusion

In conclusion, the design of monopole for multi-megawatt wind turbines at 50 m water depth is carried out. The process started with the design of a monopile at 26 m water depth. Then, its upscaling 1200.
has served as baseline geometry for 50 m water depth. The specificity of large diameter monopile has been stated and implemented. Analyses have shown that (i) the initial tower was not apposite for the design constraints; and (ii) a large amount of soil got plasticized.

With a new tower, five perturbation cases have been considered. Their examinations reveal that a design exclusively based on avoiding resonant frequency may not be thorough. An appropriate design scheme for large diameter monopile, however, could be extracted from the assessments. Indeed, the geometry that satisfies the resonant frequency range criterion is a good starting point. Attention should be taken to distribute the stiffness along the structure: a change of the tower properties can be necessary. The design is completed by setting a sufficient length that gives desired deflection shape.

Updating the pile length leads to increase of torsional moment. Further studies need to investigate how the consideration of soil torsional resistance can affect this observation. In addition, accounting for tip-displacement relationship might also reveal salient conclusions, namely about the influence of the skin friction. Finally, more detailed soil-structure interaction can also be regarded. This includes coupled load-displacement relationships, gapping phenomena and cyclic behavior.

Acknowledgements

The research leading to these results has received funding from the European Community’s 7th Framework Programme FP7-ENERGY-2012-1-2STAGE under grant agreement No. 308974 (INNWIND.EU) and also from the Danish Energy Agency EUDP project titled, “Offshore wind turbine reliability through complete loads measurements”, project no. 64010-0123. The financial support is greatly appreciated.

References

Comparative Study of the Design Methods for Large Diameter Offshore Monopiles

Azadeh Attaei1, Gerry Murphy2, Paul Doherty1

1: Gavin & Doherty Geosolations Ltd, (GDG), Beech Hill Office Campus, Clonskeagh, Dublin 4, Ireland
2: Department of Civil Engineering, University College Dublin, Belfield, Dublin 4, Ireland

Abstract

The conventional method of determining the lateral resistance of piles by using the load-displacement (p-y) springs has been initially developed for the oil&gas industry, and is based on the behaviour of piles at much smaller diameters compared to those common today in the offshore wind industry. The large diameter monopiles are expected to mobilise higher resistance in the soil compared to the conventional approach for soft clay, and they fail due to the lack of rigid body behaviour. Hence, it is generally believed that the conventional methods underestimate the capacity of these monopiles. In the absence of abundant full-scale test data for supporting this theory and determining the extent of divergence between the predicted vs. actual capacity, this study employs Finite Element modelling for predicting the lateral resistance of monopiles with variable diameters. A comparative study is undertaken to investigate the disparity in the capacity of monopiles determined using numerical vs. analytical methods. The impact of the design method on the estimated lateral capacity of large diameter monopiles is discussed, as well as the impact of monopile diameter on the accuracy of conventional design approaches.

Key words: XL monopiles, Lateral capacity, Plaxis, p-y curves, Offshore wind

1. Introduction

Monopiles comprise a large share of the offshore wind market and are likely to be the most preferred type of foundation for the offshore wind turbines in the future developments. Their simple design makes them suitable for standardisation of the manufacturing process, as well as quicker and cheaper installation procedures. These features are of high importance, as the offshore wind industry strives to lower the Levelised Cost Of Energy (LCOE) in order to be competitive with the fossil-fuels energy.

The current guidelines for designing laterally-loaded monopiles rely mostly on the methods developed for oil&gas industry, and are based on the behaviour of small diameter piles (1 to 2 m). It is known that, as the pile dimensions shift towards the larger diameters common in the wind industry, the rigid body behaviour becomes more prominent, leading to an increase in the lateral resistance. Taking into account this excess resistance in the geotechnical design of monopile foundations can lead to more economical designs and potential cost savings. It has been observed that the range of application of monopiles, most importantly in terms of the suitable water depths, can be increased through the use of optimised and more accurate design methods which are tailored to the specifications of the offshore wind industry [1].

In recent years Finite Element Modelling (FEM) has been used to further analyse the response of laterally-loaded monopiles. Kim and Jeong (2011) [2], Fan and Long (2005) [3], and Byrne et al. (2015) [4] discussed several methods of calculating p-y curves using the results of FEM. Fan and Long (2005) found that the p-y response of the piles in sands was not sensitive to the EI stiffness of the pile, as in the API guidelines, but the ultimate soil resistance had a non-linear relationship with the pile diameter. This was also found to be the case by Kim and Jeong (2011). The analysis also concluded that the ultimate soil resistance was increased significantly with increased horizontal soil pressure and soil dilatancy – none of which are directly considered in the methods.

Bekken (2009) [5] compared the mobilised lateral resistance of the soil as estimated using the API and the Finite Element method for two model monopiles with diameters of D=1.0m and D=4.3m. The analysis found that the API design method overestimates the initial soil stiffness as was also observed by Achmus et al. (2009) [6] and Lessny et al. (2007) [7]. Recently, FEM analysis has also led to the proposal of modified numerical approaches for the design of stiff laterally loaded monopiles as discussed by Thieken et al. (2015) [8] and Byrne et al. (2015) [4].

Haiderali and Madabhushi (2013) [9] reported a numerical study on monopiles with 5m and 7.5m diameter installed in soft clay. Based on comparison of p-y curves back-calculated from the numerical models with those derived using the conventional approaches for soft clay, they concluded that the API method underestimates the lateral capacity of large diameter monopiles in soft clay, and yield an overly conservative design. Van Buren and Musikulus (2012) [10] discussed the shortcomings of the conventional p-y curve methods in detail and proposed a method for incorporating more advanced models, which account for the effects of nonlinearities, dynamic behaviour and damping of the soil, into the wind turbine substructure design procedure.

This paper aims at investigating the efficiency of conventional methods for analysing the lateral capacity of XL monopiles in the dense sand profiles and under loading scenarios corresponding to the large capacity wind turbines which are expected for future developments in the offshore wind industry. The analyses have been performed with the assumption of static loading for the comparative evaluation which was the purpose of the current study. However, it should be noted that the design of wind turbine substructures is usually governed by the fatigue limit state, which cannot be reliably assessed using a static analysis. Taking into account the dynamic behaviour of monopiles and the degradation of soil due to cyclic loading are important considerations when making realistic assessments of the fatigue life of the structure.

At present there is no lateral test data for piles in the range of 4-6m for which the code is currently being applied which is resulting in growing scepticism about the validity of the design code. When examining the design of offshore wind turbine foundations a validation of stiff piles with low slenderness ratios is needed. The slenderness ratio and bending stiffness of the steel pile will have a significant effect on the initial stiffness of the structure as discussed in Doherty et al (2012) [11]. The API methods [12] for calculating the ultimate soil resistance (p_u) assumes a frictionless pile-soil interface and therefore a Rankine type failure. However, in reality the pile wall is neither perfectly rough nor perfectly smooth. Therefore, it is reasonable to assume that the pile wall will exhibit some degree of friction as the sand flows around the pile shaft. The current design codes also neglect the shear resistance mobilised along the pile shaft due to the rotation of the pile and the additional shear component at the pile base [13]. The stiff failure of the pile consists of rotation of the pile about a point of zero deflection near the base of the pile. As the pile fails, the rotation will also result in additional passive and active earth pressures beneath the point of rotation which are also disregarded in the API design methodology. Achmus et al. (2009) [6] found that for large diameter rigid monopiles the resistance of the pile tip will have a significant effect on the pile capacity compared to long slender piles. As these components of resistance due to the rigid pile behaviour are not accurately included in the API RP2A it is largely uncertain how the method prescribed in the code can be extrapolated to larger pile diameters.

2. Model Geometries

Four different variations of monopile geometries were considered, with diameters ranging from 5.0 to 9.5m (representative of the current designs as well as the anticipated future developments). The embedment length of the monopiles varies in order to maintain a constant L/D ratio of 5 in all the models. This slenderness ratio was adopted by giving consideration to the common geometries used to date for offshore wind monopiles as discussed in [11]. The wall thickness has been considered to remain constant along the length of the pile. Even though this is a simplistic assumption in real projects, the influence of variation of thickness of monopile on its lateral resistance was not included in this analysis, in order to limit the model variables. Table 1 provides a summary of the four model piles considered.

<table>
<thead>
<tr>
<th>Model No.</th>
<th>Diameter (m)</th>
<th>Embedded length (m)</th>
<th>Thickness (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.0</td>
<td>25.0</td>
<td>0.08</td>
</tr>
<tr>
<td>2</td>
<td>6.5</td>
<td>32.5</td>
<td>0.08</td>
</tr>
<tr>
<td>3</td>
<td>8.0</td>
<td>40.0</td>
<td>0.08</td>
</tr>
<tr>
<td>4</td>
<td>9.5</td>
<td>47.5</td>
<td>0.08</td>
</tr>
</tbody>
</table>

2.1 Loads

Considering the trend in recent offshore wind farm developments towards implementing larger turbines, located further offshore in deeper water sites, the model piles have been analysed using the loads corresponding to 8MW turbine, and at 40m water depth. The focus of this study is on the interaction of soil and the monopile and the...
accuracy of the p-y curves for predicting the mobilised lateral soil resistance. Therefore, the effect of hydrodynamic forces and the axial loads resulting from the weight of turbine and monopole have not been considered in the analysis. The 8 MW model turbine developed by the LEANWIND consortium [14] has been used in this study (Table 2).

<table>
<thead>
<tr>
<th>Vertical Force (V)</th>
<th>4704 kN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hub Height</td>
<td>110 m</td>
</tr>
<tr>
<td>Moment at pile head (M)</td>
<td>411450 kN.m</td>
</tr>
<tr>
<td>Tower mass</td>
<td>558 Tonnes</td>
</tr>
</tbody>
</table>

Table 2 Loads and characteristics for the 8 MW LEANWIND turbine

The design of LEANWIND 8MW turbine is primarily based on the publicly available data relating to the Vestas V164-8.0 MW turbine [15]. Scaling between the NREL 5MW and the DTU 10MW turbine models have been conducted with the application of engineering judgement to make up for the unavailable information. The LW turbine design has been validated by DNV-GL using an internal turbine engineering tool, Turbine Architect [16].

2.2 Soil Profiles

Generic soil profiles were utilised in this study to represent the North Sea layered sand deposits. A relative density of 80% was assumed (as a typical dense sand deposit) and synthetic CPT profiles were generated using Eq.1 (re-arrangement of the formulation proposed by [17]). This results in CPT profiles where the qc values are consistently increasing with the depth of the soil.

\[ q_c = \sqrt{q'_{v,um} \times \exp(3.75D_v + 2.52)} \] \hspace{1cm} Eq.1

Various guidelines and empirical equations have been proposed for determining the strength parameters from the CPT profiles, e.g. Robertson and Cabal (2015) [18]. In this study the equations proposed by [19] and [20] were employed to determine the friction angle (\( \phi_s \)) and dilatation angle (\( \psi_s \)) of the sand from the qc values. The in-situ soil stress states (OCR, K0 and K0\infty) were calculated using the procedure proposed by [21] and [22]. Depending on the required accuracy, a number of soil layers are considered and average strength parameters are determined for each layer. A saturated unit weight of 18 kN/m³, was assumed for the soil, along with a constant volume friction angle (\( \psi_s \)) of 30 degrees. The detailed approach for determining the soil parameters is explained elsewhere [23].

2.3 Plaxis Soil Model

The Hardening Soil (HS) model has been used for modelling the soil deposit in the 3D Finite Element software PLAXIS. The hardening soil model, unlike the Mohr-Coulomb elastic perfectly plastic model, does not fix the yield surface in the principal stress space, but rather allows for plastic straining of the material, by considering the hyperbolic stress-strain curve presented in Figure 1 [24]. More information about this model can be found in [25].

\[ E_{u}^{ref} = E_{u0} \left( \frac{\sigma - \sigma_0}{\sin \phi} \right)^m \] \hspace{1cm} Eq. 4

Figure 1. Hyperbolic stress-strain relation in primary loading

Application of this model requires knowledge of the initial stiffness of the soil (\( E_{0} \)), the secant stiffness (\( E_{s} \)), and the modulus of elasticity for unload-reload (\( E_{u} \)). Kuhnev and Mayne (1980) [20] have proposed correlations for determining the moduli of elasticity of the soil based on \( q_c \) and relative density. Using these correlations, the profiles of variation of the three parameters with the depth of soil are obtained.

Several layers of soil have been considered, each 2m deep, and the corresponding values of \( E_{u}^{ref} \), \( E_{s}^{ref} \), \( E_{0}^{ref} \) have been calculated for each layer, as the input of the Plaxis software to determine the stress-dependent stiffness of the soil elements [26].

3. Methodology

Using the synthetic soil profiles, the four model piles have been analysed under the effect of lateral loads resulting from the 8.0MW LEANWIND turbine. The mobilised lateral resistance of the soil is estimated using the p-y curves, depending on the deflection of the soil at the corresponding depth. In this study, two different methods have been employed for constructing the p-y curves and predicting the deflection curves along the piles. The results have then been compared with the numerical results obtained from analysis of the model piles using Plaxis 3D software.

3.1 API method

The most widely used method of obtaining p-y curves for lateral loading of piles is the method proposed by API (2011) [12]. The API method is based on the method proposed by Reese et al. (1974) [27], and the modifications suggested by O’Neill and Murchison (1983) [28], and adopts a hyperbolic equation for determining the p-y curves (Eq. 5).

\[ P = A \times p_u \times \tan \left( \frac{kH}{A_p} \right) \times y \] \hspace{1cm} Eq. 5

In this equation, A is a factor to account for the cyclic/static loading conditions, \( p_u \) is the ultimate bearing capacity at the specified depth of H, k is the initial modulus of subgrade reaction (dependent on the friction angle), and y is the lateral deflection of soil at the corresponding depth.

The API formulation has been calibrated by back-analysis of the experimental data obtained in small-scale piles under lateral loads [29], and is reported to have underestimated the initial stiffness of piles compared to the full-scale monitoring results based on Eigen frequency estimation [30]. The LRite software was used for analysing the model piles listed in Table 1, using the suggested API approach.
4. Results and discussion

The deflection curves obtained from the three different methods are shown in Figure 4. It can be seen that while the deflections predicted by the API method are generally higher than the numerical model, the numerical analysis becomes more accurate compared to the API method as the diameter of the monopile increases. Further, the deflections predicted by the numerical model become more accurate compared to the API method as the monopile diameter increases, resulting in more realistic and lower head deflections. Therefore, the accuracy of the API approach for realistic pile deflections becomes more significant as the pile diameter increases. Considering that the recent developments in the offshore wind industry are shifting towards wind farms with larger capacity turbines and increased water depths, the need for more accurate and efficient FE analyses over the conventional approaches becomes more considerable. The deflections predicted by the API method become larger than the numerically determined values. Considering the significant contribution of initial stiffness in the results of the numerical model, it is expected that the application of the API approach for realistic pile deflections becomes more significant as the pile diameter increases. Therefore, the application of the API approach for realistic pile deflections becomes more significant as the pile diameter increases.
5. Conclusion

A comparative study was conducted to evaluate the accuracy of conventional p-y methods for reliable prediction of the lateral capacity of XL monopiles (D=5m to D=9.5m) in dense sand deposits. In the absence of full-scale test results, FE modelling of the XL monopiles is believed to be the most accurate indicator of their behaviour in the field, and has been used as the basis of the comparison. Plaxis 3D software and the hardening soil model were employed for the purpose of modelling.

The p-y method as proposed by the API was found to overestimate the lateral capacity of the monopile with 5m diameter. However, this was not the case for the larger diameter monopiles. It was observed that as the diameter increases, the head deflections predicted by the numerical approach become smaller compared to those obtained using the API approach. This suggests that the cost-benefits resulting from the application of more refined models will be more significant in the larger diameter monopiles.

It is expected that the enhanced capability of the HSsmall soil model in capturing the initial stiffness of the soil results in even smaller head deflections, and hence a larger disparity between the results obtained from API and the numerical methods.
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Abstract

A fully coupled nonlinear simulation tool (CAST) using Morison based theory was developed to predict dynamic response of Floating Offshore Wind Turbine (FOWT). Performance of the simulation tool in prediction of dynamic response to sea states was validated through one water tank experiment. Besides, hydrodynamic coefficients were evaluated from numerical simulation and were validated with another water tank experiment. Significance of radiation damping, axial Froude-Krylov force on slender members and dynamic behavior of mooring system were investigated and clarified. In addition, systematic comparison of results from FAST and CAST was carried out and discussed in this research.
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1. Introduction

Three main types of floating foundations, namely spar foundation, semi-submersible foundation, and tension leg platform (TLP) foundation can be applied to floating wind turbines in waters deeper than 30m. Accurate evaluation of hydrodynamic force and the way of modeling mooring system are significant in prediction of dynamic response of FOWT to current. In this research, water and current wave is modeled. In evaluation of hydrodynamic loads, Morison equation and radiation damping theory are widely used. Sethuraman et al. [1] examined the hydrodynamic response of a floating spar type wind platform and a semi-submersible NREL 5MW semi-submersible floating wind turbine. Numerical model and simulation results were validated with a 1:100 scale model in water tank test. Browning et al. [2] investigated the performance of simulation tool FAST which is developed by National Renewable Energy Laboratory (NREL) using potential flow theory through a 1:50 scale spar-type floating offshore wind turbine model. Kvittem et al. [4] examined the dynamic response of a single semi-submersible wind turbine based on different hydrodynamic models-Morison equation and potential flow theory. From the foregoing, numerical model using potential flow theory for spar-type and semi-submersible support system has been validated through water tank test. However, potential flow theory accounts for the Froude-Krylov forces and diffraction effects for large and rigid body but distributed hydrodynamic loads on each immersed component of FOWT cannot be predicted which is necessary for fatigue design of platform. In contrast to potential flow theory, Morison equation is well known to predict in-line hydrodynamic force (normal force) on slender members and it can be used to evaluate distributed loads on each immersed member which makes it possible to capture high-order resonance of flexible floating system due to nonlinear wave loads [Phuc and Ishihara[5]]. Phuc & Ishihara[6] and Waris & Ishihara[7] used a modified Morison equation to analyze the dynamic response of a semi-submersible FOWT. Nevertheless, the linearized radiation damping and water tank test demonstrates that conventional Morison equation needs to be further investigated and expanded to provide much more accurate prediction of dynamic response since sufficiently accurate prediction in prediction of dynamic response is indispensable for cost-effective design of FOWT. Basically, Morison equation is limited to slender structures. Apart from that, conventional Morison equation assumes small relative motion and radiation damping could be ignored as a result, outgoing wave might be generated by the remarkable motion of FOWT and in this sense evaluation of significance of radiation damping is needed. Secondly, only in-line force acting on platform could be evaluated with conventional Morison equation, but axial loads along members, like heave plate in vertical direction might be crucial for heave response. To cope with this, Ishihara et al. [5,7] put forward a Morison-like equation using dynamic pressure to account for hydrodynamic axial loads on heave plates. However, axial force on the other slender members (such as braces) were ignored at that time. Whether this portion can be ignored or not is needed to be investigated and confirmed with validation through water tank experiment. From what mentioned above, the significance of radiation damping and axial force on those slender members are not clear for semi-submersible FOWT and therefore it is necessary to investigate and clarify the effects of radiation damping and axial force on dynamic response of FOWT.

Mooring system is critical for station-keeping of FOWT in sea states. A comprehensive literature review in terms of dynamic modeling and quasi-static modeling of mooring system can be found in the research by M. Hall et al.[8,9]. Quasi-static model in the form of either force-displacement relationships or analytical solutions for catenary cables in static equilibrium is commonly used in simulation tools because of computational efficiency, such as FAST (v6.9)[10] and Bladed (v4.6)[11]. It is thought to be conservative approach to predict dynamic motion of platform and the tension in mooring line. However, in order to achieve cost effective design for the floating system, much more accurate prediction of mooring tension by using dynamic model is necessary.

The outline of this paper is as follows. Numerical model is described in section 2, encompassing equation of motion, hydrodynamic loads, numerical scheme and wave theory. Section 3 briefly introduces the setup of 1/50 scale water tank experiment and covers validation of finite element method (FEM). Section 4 aims to discuss dynamic response of FOWT to various load cases and the paper is finalized with conclusions in Section 5.

2. Numerical model

A finite element scheme with beam, truss and spring type elements is developed to calculate dynamic response of full coupled wind turbine, support platform and mooring system. The time domain equation analysis enables the FEM to capture nonlinear characteristics of system. Morison equation is implemented to evaluate the hydrodynamic load on platform and mooring system. Non-hydrostatic model proposed by Waris & Ishihara[6] is used to evaluate hydrostatic force. In this model, not only the motion of platform itself but the wave elevation is considered in calculating the change of hydrostatic force. Nonlinear restoring load from mooring system of floating platform can be estimated from either quasi-static model[12] or dynamic model.

2.1 Equation of motion

The general non-linear time domain equations of motion for the coupled wind turbine and support platform system can be written as

$$\mathbf{M}\ddot{\mathbf{X}} + \mathbf{C}\dot{\mathbf{X}} + \mathbf{K}\mathbf{X} = \mathbf{F}$$

Where, $$\mathbf{F} = \mathbf{F}_w + \mathbf{F}_m + \mathbf{F}_s$$

$$\mathbf{M}$$ and $$\mathbf{C}$$ are mass matrix, damping matrix and stiffness matrix of system respectively; $$\mathbf{X}$$ and $$\dot{\mathbf{X}}$$ are vector of undisturbed fluid particle velocity and acceleration respectively; $$\mathbf{X}$$ is vector of support platform displacement and their time derivatives; $$\mathbf{F}_w$$ is the total external force changing with time, including gravitational force $$\mathbf{F}_g$$, buoyancy force $$\mathbf{F}_B$$, hydrodynamic force $$\mathbf{F}_D$$, restoring force (hydrostatic force) $$\mathbf{F}_H$$, and force from mooring line system $$\mathbf{F}_m$$.

2.2 External force

The term of gravitational force $$\mathbf{F}_g$$ includes loads from wind turbine, platform and mooring line. $$\mathbf{F}_g = \rho g \mathbf{X}$$ represents the buoyance force from Archimedes’ Principle and is nonzero only for vertical heave-displacement platform DOF of the support platform. It balances with the gravitational force and tension in mooring line when platform is at rest.

2.2.1 Hydrodynamic force

Morison equation is well known in estimation of wave exciting force on slender bottom-mounted cylinders. The equation assumes total in-line forces exerted by unbroken surface waves can be represented by linear superposition of two components, namely, inertia force and drag force. An inertia force is proportional to the local flow acceleration as well as the mass displaced by the cylinder. A drag force is proportional to the signed square of the instantaneous flow velocity. When the body moves instantaneously in an oscillatory fluid flow, the relative flow velocity and acceleration should be taken into consideration. The in-line hydrodynamic force on a cylinder can be written in Morison equation as following relform:

$$(\mathbf{F}_D) = - \rho \mathbf{X} \times \mathbf{V}$$

Where first term in right of Eq. (2) account for diffusion effects and second term is Froude-Krylov force due to disturbed waves while the third terms is viscous drag force, $$\rho$$ is density of water, $$\mathbf{X}$$ and $$\mathbf{V}$$ are vector of undisturbed fluid particle displacement and velocity respectively; $$\mathbf{X} \times \mathbf{V}$$ is vector of support platform displacement and their time derivatives; $$\mathbf{X}$$ is the displaced volume of fluid by each segment when the support platform is in its displaced position; $$\mathbf{C}_d$$ and $$\mathbf{C}_m$$ are inertia coefficient and drag coefficient respectively which depends on
Keulegan-Carpenter number $K APPLICATION$ $10 T / D$ , frequency parameter $B = D / \sqrt{g T}$ and relative roughness etc. Where $a_{max}$ is the maximum water particle velocity. $I$ is incident wave period, $D$ is diameter of cylinder and $v$ is the kinematic viscosity of water.

In order to effectively increase the hydrodynamic damping in heave direction and reduce heave response\cite{13,14,15}, appendage such as a disk (heave plate) are commonly added to the keel of a vertical cylinder such as the disk used in WindFloat and heave plate employed in Fukushima MIRAI\cite{7}. Ishihara et al \cite{7} proposed a Morison like equation to evaluate hydrodynamic force on heave plate in axial direction. Hydrodynamic force acting on a heave plate is formulated using modified Morison equation as given below.

\[ F = \sum \left( C_D \rho \frac{D}{2} \int_{-D/2}^{D/2} \int_{-D/2}^{D/2} \left( \frac{v(t)}{U(t)} \right)^2 \left( \frac{v(t)}{U(t)} \right) dt \right) \]

\[ \left( C_D \rho \frac{D}{2} \int_{-D/2}^{D/2} \int_{-D/2}^{D/2} \left( \frac{v(t)}{U(t)} \right)^2 \left( \frac{v(t)}{U(t)} \right) dt \right) \]

Where, $C_d$ is the added mass coefficient in the heave direction, $v$ is volume of heave plate, $W$ is the vertical wave particle acceleration, $X$ is the heave velocity of the heave plate, $C_i$ is the drag coefficient in the heave direction, $z$ is the cross-sectional area of the heave plate in the Z-direction, $w$ is the vertical wave particle velocity, $X$ is the heave velocity of the heave plate, $p_{min}$ is the diameter of the heave plate, $h$ is the diameter of the upper column (which is placed on top of the heave plate) and $C_d$ and $f$ are the dynamic pressure acting on the bottom and top faces of the heave plate. Dynamic pressure at position $z$ in regular wave is evaluated using Airy theory.

\subsection{3.2 Numerical model}

Motion of equation in numerical solution is rewritten as follows.

\[ \left( M \right) \ddot{x} + \left( D \right) \dot{x} + \left( K \right) x = \left( F \right) \]

Where $\left( M \right)$ is the mass matrix, $\left( D \right)$ is a damping matrix, and $\left( K \right)$ is the stiffness matrix. These matrices are estimated using Rayleigh damping as follows.

\[ C = \alpha M + \beta K \]

Where $\alpha$ and $\beta$ are natural frequency and damping for heave and pitch modes. Numerical scheme is summarized in Table 1.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Dynamic analysis & Numerical method \\
\hline
Convergence & Total Lagrange formulation \\
Damping estimation & Rayleigh damping \\
Element type & Beam / Truss element \\
Hydrodynamic force & Morison equation \\
Restoring force & Non-Hydrostatic Modal \\
Moving force & Quasi-static/Dynamic model \\
\hline
\end{tabular}
\caption{Description of the finite element numerical scheme}
\end{table}

\subsection{3.1 Towing experiment}

To obtain viscous drag coefficient, towing experiment was conducted. A 150 scale Froude platform based on 2MW Fukushima MIRAI FOWT was tested in Mitsui Engineering & Shipbuilding Co., Ltd. in 2015 (Japan). Dimension of water tank is 40m(length) x 5m(width) x 2.65m(depth), water depth set up in the experiment is 1.7m. Figure 1(a) exhibits the scaled model in towing experiment. Towing experiment was conducted with three different speeds - 0.2m/s, 0.5m/s and 1.0m/s. Dimension of platform is shown in Figure 2. Origin of the coordinate is located above center column and still water level is where $Z$ equals to zero.

In the towing experiment, platform was attached to the towing vehicle through one instrument known as force balance which is used to measure the three-components force ($F_x$, $F_y$, and $F_z$) acting on platform while vehicle is moving with one constant speed. One minute data at least was measured in each case and then the averaged force was used to evaluate equivalent $C_{f,eq}$. Equivalent $C_{f,eq}$ identified in following way.

\[ C_{f,eq} = \frac{F_z}{C_{D,h} \rho \frac{D}{2} \int_{-D/2}^{D/2} \int_{-D/2}^{D/2} \left( \frac{v(t)}{U(t)} \right)^2 \left( \frac{v(t)}{U(t)} \right) dt} \]

Where $C_f$ is total drag force experienced by whole platform, $\rho$ is the water density ($9807 N/m^3$), $C_{D,h}$ is the kinematic viscosity of water. $C_{D,h}$ is added mass in heave direction. $T_w$ is wave period, $T_p$ is pitch period, $f$ is peak factor and $\phi$ is the vertical wave particle acceleration.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Conditions & Description \\
\hline
case 1 & Static equilibrium test \\
case 2 & Still water \\
case 3 & Free decay test \\
case 4 & Surge, Sway, Heave, Roll, Pitch and Yaw \\
case 5 & Still water \\
case 6 & Still water \\
case 7 & Still water \\
case 8 & Still water \\
case 9 & Still water \\
\hline
\end{tabular}
\caption{Definition of cases in experiment and simulation}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Material & Diameter & Length & Spacing & Density & Weight \\
\hline
steel & 3 & 24 & 5 & 0.146 & 0.127 \\
\hline
\end{tabular}
\caption{Gross chain properties}
\end{table}

\subsection{3.2 Wave theory}

Linear Airy wave is used in regular wave condition to provide water particle velocity and acceleration for Morison equation. Wheeler stretching is employed to account for the kinematics of water particle above mean water level. As for the dynamic response of FOWT to irregular wave, JONSWAP wave spectra was used both in simulation tool and water tank experiment. The spectrum is given as.

\[ S(f) = \frac{H_0^2}{(2\pi f)^2} \exp\left[-\frac{1.25}{1.25+(f/\eta)^2}\right] \]

Where, $f$ is wave frequency (Hz), $H_0$ is significant wave height, $T_p$ is peak wave period, $\gamma$ is peak factor and $\eta$ is shape factor ($\eta = 0.07$ for $f \leq (1/T_p)$ and $\eta = 0.06$ for $f > (1/T_p)$).

\subsection{3.3 Description of water tank experiment}

Two water tank experiments were carried out in this research. One was used to validate performance of in-house code CAST in prediction of dynamic response of FOWT to sea states. Dimension of water tank is 40m(length) x 27m(width) x 5m(depth) and water depth set up in the experiment is 1.7m. Figure 1(b) shows the scaled model in water tank test and three video markers on the platform and tower were used to record the motion of platform in 6DOFs. Six mooring lines are distributed symmetrically along ZK plane as shown in Figure 2. The information of chain consisting mooring line is summarized in Table 3.

The platform DOF’s translated in the X, Y, and Z directions are called surge, sway and heave, and rotations about X, Y, and Z axes are called roll, pitch and yaw respectively. Origin of the coordinate is located above center column and still water level is where $Z$ equals to zero.

Cases conducted in the simulation and experiment are shown in Table 3. Case 1 was conducted to determine the initial position of the platform and tension in the mooring line. Besides, it was used to verify the initial state in the simulation. Cases 2-10 were carried out to determine the natural period and damping ratio of floating system in each DOF. Case 3 was conducted to analyze the response amplitude operators (RAOs) of platform in regular wave. Case 4 was employed to test the transient response in irregular wave. In case 3 and case 4, the wave propagates along positive X-axis.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Case & Conditions & Description \\
\hline
case 1 & Still water & Static equilibrium test \\
case 2 & Still water & Free decay test \\
case 3 & Still water & Surge, Sway, Heave, Roll, Pitch and Yaw \\
case 4 & Still water & Regular wave \\
case 5 & Still water & Irregular wave \\
\hline
\end{tabular}
\caption{Cases in experiment and simulation}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Material & Diameter & Length & Spacing & Density & Weight \\
\hline
steel & 3 & 24 & 5 & 0.146 & 0.127 \\
\hline
\end{tabular}
\caption{Gross chain properties}
\end{table}

\subsection{3.4 Wind field}

Wind field was employed in Fukushima MIRAI FOWT was tested in National Maritime Research Institute (Japan) to validate the performance of in-house code CAST in prediction of dynamic response of FOWT to sea states. Dimension of water tank is 40m(length) x 27m(width) x 5m(depth) and water depth set up in the experiment is 1.7m. Figure 1(b) shows the scaled model in water tank test and three video markers on the platform and tower were used to record the motion of platform in 6DOFs. Six mooring lines are distributed symmetrically along ZK plane as shown in Figure 2. The information of chain consisting mooring line is summarized in Table 3.
4. Results and discussion

4.1 Identification of hydrodynamic coefficients using numerical simulation

To use Morison based theory to evaluate hydrodynamic loads on the platform, hydrodynamic coefficients, namely viscous drag coefficient \(C_d\) and inertia coefficient \(C_i\) have to be determined firstly. Reference value from data base [16,17] is one way of confirming \(C_d\) and \(C_i\), but effect of interaction between individual members cannot be evaluated from the data base which will result in inaccurate \(C_d\) and \(C_i\). Alternatively, numerical simulation provides one possibility to evaluate those hydrodynamic coefficients.

To evaluate inertia coefficient, program AQWA(ANSYS) based on potential theory was used in this paper. Equivalent \(C_i\) in horizontal direction is obtained based on the added mass in surge direction evaluated from AQWA. \(C_i\) in vertical direction is same as that in horizontal direction except for heave plate. The axial added mass coefficient for heave plate shown in Table 4 is resulted from fitting the total added mass in heave direction from AQWA simulation. Due to limitation of potential theory itself, AQWA cannot be used to evaluate viscous drag coefficient. Alternatively, program FLUENT(ANSYS) was used to estimate \(C_i\) in this research.

To evaluate \(C_d\), Large-eddy simulation (LES) in FLUENT was adopted in this paper to simulate flow field around platform. From numerical simulation, equivalent \(C_d\) in horizontal direction was estimated to be 0.86 which matches well with that (0.84) obtained from experiment.

Hydrodynamic coefficients for floating system are summarized in Table 4.

<table>
<thead>
<tr>
<th>Part</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Added-mass coefficient in normal direction</td>
<td>(C_i)</td>
<td>1.835</td>
</tr>
<tr>
<td>Drag coefficient (quasi-static model)</td>
<td>(C_d)</td>
<td>0.86</td>
</tr>
<tr>
<td>Platform</td>
<td>Model</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Drag coefficient (dynamic model)</td>
<td>(C_d)</td>
</tr>
<tr>
<td></td>
<td>Axial added-mass coefficient for heave plate</td>
<td>(C_i)</td>
</tr>
<tr>
<td></td>
<td>Drag coefficient for heave plate</td>
<td>(C_d)</td>
</tr>
<tr>
<td>Moring</td>
<td>Normal direction</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Added-mass coefficient in normal direction</td>
<td>(C_i)</td>
</tr>
<tr>
<td></td>
<td>Drag coefficient in normal direction</td>
<td>(C_d)</td>
</tr>
</tbody>
</table>

4.2 Verification of FEM model

Full FEM of scaled FOWT is shown in Figure 4. In quasi-static model, only platform (73 elements), tower (11 elements) and rotor including blades (33 elements) were simulated with FEM. In dynamic model, each mooring line was modeled with 50 truss elements as shown in Figure 4.

Figure 4: Image of full FEM of scaled FOWT

Natural period of floating system and damping ratio calculated from cases 2 x are listed in Figure 5 and Figure 6. It can be found from Figure 5 that there is negligible difference in terms of natural period between quasi-static and dynamic model. And the resulting natural period from simulation matches well with that confirmed in the water tank experiment which ensures the reliability of established floating system. From Figure 6, one can conclude that dynamic model contributes much more damping than quasi-static model, especially in DOF of yaw which is due to hydrodynamic added damping and friction between contacted mooring segments and seabed. It should be highlighted here that radiation damping effect has been taken into account in all cases 2 x which make damping ratio in surge and sway approximate with that in the experiment. The significance of radiation damping effect will be investigated and clarified in section 4.3 by using free vibration in sway direction.

According to the results from potential theory by FAST(V8.08), one can find natural period in surge, sway and heave direction matched well with the experimental data, while roll and pitch natural period were underestimated and natural frequency in yaw mode was overestimated. FAST underestimated damping ratio in DOF of yaw which is due to the same reason as argued in the quasi-static model implemented in CAST.

4.3 Significance of radiation damping in free vibration

Moirson equation is well known in estimation of hydrodynamic load on bottom-mounted structures. Even though relative form is employed in modified Morison equation (Eq. 2 and Eq. 3) to expand its application to floating structures, it still overlooks wave-radiation load. The radiation loads are brought about as the platform radiates waves away from itself (i.e., it generates outgoing waves). It can be ignored only if the motions of the platform are very small otherwise wave-radiation damping should be taken into consideration. It should be stressed here that radiation problem has been separated from the diffraction problem in Morison equation and the wave-radiation loads are independent of the hydrodynamic-added damping from potential flow theory means that damping coefficients depend on the oscillation frequency of the particular mode of floating platform motion. And the platform is assumed to oscillate at the same frequency as the incident wave frequency. Therefore, the frequency dependent radiation damping coefficient can be used in regular incident wave and irregular incident wave conditions.

To simplify the problem, one unique linear radiation damping coefficient in each mode rather than frequency dependent matrices was evaluated and employed in Morison equation. This is reasonable because frequency dependent radiation damping coefficient is stable within concerned wave periods.

Equivalently linear radiation damping \(C_{i\text{rad}}\), can be estimated based on the frequency dependent added damping resulted from potential flow theory. In this paper, \(C_{i\text{rad}}\) is evaluated by following way.

\[
C_{i\text{rad}} = \frac{C_{i\text{rad}}}{C_{i\text{rad}}}
\]

Where \(C_{i\text{rad}}\) is wave frequency dependent added damping in each mode, \(C_{i\text{rad}}\) is the possible wave frequency (units: Hz) range scaled from specified sea field.

For the conducted experiment, \(C_{i\text{rad}}\) is used to deal with mooring line (0.84) obtained from experiment.

Figure 6: Damping ratio of floating system in 6 DOF

Figure 7 exhibits measured and predicted time series of sway motion in case 2.2 in condition of quasi-static model. Damping ratio identified from measurement was estimated to be 9.0%. Without radiation damping effect, predicted damping ratio
was only 5.35% while it increased to be 9.46% when radiation damping was introduced. Error in terms of damping ratio prediction was reduced from -40.5% to 5.2%. Therefore, effect of radiation damping on translational modes is significant in free vibration. Not unexpected, in the situation where wave loads are primary, the effect of radiation damping is minimal. From the figure, one can also find that FAST yields good agreement in terms of natural period and amplitude because radiation damping is taken into account automatically from diffraction analysis.

**4.4 Significance of axial force on dynamic response**

Recall that Morison equation is limited to calculate the in-line hydrodynamic force which is perpendicular to the cylinder (Ishihara et al. [7]) put forward a Morison-like equation (Eq.(3)) using dynamic pressure to account for the Froude-Krylov loads on axial-direction along members for heave plates. However, Froude-Krylov loads on the other slender members (such as braces) were ignored at that time. The significance of these forces will be investigated and be clarified from what follows. Figure 8 shows measured and predicted dynamic RAOs and phase difference between motion and incident wave in case 3. Due to the limitation of equipment used in experiment, minimum incident wave period is 2.0s which covers the possible wave range in real site. In site measurement, wave region is estimated to be scaled down between 1.0s and 2.0s in operational condition. The dynamic response of FOWT to regular wave period higher than 2.0s is negligible, tension in T1, T2 and T3 are identical with the tension in T6, T5 and T4 respectively due to symmetric arrangement of mooring line as shown in Figure 2. Thus only tension in T1 is overestimated and predicted crest in tension lags behind what measured in experiment. In addition, harmonic response in tension was observed in measured data which was not reproduced by quasi-static model and dynamic model respectively in case 3 (T=2.4s). Initial tension in each mooring line is removed in the total tension shown in Figure 8. Figure 9 shows time series of incident wave in case 4 which used in CAsT and FAST. From the figure, one can find that incident wave in CAsT and FAST can be used to represent the wave condition in water tank experiment except for a small amount underestimation in low wave frequency region [0.01Hz] in which FAST underestimates the wave energy in surge and pitch. From Figure 9(a), one can find each pitch component of the force does not change so much after considering axial Froude-Krylov force on slender members. However, the phase difference between hydrodynamic (Fp) and hydrostatic force (Fh) changes dramatically which will lead to remarkably different total force on the platform. From Figure 9(b), one can find resulting total force Fz in case of T=2.0s is decreased after taking a account of axial Froude-Krylov force which yields reduced heave motion. As for the other wave period, same analysis can be conducted. Main contributions of fluctuation of total force on platform are from incident hydrodynamic (Fh) and hydrostatic force (Fp). Combination of those two models make the resulting motion amplified or reduced in one specified wave period because there is certain phase differences between hydrodynamic force and hydrostatic force. To sum up, when axial Froude-Krylov force acting on slender member ends is considered, underestimation of dynamic response in heave and pitch direction in low wave period range is solved. In addition, the overestimation of dynamic response in high wave period range is resolved. Furthermore, phase difference in all sea states were improved as a result as shown in Figure 8.

**4.5 Significance of dynamic behavior of mooring system on tension prediction**

Provided translational motion in sway direction and rotational motion in roll direction is negligible, tension in T1, T2 and T3 are identical with the tension in T6, T5 and T4 respectively due to symmetric arrangement of mooring line as shown in Figure 2. Thus only tension in T1, T2 and T3 will be discussed. Figure 11 exhibits measured and predicted time series of tension within T1 using quasi-static model and dynamic model respectively in case 4 (T=2.4s). Initial tension in each mooring line is removed in the total tension and only the fluctuation of tension is remained and shown in Figure 11. It should be noted here that the tension from simulation is under condition that dynamic pressure effect has been considered on all immersed members. From the Figure 11(a), one can find that predicted tension T1 is overestimated and predicted crest in tension lags behind what measured in experiment. In addition, harmonic response in tension was observed in measured data which was not reproduced by quasi-static model. It should be stressed here that even though the mooring
5. Conclusions

Effects of radiation damping, axial Froude-Krylov force on slender members and dynamic behavior of mooring system were investigated using Morison based theory in this paper. Main conclusions are as follows.

1. Potential flow theory is proved to be sufficiently accurate in evaluation of inertia coefficient, but drag coefficient cannot be obtained because of inviscid assumption in potential flow theory. Alternatively, the distributed drag coefficient was evaluated using CFD in this paper and the equivalent value was validated by water tank experiment.

2. Radiation damping plays an important role in irregular wave, wave-induced response was improved in low wave period region as well.

3. Froude-Krylov loads on slender members are crucial in prediction of dynamic response of FOWT to regular wave. Conventional Morison based theory is enhanced. Consequently, in irregular wave, radiation damping is minimal.

4. Predicted tension by using quasi-static model was overestimated by 56% in T1. Dynamic model gave only 14% difference between measured and predicted tension. Thus, inertia and nonlinear damping force on mooring system has to be considered when evaluate tension in mooring lines.

5. FAST yields good agreement with experiment in prediction of natural period of surge, sway and heave DOF, but it underestimates pitch natural period. FAST is capable of predicting dynamic motion of platform in regular wave, but tension in mooring line is overestimated considerably since inertia and nonlinear damping force are ignored in the quasi-static model it implemented.
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Abstract:

Trailing edge flap is one of the most common flow control devices aiming at reducing the loads on the wind turbine blades. From the modelling point of view the dynamic character of flap introduces challenges, including unsteady flow phenomena and moving/deformable meshes. In the present paper airfoils with flapping trailing edge are simulated using two different computational tools, one viscous-inviscid interaction code and one compressible Navier-Stokes code. The predictions of the codes for static and dynamic flap situations are compared to the existing measurements. In the static flap cases, predictions of both models were satisfactory in the linear region. In free transition the better predictions of the drag coefficient by the viscous-inviscid interaction code are attributed to the different transition model. In the dynamic flap cases, combined with a harmonic pitching motion of the airfoil, part of the differences emanates from the fact that the actual (measured) flap angle deviates from the nominal one as reported by the experimenters.

Keywords: Trailing edge flap simulation, viscous-inviscid interaction, CFD, transition models.

1 Introduction

Lifetime of large wind turbines depends on the aerodynamic and structural loads experienced during operation. Most of these loads exhibit periodic variation in multiples of the rotational frequency. To minimize these loads, control systems should be able to reduce the fluctuations of the aerodynamic loads or add damping to the structural modes. On the other hand the aerodynamic performance of the airfoils along the blade span should be maximized. Flow control devices, such as trailing edge (TE) flaps or vortex generators, aim at mitigating the fatigue loads and improving the aerodynamic performance of an airfoil. In the framework of AVATAR.EU FP7 project the effect of flow control devices on large wind turbine blades is investigated.

In the present paper, trailing edge flap is investigated using simulations by two in-house computational tools developed at NTUA. The first is the FoILw viscous, University of Stuttgart [1] and the second is the MaPFlow compressible Navier-Stokes solver [2]. Two different cases with available experimental data were chosen: The first refers to static TE flap for which steady state simulations are performed. For that case, the experimental data are taken from the measurements of the TL190-82 airfoil performed in the course of the European UPWIND project at the wind tunnel of the Institute of Aerodynamics and Gas Dynamics (IAG) [3].

The second case refers to dynamic TE flap for which unsteady state simulations are performed. In that case the experimental data are taken from the measurements on NACA0012 carried out by Krzyziak and Narkiewicz in the trisonic N-3 wind tunnel located at the Institute of Aviation Warsaw, Poland [4].

2 Numerical models

FoILw: FoILw is a viscous-inviscid interaction code developed at NTUA. The potential flow part is simulated by singularly distributions along the airfoil geometry and the wake. The wake is represented by vortex particles which are allowed to freely move with the local flow velocity. The viscous flow solution is obtained by solving the unsteady integral boundary layer equations defined by Drela [5] with unknowns the displacement thickness, the momentum thickness and the amplification factor (laminar part) or the shear stress coefficient (turbulent part) through which \( \alpha_c \) is determined. The viscous-inviscid coupling is achieved through a transpiration velocity distribution along the airfoil surface that represents the mass flow difference over the boundary layer height between the real viscous flow and the equivalent inviscid flow.

The boundary layer equations are discretized using finite differences and the final set of the nonlinear equations are solved simultaneously using the Newton-Raphson algorithm. The boundary layer solution is supplemented by a transition prediction model based on the \( e^2 \) spatial amplification theory [6] and by a dissipation closure equation for the maximum shear stress coefficient over the turbulent part.

MaPFlow: MaPFlow is a multi-block MPI enabled compressible solver equipped with preconditioning in regions of low Mach flow [7]. The discretization scheme is cell centered and makes use of the Roe approximate Riemann solver for the convective fluxes. In space the scheme is 2nd order accurate defined on unstructured grids and applies the Venkatakrishnan’s limiter [8]. Also in time the scheme is second order and implicit introducing dual time stepping for facilitating convergence. The solver is equipped with the Spalart-Allmaras (SA) and the k-\w SST eddy viscosity turbulence models.

Regarding transition, the correlation \( \gamma_{Re_0} \) model of Menter [9] has been implemented. The \( \gamma_{Re_0} \) is a two transport equation model for the intermittency and the momentum thickness Reynolds number. It utilizes local variables easily computed in each cell and does not require boundary layer definition and parameters.

3 Simulation of Trailing Edge flap

3.1 Static TE flap cases

For the TL190-82 airfoil (Figure 1), static TE flap deflections from -10 to 10 degree are simulated in clean and tripped conditions at a Reynolds number of 2.5x10^6. MaPFlow used an O-type mesh of 150000 cells generated by ICEM CFD. The non-dimensional distance of the first node from the wall is less or equal to 10^-5. FoILw can use only sharp airfoil profiles, so the original blunt airfoil profile is made sharp by modifying the aft of the original shape and discretized with a number of 100 panels. Clean conditions are simulated with free transition modeling, whereas tripped conditions are simulated with fully turbulent and fixed transition modeling by MaPFlow and FoILw respectively.

The predictions of the lift and drag coefficients are compared with the measurements in Figures 2.3. In clean conditions, both models predict lift well in the linear region. The fact that FoILw predicts drag better than MaPFlow suggests that the \( e^2 \) transition model identifies the transition locations more accurately than the \( \gamma-Red \) model. Differences among predictions appear at higher AoAs and are more pronounced in the post-stall region. In general, stall is predicted at higher AoAs compared to the measurements. Tripping appears to have a drastic effect on the measurements by shifting stall to lower AoA. This effect is less pronounced in the predictions which present larger deviations from the measurements compared to clean conditions.

In tripped conditions, the predictions of MaPFlow are closer to the measurements, in terms of both lift and drag. As expected the more advanced CFD model predicts pitching more accurately than the boundary layer model in turbulent flow conditions.

3.2 Dynamic TE flap cases

Dynamic TE flap cases of the NACA0012 airfoil refer to a Reynolds number of 1.63x10^4. A rigid trailing edge flap is implemented with a length 20% of the airfoil chord. The reduced frequency of the flap-pitching motion is \( k = 0.0042 \). An oscillation with a double frequency, \( k_s = 0.0442 \), is added to the angle of attack (pitch angle) and the flap deflection is governed by the equations

\[
\alpha = \alpha_o + \Delta \alpha \sin(2k \tau),
\]

\[
\beta = \beta_o + \Delta \beta \sin(3k_s \tau) + \phi
\]

where \( \alpha_o \) and \( \beta_o \) are the mean values of the angle of attack and flap deflection, \( \Delta \alpha \) and \( \Delta \beta \) are the amplitudes of the airfoil and flap harmonic movement respectively and \( \phi \) is the phase shift between the airfoil and the flap angle. In all simulated cases \( \alpha_o = \Delta \alpha, \Delta \beta = 0 \), \( \beta_o = \Delta \beta = 0 \) and \( \phi = 0 \) are considered. The effect of vortices (or attack) while positive flap deflection angle is the one obtained when the flap moves downwards.
MaPFlow uses a C-type mesh of 88,000 cells generated by ICEM CFD (Figure 4) and performs fully turbulent simulations. One flapping period is discretized using 720 time steps. The code runs initially for constants AoA = \( \alpha \) and flap angle = \( \beta \) until a steady state solution is reached and then the harmonic variations of both angles are imposed. A periodic solution is achieved after 6 flapping periods. Foil1w considers fixed transition at 5% chord from the leading edge. One flapping period is discretized using 400 time steps and convergence is achieved again after 6 flapping periods.

The different test cases refer to different phase shifts between the airfoil pitching motion and the flap angle. Figure 5 shows the variation of the flap angle with the angle of attack for \( \phi = 148^\circ \), \( \phi = 206^\circ \) and \( \phi = 298^\circ \). Measurements deviate from the nominal values provided by Equations (1), (2) possibly due to elastic deformations occurred during the experimental campaign or delay/errors in the response of the actuators controlling the motion of the airfoil and the flap. In order to fit the measured airfoil pitch/flap relative motion, Nestor [10] suggested corrections to the phase shift from \( \phi = 148^\circ \) to \( \phi = 135^\circ \), from \( \phi = 206^\circ \) to \( \phi = 196^\circ \) and from \( \phi = 298^\circ \) to \( \phi = 280^\circ \). The double frequency of the flap movement results in the appearance of two loops, one corresponding to a whole flap cycle when AoA is positive and another one corresponding to a whole flap cycle when AoA is negative.

In order to estimate the effect of the phase shift correction, as suggested by Nestor, to the predictions, some initial simulations are performed with Foil1w. In Figure 6, the modified \( C_0 \), \( C_0 \) loops for \( \phi = 148^\circ \) are compared with those of \( \phi = 135^\circ \) which is the corrected phase shift. Differences with measurements have been decreased suggesting that an even better correlation with the measured flap angle may result in a better and more fair comparison.

Figure 4: Computational mesh around the NACA0012 airfoil

The different test cases refer to different phase shifts between the airfoil pitching motion and the flap angle. Figure 5 shows the variation of the flap angle with the angle of attack for \( \phi = 148^\circ \), \( \phi = 206^\circ \) and \( \phi = 298^\circ \). Measurements deviate from the nominal values provided by Equations (1), (2) possibly due to elastic deformations occurred during the experimental campaign or delay/errors in the response of the actuators controlling the motion of the airfoil and the flap. In order to fit the measured airfoil phase/flap relative motion, Nestor [10] suggested corrections to the phase shift from \( \phi = 148^\circ \) to \( \phi = 135^\circ \), from \( \phi = 206^\circ \) to \( \phi = 196^\circ \) and from \( \phi = 298^\circ \) to \( \phi = 280^\circ \). The double frequency of the flap movement results in the appearance of two loops, one corresponding to a whole flap cycle when AoA is positive and another one corresponding to a whole flap cycle when AoA is negative.

In order to estimate the effect of the phase shift correction, as suggested by Nestor, to the predictions, some initial simulations are performed with Foil1w. In Figure 6, the modified \( C_0 \), \( C_0 \) loops for \( \phi = 148^\circ \) are compared with those of \( \phi = 135^\circ \) which is the corrected phase shift. Differences with measurements have been decreased suggesting that an even better correlation with the measured flap angle may result in a better and more fair comparison.

Figure 5: Theoretical and measured variation of the flap angle with the angle of attack (i.e., pitching angle) for (a) \( \phi = 148^\circ \), (b) \( \phi = 206^\circ \) and (c) \( \phi = 298^\circ \). Nestor [12] suggested phase corrections from \( 148^\circ \) to \( 135^\circ \), from \( 206^\circ \) to \( 196^\circ \) and from \( 298^\circ \) to \( 280^\circ \) in order to fit the measured airfoil / flap relative motion.

For the comparison between predictions and measurements, the corrected phase shift is
adopted. In Figures 7, 8, the predicted $C_L$, $C_M$ loops are presented. The overall shape of the loops is reproduced by both models, however, lift is generally overpredicted and moment is underpredicted. Larger differences are observed at the positive AoAs and are responsible for the overestimation in the slope of the double loop ($C_L$, AoA diagrams, Figure 7). A part of these differences can be attributed to the deviation of the measured flap angles from the theoretical values or to the 3D effects related to the experiment, such as the creation of stall cells along the blade model.

For example, in Figure 5a, it can be observed that during the upstroke measured flap angles are lower than the nominal (positive AoA, negative flap), reducing the lift. A similar observation can be made in Figure 5b, where the measured values of the flap deflection are again more downwards than the theoretical used in the simulations, when the airfoil is in the downstroke phase (negative AoA, negative flap). Estimation of the 3D effect on the slope of the lift loops could be made by comparing predicted and measured lift polars at static TE flaps. However, no measurements have been reported for static TE flap.

It should be noted that Foil1w predictions are closer to the measurements compared to those of MaPFlow. One possible reason is that MaPFlow used fully turbulent simulation instead of fixed transition. On the other hand, there are no experimental data for drag, which is expected to be better predicted using the k-$\omega$ SST turbulence model implemented in MaPFlow.

### 4 Conclusions

Several static and dynamic TE articulated flap cases were simulated by two solvers, the MaPFlow CFD solver using the k-$\omega$ SST turbulence model, and the viscous-inviscid interaction Foil1w model using the e^$\theta$ transition model. Regarding the static TE cases, numerical models give acceptable $C_L$ errors in the linear region. In free transition cases, the e^$\theta$ transition model showed a better behavior than the $\alpha$-Re transition model, probably because it predicts the transition locations more accurately. The location of the $C_{L_{max}}$ was not well reproduced by the numerical models. Therefore, in the post-stall region the predicted errors were almost doubled compared to those found in the linear region. In the tripped condition cases, drag was better predicted by the fully turbulent simulations of the CFD code using the k-$\omega$ SST model.

Regarding the dynamic TE flap cases (along with a harmonic movement of the airfoil), the measured flap angle deviated from the one obtained from the theoretical relationships to be used as input to the simulations. This is a first reason for the differences between predictions and measurements of the lift and moment coefficients. Although the correction suggested by Nestor partly improved the correlation with the experimental data, an even more accurate representation of the input flap angle must be sought. One way to do this is by approximating the flap angle variation by a Fourier series in which higher order harmonics are retained. A first attempt was made for the $\phi=206^\circ$ case as shown in Figure 9. The flap representation is much closer to the measured one (six coefficients of the Fourier series are retained in this case), and the Foil1w $C_L$, $C_M$ predictions have been considerably improved. $C_L$ comes close to the measurements during the downstroke of the airfoil at positive flap angles, while $C_M$ comes close to the measurements both during the downstroke of the airfoil but at negative flap angles. More simulations using both Foil1w and MaPFlow codes must be performed to evaluate the effect of a more accurate flap angle representation on the predictions.

Another reason for the differences between predictions and measurements could be the 3D effects, such as the creation of stall cells along the blade model. Nevertheless, the comparison is encouraging because the shape of the lift and momentum variations was well reproduced and the mean level was predicted satisfactorily in many cases.
Figure 9: Representation of the flap angle variation using Fourier series and predicted $C_L$, $C_M$ by Foil1w. Comparison with the predictions derived by the nominal flap angle variation: (a) Flap angle variation, (b) $C_L$ and (c) $C_M$.
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Abstract

The morphing trailing edge system or flap system, CRTEF, has been developed over the last 10 years at DTU Wind Energy. After a promising wind tunnel test of the system in 2009 the INDUFLAP project has been carried out from 2011-2014 to transfer the technology from laboratory to industrial manufacturing and application.

To narrow the gap between wind tunnel testing and full scale prototype testing we developed the rotating test rig. The overall objectives with the rotating test rig are: 1) to test the flap system in a realistic rotating environment with a realistic g-loading; 2) to measure the flap performance in real turbulent inflow and 3) to test the flap system in a realistic size and Reynolds number when comparing with full scale applications.

The rotating test rig consists of a 2.2m blade section attached to a 10m boom and mounted on a 100kW platform. It was installed in June 2014 and a short measurement campaign was conducted in the autumn 2014.

An important result of testing the flap system on the rotating test rig was operation of the flap system up to 30 rpm. which a g-loading of 9-10g comparable with the conditions on a 2-3MW turbine.

Another important result was the measured performance of the flap system. We found that about 5.0deg. flap angle gives the same load change as 1deg. pitch. This is somewhat lower than simulations have shown which are in the range of 2 to 3 deg. flap angle to 1deg. pitch angle for a 15% flap. The realistic, turbulent inflow is probably a major cause of this lower performance.
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1. Introduction

Considerable research on SMART blade technology has been conducted for more than 10 years and has shown big potentials for load reduction on MW turbines using distributed control for alleviation of the fluctuating loads along the blade span [1]. However, the requirements by the wind turbine industry of robust actuator solutions where the strongest specifications mean no metal and electrical parts in the blades have so far limited the use of the smart blade technology on wind turbines.

The development and testing of the morphing trailing edge flap system to be presented in the present paper, also called the Controllable Rubber Trailing Edge Flap (CRTEF), was initiated in 2006. The first prototype was tested in the laboratory in 2008 and in late 2009 wind tunnel measurements in the Velux wind tunnel in Denmark were conducted on a blade section of 1.9m span and 1m chord with a 15% trailing edge flap system [2]. From 2011 to 2014 the INDUFLAP project, funded by the Danish national funding board EUDP, was conducted with the overall aim to transfer the technology from laboratory conditions to industrial manufacturing and application [3].

An important part of this work was the testing of the flap system on an outdoor rotating test rig in order to reduce the gap in test conditions between wind tunnel testing and full scale testing on a MW turbine.

In the present paper the developed flap technology will first be briefly described. Then the design and construction of the rotating test rig will be presented followed by a section with results from a few weeks test campaign in the autumn 2014.

2. The developed flap technology – the CRTEF system

2.1 The flap actuation concept

The initial flap concept studies back in 2006 led to the design of the so-called Controllable Rubber Trailing Edge Flap (CRTEF) which comprises a morphing trailing edge manufactured in an elastic material with a number of voids inside. Their geometry are designed so that pressurizing some or all of the them will create a deflection of the flap.

In an actual design shown in Figure 1 the flap system on the rotating test rig was pressurized by an upward deflection as shown in the upper part of Figure 1. Likewise, pressurizing the lower row of voids will give a downward deflection as shown in the lower part of Figure 1.

2.2 Flap design and manufacturing

During the above mentioned INDUFLAP project carried out by DTU Wind Energy in cooperation with the two industrial partners Hydratech and Rehau a flap design well suited for manufacturing by extrusion was developed. It consist of three main parts; a passive, load carrying part as shown in Figure 2 and two actuation parts containing the voids as shown in Figure 3 where they are assembled with the passive part.
The manufacturing of the 2m long actuation parts was performed by Rehau in a continuous thermoplastic extrusion process in form of a quasi endless 12 chamber hollow profile using the santoprene material. For manufacturing the sealed ends of the hollow profiles, a special method of a contact welding process was developed.

### 2.3 Flap integration into the blade and overall blade design

The integration of the flap system into the blade is an important part of the concept. It should allow an easy mounting of the flap so that a possible replacement of the flap segments can be carried out without any heavy tools and equipment. If a spanwise length of e.g. 3m is chosen, it should be possible for two technicians climbing on the blade to dismantle a flap segment and mount a new one. Further, if the extrusion process is used for manufacturing the flaps, they will have a constant chord. It is therefore proposed to use different sizes of flaps along the blade span with passive, 3D mold manufactured flaps in between to enable a more continuous blade planform. Passive flaps are meant flaps that don’t have voids and they can therefore easily be manufactured in a full 3D geometry, e.g. by a molding process, with variable chord length so they can be inserted between the active flaps with constant chord and thus give a smoother planform distribution.

One overall blade design could therefore be a blade manufactured without the last about 10% of the trailing edge region along the whole span. On the inboard part of the blade with the thick airfoils this would form the flat back airfoils commonly used to improve aerodynamic performance of thick airfoils. From e.g. 1/3 of the radius and to the tip, passive and active flap sections could then be mounted. During the INDUFLAP project [3] the attachment elements shown in Figure 4 were developed. A big advantage of the design is that it will reduce the requirements for blade trailing edge finishing a lot as the rest material from the gluing does not need to be removed. It also enables a fast attachment of the flap to the blade and in the lab, it took less than a minute to mount the 2m flap on a blade section as shown in Figure 5.

### 3. The rotating test rig

At an early stage of development of the flap system wind tunnel tests were carried out in 2009 to verify the aerodynamic response characteristics of the system [1]. Pressure measurements were carried out on a blade section of 1.9m span, 1m chord and with a 15% CRTEF system in the VELUX wind tunnel in Denmark. The unsteady aerodynamic response characteristics were derived showing a characteristic time constant of about 100ms.

However, there is a big step from wind tunnel testing on a stationary blade section to full scale turbine application and therefore a so-called rotating test rig has been developed in the INDUFLAP project [3].

The idea behind the test rig is that the testing should be as close as possible to the rotating environment on the real turbine. So exposing the flap system to a g-loading comparable with the conditions on the fullscale turbine is one of the main objectives but also measuring the flap performance in unsteady inflow conditions as on the real turbine operating in the atmospheric boundary layer is another important aim. Finally it is desirable that the size of the flap is not that far from full scale.

It is expected that testing the flap system on the rotating rig will reduce the time for prototype testing on a full scale turbine where the costs for a test hour are several times bigger than for a test hour on the rotating test rig.

### 3.1 Rotating test rig design

To fulfill the above requirements to the test set-up we designed the rotating test rig comprising: 1) a blade section of 2.2m span and about 1m chord with aerodynamic shaped end caps; 2) a 10m pitchable boom where the blade section is attached to the one end and a counterweight at the other end and 3) a turbine platform where the boom is mounted on the shaft instead of a normal rotor, Figure 6.

The basic platform for the rotating test rig is the 100kW Tellus turbine positioned at the old turbine test site at DTU, Campus Risoe. The original three bladed rotor has been taken down, Figure 7 and a new 100kW full variable speed drive was installed so the rotational speed with the boom mounted is controllable between 0 and 80 rpm.

### 3.2 Blade section design and manufacturing

The blade section has the NACA0015 aerofoil shape and a constant chord length of 1m. The overall concept consists of a spanwise 2.2 meter long wing section covered with side pods in each end giving a total length of 3.4 meter. The blade design is built up on an inner aluminum structure covered with two shells of glass-epoxy composite material, Figure 8 and Figure 9. The aluminum structure consists of an 110mm hollow tube, two rib structures and a U-profile web. The aluminum parts were welded together.

The tube makes it possible to mount and dismount the wing section on a boom and the U-profile web at the trailing edge is for fixation of different morphing flap systems.

---

**Figure 4** – The flap attachment to the blade.

**Figure 5** – Demonstration in the lab. of mounting the 2m flap on a blade section.

**Figure 6** – Sketch of the rotating test rig.

**Figure 7** – The 100kW Telus turbine is used at the platform for the rotating test rig.
The boom is fully pitchable so that a combined pitch and flap control can be investigated.

3.4 Pneumatic system for flap actuation

Pressurizing the voids can be done either by a hydraulic or a pneumatic system or by a combination of the two systems. The choice of system depends e.g. on the requirements for the actuation time constant and on how strong the restrictions are on having valves/wires in the blade.

In the present case a first option has been a pneumatic system developed and implemented by Hydratech Industries which were one of the industrial project partners in the INDUFLAP project.

A compressor at the hub supplies pressurized air into 3 accumulators which are the black tubes mounted in the blade section shown in Figure 8. They have three different pressure levels: low, medium, and high. A series of 3 switches per flap side ('positive'-upper, negative'-lower) control which of the three pressure levels is connected to the flap voids (on-off). A fourth switch per flap side controls the release of pressure. Controlling the switch valves allows for dynamic control of the pressure in the voids and therefore the flap deflection. The pressure at the flap inlets, the switches, the accumulators and the compressor are measured using pressure transducers.

3.5 Instrumentation

Besides the advantages by the rotating test rig mentioned above, one other major advantage by testing the flap system on a blade section is that it is possible to install a surface pressure measurement system which would be very complicated to implement on a full scale blade. By measuring the pressure distribution, the instantaneous aerodynamic loading can be derived and the performance of the flap system investigated.

The installed pressure system comprised 59 pressure holes distributed along the chord at the mid span position and additional 16 pressure taps at the 25% chordwise position to monitor the spanwise load distribution. The pressure taps were connected to two 64 channel Scannivalve pressure scanners mounted inside the blade section.

Besides the pressure measurements several accelerometers and strain gauges were mounted on the boom and the nacelle. In order to correlate the pressure measurements to the unsteady inflow, two five hole pitot tubes were mounted on the leading edge with the sensor head about 1.5m in front of the leading edge, Figure 14. A meteorology mast was positioned about three rotor diameters west of the test rig where wind speed and direction was measured in several heights. In total, 196 data channels are recorded.
3.6 Calibration of the flap deflection correlated to actuation pressure

It was not possible to measure the flap deflection directly with a sensor (e.g. a strain gauge built into the flap) on the rotating test rig and therefore a calibration in the lab, correlating the flap deflection to the pressure in the voids has been used. The calibration set-up shown in Figure 15 was used. A laser sensor measured the flap deflection and the supply pressure in the two layers of voids was likewise measured. An example on how the flap deflection correlates with the pressure is shown in Figure 16. It is seen that there is a close correlation between pressure and deflection although there might be minor hysteresis effects. The result of the calibration was 1.85 deg./bar to the one side and 1.48 deg./bar to the other side.

4. Experimental results

An important result of testing the flap system on the rotating test rig was the operation of the flap system up to 30 rpm, which combined with a 10m radius gives a g-loading of 9-10g which is the same range as the system will be exposed to on a 2-3MW turbine. Therefore another measure of the flap performance is presented. Often we are interested in comparing the capability of the flap system up to 30 rpm.

Figure 15 – Set-up for calibrating the flap deflection correlation to pressure in the voids.

Figure 16 – Example of flap deflection calibration correlating the activation pressure (blue curve) to the flap deflection (red curve – [Volt]).

Figure 17 – The normal aerodynamic load force on the blade section (blue curve) for a flap angle variation of total 10 deg. (red curve) each 10 sec.

10s. The aerodynamic normal force integrated from the measured pressure distribution is seen to change with the flap angle. The unsteadiness in the inflow due to the turbulence and tower shadow is also clearly seen in the aerodynamic loading. This makes the visibility of the flap action more unclear. It should be noted that the tower shadow is quite strong in this case due to downwind operation of the rotor during this particular test. One way of characterizing the flap performance was carried out in the following way. A few 10min. time series were measured at a constant rotational speed of 20 rpm, with a square change pattern of the flap angle with a period of 10s, as shown in Figure 18. The flap angle variation was not completely symmetrical around 0deg. but the mean total amplitude was around 15deg when using the time sequences marked with red and blue, respectively, in Figure 18. To achieve a wide range of inflow angles the pitch setting was changed from one 10min. time series to the next. The normal force loading was derived from the pressure data and then binned on the measured inflow angle derived from the five hole pitot tube measurements, Figure 19.

From that figure we can now derive that the average change in normal force due to a degree change in flap angle is about 32% of the average change in normal force due to a degree change in inflow angle.

Figure 18 – A square pattern change of flap angle with a period of 10s.

Figure 19 – Normal force data for extreme flap positions plotted against inflow angle. Data averaged every 0.5deg inflow angle.

The calibration and interpretation of the inflow angle is the uncertain parts of the above analysis. Another way of characterizing the flap performance would be to derive the lift and drag coefficients for different flap angles on basis of the measured aerodynamic loading from the pressure measurements and using the inflow angle and the relative velocity from the five hole pitot tube to derive these non-dimensional coefficients. However, this is not a straight forward data reduction for turbulent, unsteady inflow data and in particular due to the low aspect ratio of the blade section and how this influence the local inflow angle.

Therefore another measure of the flap performance is presented. Often we are interested in comparing the capability of the flaps to change the loading with the well known control by pitching the whole blade section.

The result of this analysis is shown in Figure 20 where the normal force is plotted for a number of different pitch settings and again for the same data set as used in Figure 19.

The data show a considerable scatter due to the changes in wind speed but deriving the mean normal force for the different pitch settings a clear effect of the flaps are seen. From these mean data we can derive that the total about 15deg. change in flap angle gives almost the same change in aerodynamic loading as 3.0deg. change in pitch. This means that the lift change from about 5 deg. flap angle is the same as for one degree pitch.

This is somewhat less than simulations typically have shown which are in the range of 2 to 3 deg. flap angle to 1 deg. pitch angle for a 15% flap, Troldborg 2005 [4]. The turbulent, unsteady inflow is probably a major cause of this lower performance.

Figure 20 – The normal force on the blade section for plus/minus 5 deg. flap angle as function of the pitch setting of the flap angle.

5. Conclusion

The morphing trailing edge system or flap system, ORTEF, has been developed over the last 10 years at DTU Wind Energy. After a promising wind tunnel test of the system in 2009 the INDUFLAP project has been carried out from 2011-2014 to transfer the
technology from laboratory to industrial applications. During that work a flap design was developed where the manufacturing is done in an extrusion process using the Santrophene material for one of the components.

To narrow the gap between wind tunnel testing and full scale prototype testing we developed the rotating test rig. The overall objectives with the rotating test rig are: 1) to test the flap system in a realistic rotating environment with a realistic g-loading; 2) to measure the flap performance in real turbulent inflow and 3) to test the flap system in a realistic size and realistic Reynolds number.

The rotating test rig consists of a 2.2m blade section attached to a 10m boom and mounted on a 100kW turbine platform. It was installed in June 2014 and a short measurement campaign was conducted in the autumn 2014. Instantaneous aerodynamic loading in a cross section of the blade was derived from pressure measurements providing detailed insight into the unsteady flap response. An important result of testing the flap system on the rotating test rig was operation of the flap system up to a 30 rpm, which combined with a 10m radius gives a g-loading of 9-10g which is comparable to the conditions on a 2-3MW turbine.

Another important result was the measured performance of the flap system. As the blade section has a low aspect ratio we have chosen to compare the flap load response with the pitch load response as the pitch is the normal control system. We found that about 5 deg. flap angle gives the same load change as 1 deg. pitch. This is somewhat less than simulations have shown in the past which are in the range of 2 to 3 deg. flap angle to 1 deg. pitch angle for a 15% flap. The realistic, turbulent, inflow is probably a major cause of this lower performance.
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Field Testing of LIDAR Assisted Feedforward Control Algorithms for Improved Speed Control and Fatigue Load Reduction on a 600 kW Wind Turbine
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Abstract
A severe challenge in controlling wind turbines is ensuring controller performance in the presence of a stochastic and unknown wind field, relying on the response of the turbine to generate control actions. Recent technologies such as LIDAR, allowing sensing of the wind field before it reaches the rotor.

In this work a field-testing campaign to test LIDAR Assisted Control (LAC) has been undertaken on a 600-kW turbine using a fixed, five-beam LIDAR system. The campaign compared the performance of a baseline controller to four LACs with progressively lower levels of feedback using 35 hours of collected data.

The collected data indicates that utilizing measurements from multiple range gates on a pulsed LIDAR system can result in rotor averaged wind speed (RAWS) estimates with greater levels of correlation with wind speed at the rotor than using a single range gate. The LACs showed higher levels of speed control performance with significantly reduced levels of pitch activity and generally lower levels of tower excitation. Although the loading spectrum for the test turbine was dominated by tower resonance, the LIDAR system was able to track the rotor speed (2P) and 1/2 the first fore-aft natural frequency, the reduction is likely to show greater relative significance on typical full-sized turbines, which show lower excitation levels due to harmonic clashes.

I. Introduction
A severe challenge in controlling wind turbines is ensuring controller performance in the presence of a stochastic and unknown wind field, relying on the response of the turbine to generate control actions. Recent technologies such as LIDAR, allowing sensing of the wind field before it reaches the rotor. This information allows controllers to work in an anticipatory manner, potentially improving control performance [1] and leading to reduced costs of energy through load reduction and reduced actuator usage.

A number of methods have been researched using simulation studies to exploit preview wind information ranging from basic [2] and advanced [3–5] feedforward algorithms to model predictive control methods [6–8]. Although most methods have been tested in simulation on models of various fidelity, feedforward controllers have begun to be field tested on full-scale turbines [9–11].

In this work we present the results of field testing a feedforward control algorithm that utilises LIDAR measurements on a full-scale wind turbine. This work contributes the first set of public field tests of a feedforward controller in conjunction with a five-beam fixed LIDAR System. This paper makes use of approximately 35 hours of data in a range of wind conditions and multiple controller tunings to show the impact on rotor speed control, pitch actuator usage and tower loading from LAC.

II. Approach
A. CART2 Wind Turbine
Testing has been conducted on the Controls Advanced Research Turbine (CART2) wind turbine at the National Wind Technology Center in Colorado, USA. The CART2, a two-bladed variable-speed, variable-pitch turbine with a 42.7-m rotor diameter [2], is nominally rated at 600 kW, however, for the purposes of this study, the turbine has been de-rated to 128 kW to maximise the time during which pitch control is active because the measurements took place during a period of low wind speeds. The resulting set points for rated rotor speed, generator speed and generator torque were set at 24 rpm, 1036 rpm and 1182 Nm, respectively.

B. LIDAR System
The preview wind information used for control was obtained by a racetrack-mounted LIDAR system created by Avent LIDAR Technology. The Avent five-beam LIDAR unit uses a pulsed LIDAR with five fixed beams, each capable of sampling the line-of-sight (LOS) wind speed at up to 10 ranges simultaneously. The LIDAR is mounted on the racetrack facing upward, as shown schematically in Fig. 1 and on-site in Fig. 2. The LIDAR also processes the LOS data to return the current RAWS estimate, wind shear estimate and wind direction estimate for each range gate.

For the purposes of this testing campaign, the feedforward control algorithm makes use of the RAWS data from three range gates focused at 50 m, 65 m and 80 m. These gates correspond to covering the centre and approximately 63%-100% of the rotor radius using a beam angle of 15° from horizontal.

C. Baseline Feedback Controller
The CART2 was de-rated to have a rated speed of 8 ms⁻¹ (128 kW rated power) in order to function in the pitch control regime as much as possible for this study. The CART2 has separate generator and blade pitch controllers to maintain the required rotor speed. The generator torque is applied as a function of filtered generator speed, attempting to track the optimal power coefficient until the rotor speed is 19.2 rpm, after which the torque is increased linearly until it saturates at 1182 Nm coinciding with a rotor speed of 22.9 rpm. The pitch controller becomes active to regulate the rotor speed to 24 rpm once the turbine reaches maximum torque.

This speed is obtained at wind speeds of approximately 8 ms⁻¹. The controller is implemented as a gain-scheduled PI controller using the filtered generator speed as feedback, typical of full-scale wind turbines.

D. Feedforward Controller
The feedforward controller is designed to use preview wind measurements to assist the feedback controller in speed control, with the aim of achieving higher levels of speed control performance and/or reduced levels of pitch activity. We approximate the entire wind disturbance acting on the rotor by a RAWS signal that is then added to the feedback signal as shown in Fig. 3.

The control law moves the pitch actuators pre-emptively to the correct steady-state pitch angle for the incoming wind field through the following algorithm:

\[ \delta_{\text{fp}}(\tau) = \frac{\delta_{\text{fp}}(\tau+\tau) - \delta_{\text{fp}}(\tau)}{\tau} \]

where \( \delta_{\text{fp}} \) is the feedforward pitch rate, \( \delta_{\text{fp}} \) is the steady-state pitch angle for a given wind speed and \( \tau \) is the look-ahead time (LAT). The feedforward control signal is then added to the feedback signal as shown in Fig. 3.

The LIDAR system used for this study provides an estimate of the RAWS at three range gates \( T_0 + r + 2T_1 \), where \( T \) is the time-to-rotor (TTR) determined by:

\[ T = \frac{D}{r} - c_x \]
where $D_i$ is the distance between the rotor plane and the focus plane of range gate $i$, $V_c$ is the convection speed and $\varepsilon$ represents any processing delays. The convection speed is determined by low-pass filtering $V(t \pm \tau)$. The TTR decreases on each controller time step and when a RAWS estimate has a TTR equalling the LAT or has reached the rotor (TTR of 0) it is low-pass filtered (to avoid discontinuities caused by combining data from multiple range gates) and used in the feedforward algorithm.

### III. Results

To analyse the control performance, the CART2 was run in a de-rated state, cycling between LAC and Baseline control every 5 minutes. Data was binned into contiguous 45-second samples in which the minimum rotor speed was above 23 rpm (96% rated) and the minimum generator torque was 1000 Nm, both indicating above-rated operation with pitch action. The sample length choice was based on a trade-off between environmental condition distribution (wind speed, turbulence intensity and number of samples) and the ability to analyse spectral responses at lower frequencies. Each chunk was processed to return environmental data, speed control performance, pitch actuator duty and structural loading metrics. Data was gathered with the LAC using feedback gains of 100%, 75%, 38% and 10% of Baseline gains (LAC100, LAC75, LAC38, and LAC10). A summary of data volumes is given in Table I and distributions according to wind speed and turbulence intensity are illustrated in Fig. 4. The analysis presented in this paper used more than 35 hours of data.

<table>
<thead>
<tr>
<th>Gains</th>
<th>Baseline 45-s Chunks</th>
<th>LAC 45-s Chunks</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>137</td>
<td>110</td>
</tr>
<tr>
<td>75%</td>
<td>197</td>
<td>234</td>
</tr>
<tr>
<td>38%</td>
<td>94</td>
<td>42</td>
</tr>
<tr>
<td>10%</td>
<td>1423</td>
<td>614</td>
</tr>
</tbody>
</table>

Table 1. Recorded Data Volumes

Data from LAC100, LAC75 and LAC38 shows similar distributions and volumes to the baseline controller during their respective periods of operation, whereas LAC10 shows much lower levels of data collected compared to the baseline. Overall, the amount of data collected from LAC10 is still much greater than the other controller tunings.

### A. Rotor Average Wind Speed Reconstruction Performance

The Avent LIDAR system is able to sample winds at multiple distances in front of the turbine. RAWS reconstructions taken closer to the turbine are likely to have a higher correlation to the "true" RAWS at the rotor plane. However, because the-plane is closer, the sample points at the range gate are closer to the centre of the rotor, possibly losing data from spatial turbulence acting at the edge of the rotor. Using multiple gates can allow larger correlations while still maintaining adequate rotor coverage.

A wind speed estimator (WSE) was used to give the closest approximation to the "true" RAWS, which is used to test the coherence of RAWS estimated reconstructed from LIDAR signals. The estimator takes the following form:

$$V_{WSE,k} = AV_{WSE,k-1} + K(\alpha_{k-1} - \dot{\alpha}_{k-1})$$

where:
- $\hat{V}$ denotes an estimated value;
- $k$ is the time step index;
- $V_{WSE}$ is the wind speed estimate;
- $\alpha$ is the rotor acceleration;
- $A$ is the state transition matrix; and
- $K$ is the estimator gain.

The linearised error dynamics of this estimator are defined by:

$$\Delta \alpha_{k+1} = (A - KC) \Delta \alpha_k$$

where:
- $\epsilon = \alpha_{k+1} - \dot{\alpha}_k$.

Given that in quasi-steady-state conditions the following relation is held:

$$P = \frac{1}{2} \rho A R C_p \omega^2$$

where:
- $P$ is the mechanical power from the rotor;
- $\rho$ is the air density;
- $A$ is the rotor area;
- $C_p$ is the power coefficient;
- $\omega$ is the rotor speed.
\( \dot{V} \) is the rotor effective wind speed; and
\( \dot{\theta} \) is the mean blade pitch angle, we get:

\[
C_\mu \left( \frac{\partial}{\partial \dot{V}} \right) \left( \frac{\partial}{\partial \dot{\theta}} \right) \left( \frac{\partial}{\partial \mu} \right) \left( \frac{\partial}{\partial \mu} \right) V^2 + \lambda \frac{C_\mu \left( \frac{\partial}{\partial \dot{V}} \right) \left( \frac{\partial}{\partial \dot{\theta}} \right) \left( \frac{\partial}{\partial \mu} \right) \left( \frac{\partial}{\partial \mu} \right) \mu^2 }{V^2} \text{P.SD}
\]

By modelling the wind as a step input, \( j \rightarrow 1 \), the estimator gain can be described in terms of an approximate time constant, \( \tau \), for the error dynamics:

\[
\tau = \frac{1}{\frac{j}{c} + 1}
\]

\( \tau \) is set to 1 s for this study. \( C_\mu \) is recalculated online, allowing \( K \) to be updated each time step. In this realisation, the wind speed estimate is adjusted until the estimated and measured rotor speed coincide.

To find \( \dot{\omega} \), we use the torque imbalance equation for a rigid drivetrain:

\[
\dot{\omega} = \frac{\Omega Q}{\mu} - \frac{\Omega Q}{\mu} N/Q \text{P.SD}
\]

where:
\( \Omega \) is the aerodynamic torque;
\( Q \) is the generator torque;
\( N \) is the gearbox ratio;
\( \mu \) is the drivetrain efficiency; and
\( J_\mu \) is the rotor inertia.

\( C_\mu \) can be found by interpolating over a lookup table of \( C_\mu \) as a function of pitch angle and tip-speed ratio. The resulting RAWS estimate, \( V_{WSE} \), will show a lag relative to the "true" RAWS due to filtering. This lag will be similar to the lag from LIDAR-reconstructed RAWS signals because the latter is also filtered with a time constant of 1 s.

WSE outputs have been checked against meteorological (met) mast measured data and LIDAR reconstruction data, a time series sample is given in Fig. 5. The met mast is positioned 80 m away from the CART2 with an anemometer at the CART2’s hub height (36.5 m). Due to the changing wind directions, the phasing between the RAWS and met mast measurements will be somewhat random, but the magnitude trends coincide very well. The LIDAR-reconstructed RAWS and the WSE reconstructions also coincide well, with slight phasing error.

In Fig. 6, a magnitude squared coherence between \( V_{WSE}(\theta) \) and \( V(\theta) \) as reconstructed using data from each range gate individually and using data from all range gates together for a 200-minute data sample. The results demonstrate that combining data from all the gates results in the best performance, slightly outperforming data from Range Gate 1 above 0.1 Hz. The levels of coherence from Range Gate 1 are close to the combination of all range gates; this is likely due to the relatively large rotor coverage at a short focus distance, 63% and 50 m, respectively. As turbine sizes increase, we would expect a greater trade-off between LIDAR range and rotor scan area (assuming similar beam angles), amplifying the benefits of combining LIDAR measurements from multiple distances.

---

\[ \text{Figure 5. Time series sample of meteorological mast wind speed measurement, } V_{WSE} \text{ and } V. \]

\[ \text{Figure 6. Magnitude squared coherence between } V_{WSE}(\theta) \text{ and } V(\theta) \text{ using different range gates.} \]

---

\( V \) is the rotor effective wind speed; and
\( \theta \) is the mean blade pitch angle, we get:

\[
C_\mu \left( \frac{\partial}{\partial \dot{V}} \right) \left( \frac{\partial}{\partial \dot{\theta}} \right) \left( \frac{\partial}{\partial \mu} \right) \left( \frac{\partial}{\partial \mu} \right) V^2 + \lambda \frac{C_\mu \left( \frac{\partial}{\partial \dot{V}} \right) \left( \frac{\partial}{\partial \dot{\theta}} \right) \left( \frac{\partial}{\partial \mu} \right) \left( \frac{\partial}{\partial \mu} \right) \mu^2 }{V^2} \text{P.SD}
\]
IV. Conclusions

A field-testing campaign to test LAC has been undertaken on a 600-kW turbine using a fixed five-beam LIDAR system. The campaign compared the performance of a baseline controller relative to four LACs with progressively lower levels of feedback using 35 hours of collected data.

The data demonstrated that utilising measurements from multiple range gates on a pulsed LIDAR system can result in RAWS estimates with greater levels of correlation to wind speed at the rotor than using a single range gate. The benefits are likely to be more pronounced on implementations with larger turbines where each scanning range has a trade-off between distance and rotor coverage.

The LACs showed higher levels of speed control performance until controller gains had been reduced to 10% of baseline levels. The speed control was achieved with significantly reduced levels of pitch activity and generally lower levels of tower excitation.

LAC tower base DEL levels were consistently reduced relative to baseline levels once pitch activity at rotor harmonic frequencies was sufficiently reduced (LAC10); however, at these controller gain levels, speed control performance was poorer than baseline levels. However, the CART2 loading spectrum was dominated by responses at 2P and the first tower fore-aft natural frequency, indicating that the response reduction is less significant for this turbine. The reduction is likely to be more significant with typical full-sized turbines, which show lower excitation levels due to harmonic clashes.
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Figure 9. PSD of tower base fore-aft moment with different LAC tunings compared to the Baseline controller binned by wind speed. Blue: Baseline; Green: LAC.

Figure 10. Tower base fore-aft DEL with different LAC tunings compared to the Baseline controller binned by wind speed. Markers indicate range and mean of data in each wind speed bin. Blue: Baseline; Green: LAC.
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Abstract
This paper presents first steps toward an adaptive lidar data processing technique crucial for lidar-assisted control in wind turbines. The prediction time and the quality of the wind preview from lidar measurements depend on several factors and are not constant. If the data processing is not continually adjusted, the benefit of lidar-assisted control cannot be fully exploited or can even result in harmful control action. An online analysis of the lidar and turbine data is necessary to continually reassess the prediction time and lidar data quality.

In this work, a structured process to develop an analysis tool for the prediction time and a new hardware setup for lidar-assisted control are presented. The tool consists of an online estimation of the rotor effective wind speed from lidar and turbine data and the implementation of an online cross-correlation to determine the time shift between both signals. Further, we present initial results from an ongoing campaign in which this system was employed for providing lidar preview for feedforward pitch control.

1 Introduction
For wind turbines, wind is the energy source as well as the main disturbance to the wind turbine control system. The control system has to balance competing control objectives: increasing the energy yield while reducing the structural loads. However, traditional feedback controllers are only able to react to the disturbance of the inflowing wind field after it has already impacted the turbine. With the recent development of lidar technology, the information about incoming disturbances can be made available beforehand and used for feedforward control. A comprehensive overview of lidar-assisted control can be found in [1].

In an initial field testing on the two- and three-bladed Controls Advanced Research Turbines (CART2 and CART3 at the National Wind Technology Center in Boulder, Colorado), a collective pitch feedforward controller using lidar wind disturbance preview was able to reduce the rotor speed variation [2,3]. However, this reduction cannot be directly converted into a reduction of the levelized cost of energy (LCOE). Thus, one of the long-term research challenges identified by the European Academy of Wind Energy is the transformation from scientific proof-of-concept to studies that provide a measurable benefit of lidar-assisted control [4]. A first study shows an LCOE reduction of 6.5% for large offshore wind turbines [5].

Lidar is only able to measure the wind speed along the line-of-sight (LOS) of the laser beam. Multiple LOS measurements can be put together to form a general wind field, with a longitudinal wind speed, as well as horizontal and vertical shear. Additionally, these wind speed measurements are taken upstream of the wind turbine, and as the wind travels toward the wind turbine, it will change due to the turbulence in the atmosphere. A coherence measurement between the lidar wind measurement and the rotor effective wind speed measured by the wind turbine helps to quantify the turbulent wind evolution. Higher and higher coherence values will lead to further and further improvements in the controller’s ability to use the lidar preview information for feedforward control. An example of this is in [6], where simulation studies showed that improving the coherence will lead to improvements in feedforward control for load reductions.

Having a high coherence between the lidar measured wind speed and the rotor effective wind speed is quite challenging, as the coherence has to take into account the lidar measurement techniques as well as the turbine dynamics. From an industrial standpoint, lidars and wind turbines come from different manufacturers and have their own individual data acquisition systems. Additionally, due to the multi- and interdisciplinary character of the problem, there is a gap in knowledge on the one hand, a thorough understanding of lidar measurement principles and limitations is mandatory for providing usable signals to the controller system. On the other hand, detailed knowledge about wind turbine dynamics and controls is necessary to determine which signals can be used for preview control. These challenges make it hard for lidars and wind turbines to relate to one another in order to effectively enhance the turbine control system with lidar wind preview. Instead, a centralized system—developed by a joint project between industry and research institutions—which has access to real-time data from both the wind turbine and the lidar, would be better suited to close the gap between lidars and wind turbines.

A consortium of NREL, SWE, and the lidar manufacturer Avent Lidar Technology started to test advanced lidar-assisted control on the CART2 in January 2015. The same lidar-turbine combination has been used in an previous campaign [7]. A new adaptive data processing technique independent from lidar and turbine control software and hardware was developed during this campaign. The improved setup and the combination of lidar- and turbine-specific knowledge enables a comparison of the rotor-effective wind estimates from turbine and lidar data. With a cross-correlation calculated in real time, the lidar estimate can be aligned with the turbine’s reaction via a graphical user interface (GUI). The feedforward control action can be applied to the turbine with the desired preview time, which improves the overall control performance.

This system was then used to provide a feedforward pitch update to the feedback controller, and a campaign to assess the improvement in performance from the baseline controller was performed. Initial results from this campaign are provided to show the value of the approach.

2 Approach
As discussed in the introduction, this paper presents a system for producing an accurate wind preview that can be used for a maximally effective feedforward control of wind turbines.

In this section, we present the approach taken for designing this complete system, from the design of the feedforward controller that will apply the lidar signal, and the stages of refinement and implementation that would be expected in an industrial application.

2.1 Structured Code Development for Lidar-Assisted Control
The code development for lidar-assisted control is structured in five stages: feedforward controller development, data processing development, real-time environment development, hybrid simulations, and field testing.

1. Feedforward Controller Development: Assuming perfect wind preview, the feedforward controller is first designed and tested using the Simplified Low Order Wind turbine (SLOW) model [8] with only 2 degrees of freedom (rotor and tower motion). In this case, the simulation model is identical to the controller design model and the control performance should be as desired. Then, the same wind is used in simulations with an aerodynamic model (FAST [9]) to test the robustness of the controller against model uncertainties. Figure 1 shows simulations with the FAST model for an extreme operating gust (EOG). The feedforward controller is able to reduce the impact of wind speed changes to the rotor speed following its design objective [10]. Figure 2 (left) shows a diagram of the SLOW model.

Figure 1: Reaction to an EOG at 12 m/s: Feedback only (dark blue) and with additional feedforward (light blue).

2. Data Processing Development: In the previous stage, the feedforward controller was designed to perform well assuming perfect wind preview. In this stage, we develop the data processing that will be used with realistic lidar measurement of the wind. Using the FAST model, we now simulate the turbine operating in a turbulent wind field, rather than a uniform flow, which can be easily represented by a single velocity. A lidar simulator [11] is used to scan the incoming wind field. The data is condensed to an estimate of
The feedforward controller, the data processing, and the feedforward controller are developed in parallel. Each stage has a defined goal. This helps to de-
3.2 Online Calculation of Cross-Correlation

The feedforward control inputs are calculated based on the lidar estimate of the rotor-effective wind speed and sent to the CART-SCADA with an adjustable preview time before the wind disturbance reaches the turbine. This timing is crucial and the lidar estimate needs to be aligned with the rotor-effective wind speed from the turbine data. The preview time of the lidar estimate is based on Taylor’s Frozen Turbulence Hypothesis and calculated by dividing the measurement distance by the mean wind speed. Changes in the preview can be due to the changing impact of the induction zone or inaccuracies in Taylor’s hypothesis or the measurement distance.

On the Gateway, the timing is evaluated online by calculating the cross-correlation between the rotor-effective wind speed from lidar and turbine data. The normalized cross-correlation gives a measure of the similarity of the estimation and the timing of the estimation. An example of the online cross-correlation over the last 10 seconds is given in Figure 6. The timing can be adjusted manually by shifting the lidar preview via the GUI, and the changes can be observed in real time. During the ongoing field testing, an offset of 1 second was identified and corrected.

3.3 Initial Results of Field Testing

Finally, a field campaign was conducted in which the baseline feedback pitch controller was augmented by the lidar-preview feedforward pitch update. Because the lidar preview measurement was shown to have good coherence to turbine measurements and was robust over time, the feedback controller could be detuned to maximize the benefit of using lidar feedforward. Detuning the feedback controller allows the feedforward controller to handle the lower wind disturbance frequencies, up to the coherence limit, which should be the optimal combination.

The field test is set up so that the controller cycles between 5 minutes of running the normal baseline feedback controller and 5 minutes of combined feedforward and detuned feedback controller as described above. By cycling in this way, the two controllers are tested in wind conditions that are as similar as possible.

Currently, field tests have been run intermittently over several months, across a range of seasons and atmospheric conditions. While still somewhat initial, the data is already demonstrating promising trends. To analyze the data, we process each 5-minute data file as follows. The first 30 seconds of each file are ignored, to allow the change in performance of transitioning from one controller to another to be established. The remaining time is divided in 45-second continuous chunks and processed. For each chunk, statistics such as mean and standard deviation are computed for all signals, and for signals related to fatigue, a damage equivalent load (DEL) is likewise computed.

We first consider the speed-regulation performance of the lidar-enhanced controller compared to the baseline. The collective pitch controller regulates the rotor speed around the rated setpoint. On the first question, we see how our modification affected this performance.

Figure 7 compares the performance of speed regulation. Note that for the plots, the statistics computed from the 45-second chunks have been binned by wind speed and for each wind speed and controller the mean value and standard error of the mean are computed. First, in Figure 7 (left), the standard deviation of the rotor speed is compared across the collected 45-second chunks of data. From this plot, it appears that the speed regulation performance has not been impacted, which is the desired result. Had lidar feedforward been ineffective, detuning the feedback controller would have significantly worsened rotor speed variation, which would have increased. Figure 7 (right) plots the frequency of occurrence of each per-chunk maximum rotor speed. While the highest observed rotor speeds did occur with the lidar-enhanced controller, there is not much noticeable change in performance. Finally, Figure 8 (left) shows the pitch rate standard deviation, which indicates the amount of pitch activity. Here, it is clear the lidar-enhanced controller is achieving similar results in speed-control with significantly less pitch actuation compared to the feedback-only controller. Because the feedback controller can only react after a wind event, it would normally need to pitch more aggressively than a controller that previews the upcoming wind event and can begin acting ahead of time.

Additionally, the standard deviation of the tower acceleration is shown in Figure 9 (right). We can now compare the controllers in terms of the fatigue loads by plotting the per-chunk DEL statistics. Because collective pitch is the primary driver of fatigue loads related to rotor thrust, we focus on those—specifically blade flap-wise bending and tower fore-aft bending moments.

The comparison of flap bending is shown in Figure 9 (left). Although additional data collection in higher winds would greatly aid in drawing conclusions, a reduction in this load is evident in wind speeds above rated. Fore-aft tower bending, shown in Figure 9 (right), is significantly reduced by the experimental controller.

4 Conclusion and Outlook

In this work a solution is presented that allows the data processing and feedforward control to be independently calculated of the lidar system and the turbine controller. This setup allows robust operation of the wind turbine and intensive calculations on timescales different from the feedback control loop.

Further, the setup provides the possibility to determine not only the rotor-effective wind speed estimate...
H∞ Based Gain Scheduled Robust Control for Load Mitigation in a Commercial 3 MW Wind Turbine

Abstract

The design and analysis of different robust control strategies applied to a commercial 3 MW wind turbine are presented in this paper. An exhaustive simulation analysis is developed with the proposed robust controllers and they are compared to the baseline controller – LTI based – installed in a commercial wind turbine by means of Key Performance Indicators (KPIs). The family of linear models extracted from a high-fidelity aeroelastic code is used to design the robust controllers and this software package is also used to perform a full set of calculations including both extreme and fatigue load cases.
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1 Introduction

In the last years, the incessant increase of size of wind turbines, combined with an increment of the structure complexity for offshore wind turbine designs, has introduced new challenges in the control systems. These control systems have to be more complex to match tight design specifications in terms of loads and performance. Such design targets have often opposite trends, for instance lighter mechanical structures with lower resonance frequencies are required but loads must be kept limited, and the best trade-off must be found. In this way, the number of control objectives has increased and, due to coupling of variables and components of wind turbines, the present tendency of the control strategy design is to use multi-objective and multivariable schemes. Several applications of advanced multivariable control techniques – such as robust control – are found in the literature, and some of them have also been field-tested in wind turbine prototypes [2].

In previous work of the authors [1][4][5], gain-scheduled (GS) robust controllers were designed for the public 5 MW 'upwind' wind turbine model. The controllers obtained had a higher capacity to adapt their behaviour according to the different operating points in wind turbine non-linear systems, therefore they improved closed loop performance, compared to Linear Time Invariant (LTI) controllers. Bearing in mind that those GS robust controllers are based on high-order H∞ controllers, used interpolation methods implicate an important contribution in the LTI control interpolation field due to the mathematical calculation convergence problems.

Recently, robust control techniques have been applied to a commercial multi-megawatt wind turbine (Fig. 1) and this paper focuses on the results achieved. The controllers were designed according to design procedures presented in [4] and [5]. The different robust controllers obtained were integrated in the control code and in the control hardware. As a previous step before field-testing, the robust controllers have been tested by Hardware in the Loop (HIL). To consolidate the results presented in this paper with field data, an experimental test campaign will be carried out at the real wind turbine in the coming months.

This paper compares the different control structures based on robust control theory and designed for a multi-megawatt commercial wind turbine against its LTI based baseline controller. The comparison of these controllers has been developed by means of simulations in a high-fidelity aeroelastic code. Four control structures are analyzed, namely BCS (Baseline Control Structure), RCS1 (Robust Control Structure 1), RCS2 (Robust Control Structure 2) and RCS3 (Robust Control Structure 3). In the case of the control structure RCS2 two controllers are considered: RCS2a without tower side-to-side compensation and RCS2b with this compensation. The comparison is made by means of Key Performance Indicators (KPIs).

2 Controllers

The four control structures developed for the commercial wind turbine (BCS, RCS1, RCS2 and RCS3) are briefly described in next sub-sections.

The control objectives for the novel proposed robust control algorithms are as follows: 1) improving the regulation of the generator speed, 2) mitigating the wind effect on the tower fore-aft and side-to-side first modes and 3) damping the drive train mode – both with the main objectives of mitigating the loads in the wind turbine --, and 4) improving the generation of electric power. Fig. 2 shows a general view of the robust control structure used in this work, which is based on two multivariable collective pitch and generator torque controllers. Finally the tower fore-aft compensation was not activated in any of the robust controllers and the tower side-to-side compensation was not considered in the RCS2a controller, but it was in the other robust controllers.

In the robust controller structure RCS1 a unique collective pitch H∞ controller is designed for the whole above rated zone [4]. The robust control structures RCS2 and RCS3 are based on three collective pitch H∞ controllers, designed with the same structure of the RCS1 controller but for three operating points in the above rated zone, corresponding to wind speeds of 13 m/s, 19 m/s and 25 m/s, and covering, covering robust stability up to cut out wind speed. The main goal is to improve the
regulation of the generator speed achieved with the LTI pitch control designed in RCS1. In RCS2 the interpolation of these three controllers has been developed with a gain-scheduling of the controller’s state space matrices by polynomials approximations [5], where the controller is represented by Linear Fractional Transformation (LFT). In RCS3 a more sophisticated interpolation method solving a complex a Linear Matrix Inequalities (LMI) system [5], which guarantees the closed loop stability during the transitions, has been used.

2.1 Baseline controller (BCS)

Controller based on the classical control design proposed by Bossanyi in [3]. This control design consists of uncoupled multi-variable pitch angle and generator torque control loops and the controllers are based on gain-scheduled Proportional-Integral (PI) controllers and filters. This controller is a mature and well-tuned controller of the commercial wind turbine.

2.2 Robust controller 1 (RCS1)

Basically, the designed control strategy consists of two robust H∞ multi-input single output (MISO) controllers (Fig. 2).

The first MISO (Multi-Input Single-Output) controller is a generator torque controller which reduces the wind effect in the drive train and tower side-to-side first modes. This works in all operating zones, although the basis in the below rated zone – to follow the optimum power coefficient curve – is the same as in the baseline BSC controller. The other MISO controller, the collective pitch angle MISO controller, is designed for the operating point corresponding to a mean speed of 15 m/s and regulates the generator speed at the nominal value.

Taking into account that this is a unique controller for the whole above rated zone, limited performance levels were expected, balancing the large robustness of the controller.

2.3 Robust controllers 2 (RCS2a and RCS2b)

The generator torque control is the same as the MISO generator torque controller used in the RCS1 controller. For the collective pitch controller, in order to overcome the performance limitation of using a unique H∞ MISO controller for the whole above rated zone, three basic H∞ controllers are designed with the same structure of the RCS1 controller but for three operating points, corresponding to wind speeds of 13 m/s, 19 m/s and 25 m/s. Each basic H∞ controller is valid only for a stability robust region and therefore the controller must be changed according to the region in the above rated zone. The change of controllers can be performed either by interpolation or by switching. Switching might produce instability and interpolation is preferred. In the RCS2 control structure the interpolation of the three LTI H∞ controllers is based on the gain-scheduling of the coefficients of the three LTI controller’s state-space matrices [5]. The stability in all trajectories of the above rated zone is not guaranteed in the control design with this LFT represented gain-scheduled controller, but it should be guaranteed by means of extended simulations. Fig. 3 shows the upper LFT representation of the gain-scheduled robust pitch controller, where the coefficients of the state space matrices are interpolated with a first order polynomial approximation. The varying parameter is named p(t) and it varies according to the present pitch angle.

As mentioned, with the RCS2 robust control structure two controllers were designed: RCS2a, without tower side-to-side compensation and RCS2b, with tower side-to-side compensation.

2.4 Robust controller 3 (RCS3)

The generator torque control is not changed from the RCS2 robust control structure to this control structure. However, the interpolation of the three collective H∞ pitch controllers diverges from RCS2. It is based on solving a Linear Matrix Inequalities (LMI) system to represent it in a new gain scheduled scenario (see Fig. 4). The collective pitch angle control signal is calculated from the contribution of the new three calculated discretized controllers, represented in state space: SS1d, SS2d and SS3d. These are calculated solving the LMI system and their frequency response is the same as in the three H∞ controllers used. However, SS1d, SS2d and SS3d are prepared to be interpolated by the three gains. The stability is guaranteed in all points of the parameter trajectory of the response.

Figure 3: RCS2: Upper LFT representation of the gain-scheduled robust pitch controller

Figure 4: RCS3: Structure of the LMI solution based gain-scheduled pitch control

Figure 5: Drive train mode compensation of baseline and robust controllers

Figure 6: Tower side-to-side compensation
3 Result Comparison

Some simulations have been performed in a high-fidelity aeroelastic code with the five controllers.

Load Cases DLC1.1, DLC1.2, DLC1.3, DLC1.4, DLC1.5, DLC1.6, DLC1.7, DLC1.9, DLC2.1a, DLC2.1b, DLC2.2 and DLC4.2 of the standard IEC 61400-1:1999 [6] have been considered.

The results obtained with the different controllers are compared by means of KPIs (Key Performance Indicators) of main coordinate systems. The four robust controllers are evaluated in comparison to the baseline controller BCS. Performance is evaluated by means of KPIs of ‘over speed’, ‘Annual Energy Yield (AEY)’, ‘tower clearance’ and ‘pitch duty’ values. Fatigue loads are assessed with KPIs of Tower Base Mx and My, Blade Root Mflap and Medge, and Stationary Hub Mx, My and Mz. Finally, for the evaluation of ultimate loads, KPIs of Tower Base Mxy, maximum and minimum Blade Root Mflap and Medge, and Stationary Hub Mx and Myz are taken into account.

Next subsections present some results, which appear summarized in Table 2.

3.1 Performance

3.1.1 Time domain results

As an example of results in the time domain, Fig. 8 shows the generator speed, generator torque, blade pitch angle and electric power signals for a power production wind with a mean speed of 18 m/s by using the four analyzed controllers. As observed, the generator speed is better controlled with the robust controllers. The pitch angle and the generator torque signals are very similar with all the controllers. Similar results are obtained with other turbulent wind speeds. Generator speed regulation and electrical power regulation improve with the GS robust controllers.

3.1.2 Annual Energy Yield

Using the power production simulations (DLC1.2) KPIs of the Annual Energy Yield (AEY) weighted with a Weibull distribution (hours/year) was calculated. Fig. 9 shows the results obtained with the robust controllers compared to the baseline controller. As observed, the AEY decreases with the RCS1 controller: this is because being a unique pitch controller for the whole above rated zone, the performance is optimized for the nominal operation point considered for the design – 15 m/s – and it gets worse when moving away from this optimum point. AEY increases 0.3% and 0.2% with the RCS2 and RCS3 controllers. The increments are especially relevant in the range 6-14 m/s because one of the basic $H_\infty$ controllers considered was developed to be optimum at 13 m/s. In high wind speeds the results with the robust controllers are worse in general due to the characteristics of the interpolation techniques.

Figure 7: Effect of robust controllers on pitch plants compared to the baseline controller

Figure 8: Comparison results for the four controllers with a turbulent production wind at 18 m/s

Figure 9: KPI Table for Annual Energy Yield in comparison to BCS controller

Figure 10: KPI Table for Tower Base My in fatigue comparison to BCS controller
3.2 Mechanical loads

3.2.1 Fatigue loads

Simulations were performed in the DLC1.2 case with all controllers for turbulent production wind files between 4 and 24 m/s. After that, Key Performance Indicators (KPIs) were calculated for the main coordinate systems and compared with the baseline controller BCS.

Fig. 10 shows the comparison table for the fatigue of Tower Base My variable. As a result, after calculating Damage Equivalent Loads (DEL) weighted with a Weibull distribution, this load decreases 1.2% with the RCS1 controller and 1.7% with the RCS3 controller but it increases up to 1.7% with the RCS2 controllers. This increment with the RCS2 control structure is due to an increment of the pitch activity around the first tower fore-aft mode, whose frequency is close to the 1P frequency.

Fig. 11 and Fig. 12 show the comparison tables for the fatigue of Blade Root Mflap and Medge coordinate systems. As observed, the Mflap load increases with the four controllers at low and intermediate wind speeds and it decreases especially with the controller RCS1 at high wind speeds. In the end, the total equivalent load increases with the three controllers, 0.5%, 1.7%, 1.5% and 1.6% respectively. The Medge fatigue load increases quite a lot with the controller RCS1 at high wind speeds and it remains very similar with the RCS2 and RCS3 controllers. In the end, the total equivalent load increases 0.3% for the controller RCS1 and 0.1% for the RCS2b and RCS3 controllers. As observed, the activation of the tower side-to-side first mode damping channel increases this fatigue load due to its generator torque contribution. As observed, the increments increase with the wind speed for the three robust controllers with tower side-to-side compensation.

3.2.2 Ultimate loads

One of the main advantages of using robust control techniques is the capability for adapting closed loop shapes by means of weighting functions and therefore to improve the bandwidths of the control loops compared to the baseline controller's ones. The effects of an improvement in bandwidths could be observed especially in ultimate load cases, which are very important when evaluating the performance of a wind turbine with a specific controller. After taking into account all DLC cases simulated the extreme loads were evaluated for the coordinate systems under analysis. Table 1 shows the results obtained with the four robust controllers in comparison to the baseline controller. With the RCS1 controller ultimate loads improve in all coordinate systems except in Blade Root Medge, where loads increase 1% compared to the baseline case. The decrement in Tower Base Mxy is very significant (4.9%). This improvement is much higher than improvements obtained with the GS robust controllers: the reason is that the worst case is an emergency stop DLC case in combination with a coherence gust where the pitch bandwidth of the RCS1 controller has very positive effects.

Stationary Hub Myz increases 3.2% with the RCS2b controller and only 0.5% with the RCS2a controller. Influence of the tower side-to-side compensation can be observed also in Stationary Hub Mx and Tower Base My, but in some cases loads increase and in others do not compared to the baseline BSC controller. With the RCS2 control structure the loads on the other coordinate systems decrease, but in general less than with the RCS1 controller.

With the RCS3 controller all of the ultimate loads improve, being the improvement relevant in maximum Blade Root Mflap (2.4%), maximum Blade Root Medge (1.6%) and Stationary Hub Mxy (1%).

3.3 Summary

Table 2 shows a summary of the KPI values obtained for the four robust controllers in comparison to the baseline controller.
Conclusions

This paper presents a comparison of different robust controllers, designed for a commercial Alstom’s 3 MW wind turbine, to its baseline controller. The family of linear models, extracted from a linearization process in a high-fidelity aeroelastic code, is used to design the proposed collective pitch and generator torque robust controllers. Also, this software package is used to develop the battery of simulations for the calculations of the extreme and fatigue load cases and to determine the values of the KPIs (Key Performance Indicators).

As expected, the use of gain-scheduled collective pitch control based on the interpolation of three H controllers improves the response of the loop in this control zone due to a better adaptability of the controller to the wind turbine operating points. The two methods analyzed to develop the interpolation are based on the gain-scheduling of the controller’s state space matrices by polynomials approximations or solving Linear Matrix Inequalities (LMI) systems. In the first one, the stability is not guaranteed in the control design and it has to be demonstrated with simulations in the non-linear closed loop. However, the stability in the second method is guaranteed because it is considered in the formulation of the LMI system.

The generator speed regulation is improved with the gain-scheduled controllers in the above rated zone and, inherently, the electric power production is regulated in the above rated control zone with more accuracy near the nominal value of 3 MW. Also, a generator torque control loop to mitigate the wind effect in the tower side-to-side compensation has not any influence on the three controllers, especially with the RCS2 controller (59.8%) due to the limited performance obtained with a unique controller for this commercial Alstom’s wind turbine.

Overall, the results obtained from this study are very promising in terms of loads and performance. Load levels are generally improved in all the coordinate systems under analysis, especially in Blade Root Mx, Blade Root Mxap, Blade Root Mxap, and Stationary Hub Mx. With the controllers RCS2 the results are also fairly good but there is an important load increment (3.2%) in Stationary Hub Myz with the RCS2b controller.

5 Learning Objectives

As expected, the use of gain-scheduled collective pitch control based on the interpolation of three H controllers improves the response of the loop in this control zone due to a better adaptability of the controller to the wind turbine operating points. The two methods analyzed to develop the interpolation are based on the gain-scheduling of the controller’s state space matrices by polynomials approximations or solving Linear Matrix Inequalities (LMI) systems. In the first one, the stability is not guaranteed in the control design and it has to be demonstrated with simulations in the non-linear closed loop. However, the stability in the second method is guaranteed because it is considered in the formulation of the LMI system.

The generator speed regulation is improved with the gain-scheduled controllers in the above rated zone and, inherently, the electric power production is regulated in the above rated control zone with more accuracy near the nominal value of 3 MW. Also, a generator torque control loop to mitigate the wind effect in the tower side-to-side compensation has not any influence on the three controllers, especially with the RCS2 controller (59.8%) due to the limited performance obtained with a unique controller for this commercial Alstom’s wind turbine.

Overall, the results obtained from this study are very promising in terms of loads and performance. Load levels are generally improved in all the coordinate systems under analysis, especially in Blade Root Mx, Blade Root Mxap, Blade Root Mxap, and Stationary Hub Mx. With the controllers RCS2 the results are also fairly good but there is an important load increment (3.2%) in Stationary Hub Myz with the RCS2b controller.

4 Conclusions

This paper presents a comparison of different robust controllers, designed for a commercial Alstom’s 3 MW wind turbine, to its baseline controller. The family of linear models, extracted from a linearization process in a high-fidelity aeroelastic code, is used to design the proposed collective pitch and generator torque robust controllers. Also, this software package is used to develop the battery of simulations for the calculations of the extreme and fatigue load cases and to determine the values of the KPIs (Key Performance Indicators).

As expected, the use of gain-scheduled collective pitch control based on the interpolation of three H controllers improves the response of the loop in this control zone due to a better adaptability of the controller to the wind turbine operating points. The two methods analyzed to develop the interpolation are based on the gain-scheduling of the controller’s state space matrices by polynomials approximations or solving Linear Matrix Inequalities (LMI) systems. In the first one, the stability is not guaranteed in the control design and it has to be demonstrated with simulations in the non-linear closed loop. However, the stability in the second method is guaranteed because it is considered in the formulation of the LMI system.

The generator speed regulation is improved with the gain-scheduled controllers in the above rated zone and, inherently, the electric power production is regulated in the above rated control zone with more accuracy near the nominal value of 3 MW. Also, a generator torque control loop to mitigate the wind effect in the tower side-to-side compensation has not any influence on the three controllers, especially with the RCS2 controller (59.8%) due to the limited performance obtained with a unique controller for this commercial Alstom’s wind turbine.

Overall, the results obtained from this study are very promising in terms of loads and performance. Load levels are generally improved in all the coordinate systems under analysis, especially in Blade Root Mx, Blade Root Mxap, Blade Root Mxap, and Stationary Hub Mx. With the controllers RCS2 the results are also fairly good but there is an important load increment (3.2%) in Stationary Hub Myz with the RCS2b controller.
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Abstract
This paper considers how structured H∞-control design based on a given wind spectrum can be used as a systematic, transparent and efficient way for tuning the parameters of fixed-structure controllers for rotor speed control and active tower damping for a horizontal-axis wind turbine using collective pitch actuation.
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1 Introduction
If collective pitch is used for both rotor speed control and active tower damping of a wind turbine, control design effectively becomes a multivariable problem. Speed control and axial tower motion are highly coupled, as changes in pitch angle always influence both the aerodynamic thrust and the aerodynamic torque acting on the rotor. Modern control design methods, in principle, can optimize both control loops in parallel once the overall optimization criterion is defined, e.g. [1]. This, however, requires proper weighting of different control objectives as a starting point, which in many cases is not obvious. As a consequence, the problem of controller parameter tuning is often shifted towards tuning of weighting matrices or weighting functions.

Furthermore, the resulting MIMO-controllers are not very comprehensible and, depending on the selected control design model, may be of high order. In practice, this can cause problems for gain scheduling or pitch actuator saturation / controller switching between part - and full-load operation.

It is common practice in industry to design separate control loops for speed control and tower damping. The controller structure typically consists of simple PID schemes or filters that are designed in an iterative process. In many cases, an existing speed controller is augmented with an additional control loop for active tower damping [2]. Clearly, this approach will not result in an optimal controller parameterization regarding both speed control and tower fatigue objectives.

The approach taken in this paper is to apply a pragmatic multivariable control design to a controller with predefined, i.e. fixed structure. The advantages of a simple and comprehensible controller structure should be combined with those of a systematic multivariable control design.

The results and conclusions presented in this paper have been derived for the well-known 5 MW NREL reference wind turbine [3]. However, similar results have been observed also for models of different multi-MW wind turbines.

2 Formulation of Control Objectives in the Frequency Domain
The assumed control objective in this study is:

For a given wind spectrum,
- minimize the fatigue damage related to the fore-aft tower base bending moment,
- while keeping the rotor speed deviations below a defined threshold
- and keeping pitch speed and pitch acceleration below given thresholds.

Since information on the wind field is typically given in the frequency domain, an H∞-norm based approach is chosen. The original control objectives, which are actually time domain criteria, are translated into weighting functions. While some authors propose "black-box" numerical optimization of weighting function parameters, e.g. Ordemir [4], in this paper the dependency between weighting function parameters and the original control objectives should be made transparent. For this purpose, tower bending fatigue and maximum speed deviations must be related to the frequency domain properties of the wind turbine, i.e. the shape of the closed-loop transfer functions.

As described in [5], fatigue due to tower fore-aft bending can be estimated directly based on the power spectral density (PSD) of the bending moment signal, using the Dirlik-method [6]. Also, the maximum speed deviations can be estimated based on the PSD of the generator speed signal using the Rice-method for estimating the probability distribution of maximum amplitudes of a normally distributed signal [7]. In this paper, the value of 2 times the amplitude corresponding to 95% in the cumulative probability distribution was used as (conservative) estimate for the maximum rotor speed deviation from mean in a 600 s time series.

The evaluation of controllers with regard to the control objective formulated above can thus conveniently be carried out on the basis of PSDs. As long as the assumption that the turbine behaves linearly is valid, these PSDs can be calculated directly from the transfer function and the assumed wind spectrum without any time domain simulations, see e.g. [2]. Thus, optimizations are computationally very efficient. Note that the linear system assumption will be violated for large deviations from the operating point and especially if the transition between full-load and part-load is considered. However, for optimizing the controller for individual operating points in the full-load region of the wind turbine, the approach is considered to be very useful.

3 Wind Turbine Model for Control Design
In this paper, a linearized model for only one operating point at 18 m/s mean wind speed is considered for control design. As we consider only full-load operation, the generator torque was assumed to be constant and pitch speed reference was used as single control input.

In order to reduce complexity and calculation time for the full-order H∞-control design, the linearized control design model was derived from a 40th order reference wind turbine model by model reduction using modal condensation. For full-order and structured H-infinity design, an 18th order wind turbine model was found to be sufficient, which describes the relevant system dynamics up to approximately 4 Hz, including

- 1st and 2nd tower bending modes following the same frequency development as system modes with zero slope, in general, result in smaller tower bending fatigue.

Instead, the observation was made that weighting functions crossing the open loop transfer function GB(GW) with zero slope, in general, result in smaller tower bending fatigue. For this reason, an inverse weighting function as shown in Figure 9 (a) was chosen, having proportional behavior around the desired controller bandwidth and derivative behavior at low frequencies, resulting in zero steady-state speed deviation of the closed-loop system. The first corner frequency is denoted as fBM. At a frequency of 0.8 Hz, the slope again changes to 20 dB/decade to avoid interaction with higher frequency modes of the wind turbine.

To be more accurate, however, the resulting transfer functions, step responses and frequency domain performance indicators are computed based on the more detailed linear model of order 40.
The free parameters of the inverse weighting function are thus corner frequency $f_{WOm}$ and the gain in the horizontal part $k_{WaT}$.

Considering Figure 8, if tower bending fatigue is compared for different controllers with equal maximum generator speed deviation (Rice estimate), it turns out that controllers with small values of $f_{WOm}$ achieve lower values of tower bending fatigue damage.

As a consequence, a pure D-controller acting on pitch rate reference (or a pure P-controller acting on the pitch angle reference) seems to be most suitable if steady-state rotor speed deviations can be tolerated. If zero steady-state error is required, a desired time compensation constant for the steady state error can be specified. In the following it will be assumed that $f_{WOm}$ is set to a defined value corresponding to a comparably large time constant of 10s.

### Weighting function for tower top acceleration

For tower top acceleration, a simple constant $k_{WaT}$ is used as inverse weighting function, see Figure 9 (b). The aim is to attenuate the peak in the transfer function from wind speed to tower top acceleration, which corresponds to an active damping of the tower fore-aft-motion.

### Weighting function for pitch speed

The aim of this weighting function is to represent the actuator limits in terms of pitch speed and pitch acceleration. Furthermore, it should provide sufficient roll-off to the controller for higher frequencies in order to avoid interaction with high-order structural modes and noise, and to increase robustness against model uncertainties. Additionally, it was observed that proper bandwidth limitation is effective to avoid the calculation of unstable controllers by the hinfsyn function.

The inverse of the chosen weighting function is shown in Figure 9 (c). In the low frequency region, the requirement to limit the pitch speed results in

$$W_D(j \omega) = G_{pitch}(j \omega) / \Omega_{pitch,max}$$

Here the maximum pitch speed $\Omega_{pitch,max}$ was assumed to be 5 deg/s.

For higher frequencies, two zeros are placed in order to limit the bandwidth of the pitch controller. The bandwidth of the inverse transfer function was chosen at approximately 2 Hz to roll off above the first flapwise blade bending mode.

### Influence of weighting function parameters on tower bending fatigue and maximum speed deviation

In the following, the weighting function for pitch speed is considered as fixed, while the gains $k_{WOm}$ and $k_{WaT}$ of the weighting functions for generator speed and tower acceleration are considered as free parameters for control design. One of the advantages of the control design using parametric weighting functions is the interpretation of these free parameters in terms of upper limits on transfer functions. To illustrate this, a number of H∞-controller calculations have been carried out on a grid in the 2-dimensional parameter space $[k_{WOm}, k_{WaT}]$.

For the resulting controllers, the dependency of maximum speed deviations and tower bending fatigue damage on the maximum magnitude values of $N_{Om}(j \omega)$ and $N_a(j \omega)$ have been investigated.

For that purpose, the parameters $k_{WOm}$ and $k_{WaT}$ have been reduced stepwise beginning from starting values $k_{WOm, start}$, $k_{WaT, start}$. These starting values can be interpreted as absolute upper bounds on the magnitude of the transfer functions $N_{Om}(j \omega)$, $N_a(j \omega)$. For $k_{WOm}$, the natural choice is to set the starting value to the maximum of the open-loop transfer function from wind speed to tower top acceleration $G_{pitch}(j \omega)$. This means, the controller should not reduce the damping in comparison to the open loop. Regarding the speed control loop, an upper bound for $|N_{Om}|$ can be easily found from the admissible maximum speed deviation, as shown below.

For every H∞-controller computation, the function hinfsyn returns a performance value $\gamma$ which is smaller than 1 if all specifications in terms of weighting functions have been met. For $\gamma > 1$ this is not the case and some closed loop transfer functions exceed the weighting functions. The lower limit of the parameter space is thus given by the combinations $[k_{WOm}, k_{WaT}]$ that result in $\gamma = 1$, forming the border to the parameter region that is not feasible in terms of actuator limits or robustness requirements.

The dependency of the Rice estimate for maximum generator speed deviation on the maximum magnitude of the transfer function $N_{Om}(j \omega)$ is shown in Figure 2. Here, the relation is quite clear: a reduction in $\max|N_{Om}|$ - as expected - will result in a proportional reduction of the maximum speed deviation. There is almost no dependency on $\max|N_a|$. If the slope of the linear dependency is known, the maximum value of $k_{WOm}$ as upper bound on $k_{WOm}$ can thus be directly derived from the maximum admissible speed deviation.

Considering the dependency of tower bending fatigue damage $D_{pitch}$ on the individual maxima of $N_{Om}(j \omega)$, $N_a(j \omega)$ the relation is shown by the color map in Figure 3. The red dots denote the calculated controllers. For constant $\max|N_{Om}|$, a decrease in $\max|N_a|$ will result in reduced fatigue damage. On the other hand, for constant $\max|N_a|$, also a decreasing $\max|N_{Om}|$ will result in reduced fatigue damage. In the considered case, the minimum is located on the lower border of the plane which is determined by the condition $\gamma = 1$, and is thus mainly influenced by the pitch speed weighting function. Since $\max|N_a|$ and $\max|N_{Om}|$ are not independent of each other, the optimum tradeoff has to be found. Especially, for the NREL wind turbine, it is not true in any case that a more aggressive active tower damping (reduced $\max|N_a|$) will result in lower tower bending fatigue as it might mean an increase in $\max|N_{Om}|$. Also relaxing the speed controller will not in any case result in lower fatigue loads.

For finding the optimum set of weighting function parameters, the most transparent way, as described above, is to apply H∞-control design for all parameter points $[k_{WOm}, k_{WaT}]$ on a sufficiently dense grid in the feasible region.
The simple algorithm is as follows:

1. Start with \( k_{\text{on}} = k_{\text{off}}, k_{\text{uf}} = k_{\text{uf}}.0 \)
2. Reduce \( k_{\text{uf}} \) in sufficiently small steps, until \( \gamma > 1 \). Calculate the \( H^{\infty} \)-controller and evaluate \( D_{\text{MYT}} \) for each point.
3. Reduce \( k_{\text{on}} \) by one step. If \( \gamma > 1 \), stop.
4. Repeat steps (2) and (3) until stop.
5. Select the controller for the grid point with minimum \( D_{\text{MYT}} \).

The whole procedure can be easily automated. The gridding approach is feasible as each controller calculation and evaluation takes only a few seconds. For the grid, in the present case, a logarithmic step size for \( k_{\text{on}}, k_{\text{uf}} \) of 1dB was found to be reasonable. Even faster solution is possible by applying a numerical search algorithm, e.g., Nelder-Mead-Simplex. The regions \( k_{\text{on}} > k_{\text{off}}, k_{\text{uf}} > k_{\text{uf}}.0 \) and \( \gamma > 1 \) can be excluded from the search area by suitable penalty offsets.

5 Fixed-Structure Control Design

In the second step, a structured \( H^{\infty} \)-control design was carried out. The idea was to use the optimum \( H^{\infty} \)-controller described in the previous section as a reference and find a fixed-structure controller that is sufficiently close.

For that purpose, the \( \text{hinf} \) function in Matlab was used [8], which applies non-smooth optimization to find the free parameters of a prescribed controller structure. Especially, the same weighting functions for specifying the control design objectives can be used for the \( H^{\infty} \)-design. Refer to [10] for more detailed information on the method.

As supported by experience, it was found that the speed control objectives can be achieved by a simple PD-controller, where an additional 2nd order low-pass filter was applied for rolloff in the high frequency region.

For the tower damping controller, it was not possible to identify a transparent transfer function structure, e.g., a bandpass filter. Instead, a state space model with free parameters was assumed. The order of this model was increased, until the \( \text{hinf} \) function provided sufficient agreement with the \( H^{\infty} \)-reference controller. It was found that a 5th order state space model is sufficient to meet the design objectives, however, the pitch speed weighting function had to be relaxed somewhat by shifting the roll-off to higher frequencies.

The comparison with the \( H^{\infty} \)-controller is shown in Figure 4 in terms of performance and in Figure 9 regarding the resulting transfer functions. For the fixed-structure controller, it is interesting to see that although the step response and the result of fatigue estimation are very similar, the transfer function of the tower damping part of the calculated \( \text{hinf} \)-controller is quite different from that of the \( H^{\infty} \)-controller, compare Figure 10.

6 Tower Damping Controller without Tower Acceleration Measurement

The \( H^{\infty} \)-design methodology was also used to design a controller for speed control and active tower damping based on solely the generator speed input. This is possible, in theory, since the \( H^{\infty} \)-controller includes a full model of the plant and the tower acceleration is observable in the generator speed.

However, if similar performance specifications were used, as have been for the controller in the previous sections, both \( \text{hinf} \)-controller and \( \text{hinf} \)-controller calculated controllers with unstable poles. These controllers are clearly not practicable for use in real wind turbines. With relaxed speed controller specifications, it was still possible to find stable controllers that provide active tower damping. These controllers, however, proved to be unstable in nonlinear simulations. A possible explanation was found by considering the robust stability for higher frequency unstructured uncertainty, as will be discussed in Section 8.

All controllers considered in this paper are then listed in Table 1.

7 Verification with nonlinear Simulations

For verification of the control design results, nonlinear simulations have been carried out with the IWES in-house wind turbine simulation tool WTsim [11]. This simulation tool is implemented in MATLAB/Simulink. It includes a structural dynamics description comparable to the full order linear model, which is scheduled with operational point, as well as a nonlinear aerodynamic model based on a state-of-the-art BEM implementation.

In order to make the time domain simulations fully comparable with the linear model predictions of the control design, a homogeneous wind field was applied. Furthermore, the tower shadow was disabled. A turbulence intensity of 10% at 18 m/s mean wind speed was assumed, leading to considerable deviations from the steady-state operational point of the wind turbine model. Only a single turbulence seed of 600s duration was simulated, leaving some room for statistical uncertainty in the time domain results.

The comparison of the results for fatigue damage related to the tower base fore-aft bending moment \( M_{\text{MYT}} \) and rotor speed deviations are shown in Figure 5 and Figure 6. It can be concluded that there is good agreement with the linear model predictions, even though only one turbulence seed was simulated. The decrease in tower bending fatigue by means of active tower damping as well as the deviations in rotor speed are well predicted by the linear control design procedure, as compared to the nonlinear simulation results.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Order</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{\text{uf}} )</td>
<td>2</td>
<td>Reference Speed controller with same speed controller settings as ( k_{\text{uf}} )</td>
</tr>
<tr>
<td>( k_{\text{uf}} )</td>
<td>7</td>
<td>Fixed structure controller, PD speed controller and 5th order tower damping controller</td>
</tr>
<tr>
<td>( k_{\text{ref}} )</td>
<td>22</td>
<td>( H^{\infty} )-controller with generator speed and tower acceleration input</td>
</tr>
<tr>
<td>( k_{\text{ref}} )</td>
<td>23</td>
<td>( H^{\infty} )-controller with only generator speed input</td>
</tr>
</tbody>
</table>
Overview of robustness measures

For the current control problem, we consider the MMO as a useful measure of uncertainty for frequencies up to the first flapwise blade-bending eigen-frequency, whereas the NCFM is additionally evaluated as a measure for tid- easted unstructured uncertainty. NCFM is considered only for frequencies larger than the first tower eigen-frequency. Table 2 shows an overview of MMO multivariable output gain and phase margins. As can be seen, all considered controllers show very similar results regarding the MMO. This is somewhat unexpected, especially for $K_{\text{hinf}}$, which includes no active tower damping. It was observed, however, that the MMO is mainly influenced by the speed control loop and the minimum value occurs just below the first tower bending eigen frequency.

On the other hand, the robustness regarding unstructured uncertainty as described by the NCFM is quite different, as can be seen in Table 3 and Figure 7. Especially the $H_{\infty}$-controller without acceleration measurement provides poor robustness to unstructured plant variation in the frequency region close to the first flapwise blade bending mode.

Future research is required for improving the understanding of the stability measures and considering also robust performance aspects.

Table 2: Comparison on multivariable output gain and phase margins for the considered controllers

<table>
<thead>
<tr>
<th>Controller</th>
<th>MMO Gain tol [dB]</th>
<th>MMO Phase tol [°]</th>
<th>MMO Freq [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{ref}}$</td>
<td>7.1</td>
<td>42</td>
<td>0.23</td>
</tr>
<tr>
<td>$K_{\text{struct}}$</td>
<td>7.0</td>
<td>41</td>
<td>0.22</td>
</tr>
<tr>
<td>$K_{\text{hinf}}$</td>
<td>6.7</td>
<td>40</td>
<td>0.25</td>
</tr>
<tr>
<td>$K_{\text{hinf,Om}}$</td>
<td>6.6</td>
<td>40</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 3: Comparison of minimum NCF gain (for frequencies $>0.3$ Hz) and the corresponding frequencies for the considered controllers

<table>
<thead>
<tr>
<th>Controller</th>
<th>NCF Margin</th>
<th>NCF Freq [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{\text{ref}}$</td>
<td>0.074</td>
<td>1.68</td>
</tr>
<tr>
<td>$K_{\text{struct}}$</td>
<td>0.059</td>
<td>9.09</td>
</tr>
<tr>
<td>$K_{\text{hinf}}$</td>
<td>0.0047</td>
<td>1.24</td>
</tr>
<tr>
<td>$K_{\text{hinf,Om}}$</td>
<td>0.0014</td>
<td>1.02</td>
</tr>
</tbody>
</table>

8 Robust Stability Analysis

In order to evaluate the robust stability of the four different controllers discussed above, two uncertainty descriptions have been considered:

1. Multiplicative output uncertainty

MIMO:

Here, the perturbed plant $P_{\text{p}}$ is described by

$$P_{\text{p}} = (I + \text{diag}(\Delta_{\omega}, \Delta_{aT}))P_0$$

where $\Delta_{\omega}, \Delta_{aT}$ are complex perturbations at the generator speed and tower acceleration outputs of the nominal turbine model $P_0$. This is a structured uncertainty which would cover for instance uncertainties in the damping of the tower and blade bending modes. Equivalently to the classical gain and phase margin for SISO systems, multiplicative output margins MIMO can be calculated that provide the value of gain and phase variations which can be tolerated independently on both outputs [12].

2. Normalized coprime factor uncertainty

NCFM:

This is a fairly general description for unstructured uncertainty, which has proven useful in practical applications [13]. The key statement is that the maximum singular value of the expression

$$M = [K_1^T]^{-1} (I + K_2)^{-1} M^{-1}$$

is a measure for the unstructured combined input / output uncertainties $\Delta_{\omega}, \Delta_{aT}$ in the perturbed plant

$$P_{\text{p}} = (M_{\text{struct}} + \Delta_{\omega})(N_{\text{struct}} + \Delta_{aT})^{-1}$$

that can be tolerated without losing closed-loop stability, where $P_0 = M_{\text{struct}}N_{\text{struct}}$ is a left coprime factorization of the nominal plant $P_0$.

9 Summary and Conclusions

A pragmatic multivariable approach for parallel design of rotor speed control and active tower damping is proposed. The control design is carried out in the frequency domain and provides a high level of transparency to the control engineer. In detail, the following conclusions can be drawn:

- $H_{\infty}$-criteria can be conveniently used to formulate relevant pitch control objectives in the frequency domain. If speed controllers with sufficiently large compensation time constants for the steady-state error are applied, the minimum results from a trade-off between light speed control and active tower damping, which can be found, e.g., by applying a numerical search algorithm on weighting function gain parameters. In comparison to direct controller parameter optimization, however, the $H_{\infty}$-approach allows to restrict the search area by considering upper bounds on the closed-loop transfer functions.

- Unfortunately, such a direct link between weighting function and time-domain control objective was not found for the tower bending fatigue damage. Here, the minimum results from a trade-off between light speed control and active tower damping, which can be found, e.g., by applying a numerical search algorithm on weighting function gain parameters. In comparison to direct controller parameter optimization, however, the $H_{\infty}$-approach allows to restrict the search area by considering upper bounds on the closed-loop transfer functions.

- If both generator speed and tower top acceleration feedback are used, structured control design can achieve similar results as full order $H_{\infty}$-controllers.

10 Future Work

In this work, only one full-load operational point of the turbine was considered. If required, however, the approach can be easily extended to a number of operating points. Especially for the fixed order control design, gain-scheduling between the different controllers is then quite straightforward because of the low order and the transparency of the prescribed controller structure.

One of the open points is the inclusion of unsymmetrical effects like spatial turbulence and 3p harmonic excitation into the fatigue load prediction in the frequency domain. These effects have been omitted in this study but will lead to deviations.
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Figure 9: (left) Bode Magnitude Plots of open loop and closed loop, comparison of H∞- and fixed-structure controller:
(a) from wind speed to generator speed; (b) from wind speed to tower top acceleration fore-aft; (c) from wind speed to pitch speed blue: open loop, black dashed: inverse weighting functions, red: closed loop H∞-controller, green: closed loop fixed-structure controller.

Figure 8: Comparison of three different H∞-controllers with the same maximum speed deviation: (a) Bode Magnitude Plot from wind speed to rotor speed, black line: open loop; (b) estimates of maximum rotor speed deviation (Rice) and tower bottom bending fatigue damage (Dirlik); (c) step responses from wind speed to rotor speed; black dashed line: open loop.
Abstract:
The aim of this paper is to verify both the magnetic circuit analysis model of a permanent magnet (PM) machine with magnet and core modules and the control algorithm of a bearingless PM machine with the modules and double-sided air-gap configuration for large-direct-drive wind turbines. The proposed magnet and core modules and bearingless PM machine configurations enable to facilitate manufacture and maintenance and to reduce bearing failures. The magnetic circuit analysis model is verified by both the measurements of the flux density and the induced voltage of a downscaled machine in a no-load case, and the three-dimensional analyses (3D FEA) to identify the torque in a load case. The main windings of the machine are used to simultaneously control both the torque and the bearing force in the air-gap between the rotor and the stator. The torque and the air-gap length of the machine are controlled by the control q-axis and d-axis currents, respectively. In order to verify the control algorithm, the downscaled PM machine is used and the new bearingless machine control concept is achieved experimentally in generator mode.

Keywords: Bearingless, Module, PM, Generator, Direct-drive

1. Introduction

In wind turbines, bearing failures have been a continuous problem and a significant proportion of all failures. Bearing-related downtime is among the highest of all components of wind turbines. The location of wind turbines is moving offshore because of higher wind speeds and less turbulence, and limited space to install the turbines on land and onshore. However, the cost to access offshore is difficult thus the wind turbines with high reliability and availability are required offshore. Direct-drive wind generators have been discussed as the generator type with higher energy yield than geared generators. However, direct-drive generator require large diameter, which results in large mass and high cost, in order to get high torque rating compared to geared generators. To construct direct-drive generator with large diameter as a single module (one-body structure) is disadvantageous in terms of manufacture and maintenance. It is thus necessary to significantly reduce both bearing failures and mass, and to facilitate manufacture of large direct-drive wind generators.

In order to reduce bearing loads and bearing wear that cause bearing failures, the reduction of an unbalanced magnetic pull (UMP) for the ocean generator has been discussed in [2]. To reduce bearing failures of large wind generators, the use of magnetic bearings, bearingless drive or hydraulic bearings could be an alternative instead of the use of mechanical bearings [3][4]. In order to reduce the mass of large direct-drive wind generators, different generators such as an ironless permanent magnet (PM) generator with a spoke structure, a PM generator with the bearings close to the air gap, and a high temperature superconducting generator (HTSG) [5][6][7] in order to facilitate manufacture and maintenance of large direct-drive wind generators, it is required that a modular construction easily produced, assembled, transported and installed [3].

In previous researches by the author [8][9], a new generator concept, ring-shaped direct-drive bearingless PM wind generator with a buoyant rotor as shown in Figure 1, has been proposed as a solution to reduce the structural mass and bearing failures. The total mass of the proposed generator for 10 MW direct-drive wind turbines has been estimated at 235 tonnes rated at 8.6 rpm, which is comparable with the mass of HTSG, 230 tonnes rated at 8.6 rpm [9] and 225 tonnes rated at 8.1 rpm [10].

In this paper, it is focused on verifying both the magnetic circuit analysis model and the control algorithm of the proposed bearingless PM machine with magnet and core modules. This paper introduces a new ring-shaped direct-drive bearingless PM generator with a buoyant rotor and double-sided air-gaps. Second, the configuration and feature of magnet and iron core modules of the proposed machine is described, and the magnetic circuit analysis model of the proposed machine is developed. Third, the proposed control algorithm for the bearingless PM generator is described. Next, the magnetic circuit analysis model is verified by the three-dimensional finite element analyses (3D FEA) and the experiments of a downscaled machine. The control algorithm to simultaneously control both the torque and the bearing force of the machine with double-sided air-gaps is discussed and implemented by the experiments in generator mode.

2. New ring-shaped direct-drive bearingless PM generator with a buoyant rotor and double-sided air-gaps

Conventional direct-drive generators have disadvantages such as large mass and difficulties in manufacture, assembly, transport, installation and repair. These disadvantages raise their cost. When a component of a conventional generator fails, the generator system ceases operation. The failure of large scale generator systems is more serious than the failure of small scale generator systems. In order to overcome these disadvantages of large direct-drive generators, the following concepts have been discussed by the author in previous researches.

- Bearingless generator that would enable a significant reduction of the downtime related with bearing failures
- A ring-shaped generator without a shaft and without torque arm
- Buoyant rotor structure to easily support a heavy structure, to reduce the structural mass and to provide flexibility in supporting a heavy structure
- Modular structure of rotor and stator which is easy to assemble, transport, install and repair
- Multi-sets of three-phases generators to continue electricity production in case of failure in a few components

The construction of the buoyant rotating part and the stationary part of the new ring-shaped direct-drive bearingless generator is represented in Figure 1. In order to reduce rotor diameter, we could remind the principle of buoyancy:

- A body wholly or partly immersed in a fluid is buoyed up by a buoyant force equal to the mass of the fluid displaced by the body.

This principle does not mean we need more fluid than the mass of the body in order to make the body afloat. Thus it is possible to make the rotor afloat with less mass of fluid than the mass of the rotor. For more...
information about the new generator, please refer to the previous researches [20]. Figure 2 depicts the conceptual construction of a ring-shaped generator with multi-sets of 3-phase double-sided configurations. Multi-sets of the generator’s converter system are represented in Figure 3, which shows that each stator set has its own converter set. The number of the rotor and stator sets can be changed depending on the applications.

3. New PM machine with magnet and iron core modules

3.1 Machine configuration

This section describes on a new configuration of PM machine with magnet and core modules. In order to fix the magnets on the iron cores in the conventional configuration, bonding is widely used. However, when bonding magnets to affix iron cores, the magnets can detach, as shown in Figure 4. In order to avoid the detachment of magnets and to facilitate manufacturing of the rotor with magnets and iron cores, a new configuration of magnets and iron cores is proposed as shown in Figure 5. The parts with grey color are non-ferromagnetic parts to assemble magnets and iron cores. The configuration in Figure 4(a) is modified to the configuration segmented as Figure 5(a). The magnet and iron core segment are rearranged as in Figure 5(b). This new configuration allows for an increase in the volume of magnets while maintaining the pole pitch length without increasing the volume of the iron cores. The configuration in Figure 5(b) makes it easier mass-production and can be used for both the longitudinal flux PM machine and the transverse flux PM machine. Figure 6 depicts a sketch of the proposed flux-concentrating PM machine with the configuration of single-sided, single-winding, racetrack-shaped windings, claw poles, multiple-modules of magnets and cores and multiple-slots per phase. The yellow racetrack-shaped structure represents the copper winding. The sky blue hexahedra with black arrows represent the PMs.

3.2 Magnetic circuit modelling

Electromagnetic reluctances in every pole pair are the same and repetitive, and the electromagnetic reluctances in a pole are symmetrical with the reluctances in the next pole. Therefore, the equivalent circuit of electromagnetic reluctances in one pole is considered for the magnetic circuit analysis model. The procedure to determine the flux density, the flux, the flux linkage and the no-load induced voltage of the magnetic circuit of the proposed PM generator is made as the following steps represented in Figure 9.

4. New bearingless machine concept

4.1 Conventional bearingless machine concept

As discussed in previous research, a significant feature of the bearingless machine compared to the electric machine with the magnetic bearing is that the bearing winding is integrated into the electric machine. Conventional bearingless machine drives need to control both the torque with torque winding, and the bearing force with bearing winding. In order to achieve extensive decoupling between the generators of the torque and the bearing forces, those windings are designed with different numbers of poles as shown in Figure 10. In the case of large direct-drive machines, the mass of the rotating part is large. Thus it is expected that the power consumption of producing the bearing force, for supporting the rotating part against the gravity, will be large for large direct-drive wind generators.

4.2 Proposed bearingless machine concept

The proposed ring-shaped bearingless machine discussed in this paper does not need the power consumption to support the rotating part against the gravity because the part is supported by the buoyancy force. Additionally, the new bearingless drive concept needs only one winding to produce both the torque and the bearing force to control the air-gap length. In this paper, an algorithm of phase angle shift is applied for the proposed bearingless PM machine in order to control the air-gap length by controlling the normal forces between the rotor and stator. Using the results of the 3D-FEA, the variation of those forces can be represented as a function of phase shift angle, rotor position, air-gap length and magneto-motive force by currents. The normal force at 6mm air-gap length could
be controlled to be larger than the force at 2 mm air-gap length by shifting the phase angles and by changing the magneto-motive forces. Therefore, it is possible to achieve the air-gap controls of both sides to be equal when the air-gap 1 is not equal with air-gap 2. The control block diagram for the air-gap control and the rotor position control is represented as Figure 11. The air-gap length reference is produced by the proportional-integral-derivative (PID) controllers. After operating the gap controller, the currents to control the air-gap length are generated by shifting the phase angles. These signals are added to the outputs of the PI speed controller. The phase currents to control the normal forces and the air-gap length can be written as
\[ I_{n, (a/b/c)} = I_{n, 0} \sin\left(\theta_a + \frac{2\pi}{3} n\right) \] (1)
\[ I_{n, 0} = I_{n, 0} \sin\left(\theta_a + \frac{2\pi}{3} n\right) \] (2)
Where, \( n \) is 0 for A-phase, 1 for B-phase and -1 for C-phase.

5. Verification of the proposed bearingless PM machine

5.1 Magnetic circuit analysis model

Figure 12 depicts the tangential and axial views of the PM machine with dimensional parameters. The electromagnetic dimensions and parameters of the machine are given in Table 1. In order to identify the thrust force and the normal force of the machine in terms of air-gap length, current and rotor position, the 3D FEA is done. The model for the 3D FEA is depicted as Figure 13. The 3D-FEA results of the thrust force and the normal force as a function of current and rotor position are represented for different air-gap length, 2 mm and 6 mm, in Figure 14 and Figure 15, respectively.

In order to verify the analysis model in no-load case, the air-gap flux density and the no-load induced force calculated by the model are compared with those obtained by the measurements. The peak flux density in the air gap of 4 mm length is calculated to 0.93 T, and the flux density measured is 0.924 T. In the analysis model at the same air gap length, 4 mm and the speed of 0.25 m/s, the peak no-load induced voltage per a phase is calculated to 18.96 V, and the voltage measured is 18.96 V. In order to verify the analysis model in load case, the thrust force per a phase (two pole pairs) is calculated to 1057 N, and the force obtained by the 3D-FEA is 903 N. Building the downscaled PM machine to the rotating type, the mean diameter of the rotor is 1.16 m and the designed air gap length is 4 mm. The stators consist of 2-sets of 3-sets (phases). The designed torque and power at 4 mm air gap length and 1 m/s (16.4 rpm) speed are 3.14 kNm and 5.4 kW, respectively.

5.2 Control of proposed bearingless machine

In order to verify the concept of the proposed bearingless PM machine, the experimental setup can be constructed as shown in Figure 16. The mean diameter of the machine is 1.16 m. The machine consists of multiple-modules of the stator and the rotor, and a hinge with roller mechanism is set on between the bottom of rotor and the stationary part. As the first step to verify the bearingless machine control concept, the air gap lengths are set to 9 mm for both sides. Figure 17 depicts the experimental setup built with two inverters for the generators located in upper side and the driving motors located in lower side, instruments and control PC. In the experiments the speed of the rotor is 16.4 rpm (1 m/s). The q- and d-axis currents and the air gap length are controlled and measured in both no-load case and load case. Figure 18 represents that the air gap length is controlled without consuming the d-axis current to control the flux and the bearing force in the both cases. Thus it has been achieved to verify the proposed bearingless machine control concept in generator mode as the first step. In further researches, the authors will continue to verify the bearingless machine with increasing power rating.

Table 1: Electromagnetic dimensions and parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air gap length (mm)</td>
<td>4</td>
</tr>
<tr>
<td>Pole pitch (mm)</td>
<td>40</td>
</tr>
<tr>
<td>Magnet length (mm)</td>
<td>8</td>
</tr>
<tr>
<td>Pole width (mm)</td>
<td>32</td>
</tr>
<tr>
<td>Height of primary part (mm)</td>
<td>68</td>
</tr>
<tr>
<td>Width of winding window (mm)</td>
<td>20</td>
</tr>
<tr>
<td>Height of secondary part (mm)</td>
<td>36.5</td>
</tr>
<tr>
<td>Axial length of pole (mm)</td>
<td>40</td>
</tr>
</tbody>
</table>

Figure 13: Mesh model of the proposed PM machine for 3D FEA

Figure 14: Thrust force and normal force at 2 mm air-gap length by 3D FEA

Figure 15: Thrust force and normal force at 6 mm air-gap length by 3D FEA

Figure 16: Sketch of experimental setup of PM generator with multiple-modules

Figure 17: Experimental setup built

Figure 18: Experimental results of q-axis and d-axis currents, and air-gap length in the control at 1 m/s speed

6. Conclusions

This paper discussed on a new modular construction of magnets and iron cores that enables to facilitate manufacture and maintenance of PM generators for large direct-drive wind turbines. A new concept of the bearingless PM machine with the modular construction and the double-sided air-gaps has been discussed to reduce bearing failures for large direct-drive wind generators. The magnetic circuit analysis model of the machine with the modular construction has been
verified by the experiment and 3D FEA. The control algorithm of the double-sided bearingless PM machine with the modular construction has been verified experimentally in the generator mode. The maximum displacement of the air gap length in generator mode was 0.4 mm which is about 4% of the air gap length, 9mm in operating at 16.4 rpm (1 m/s) speed without consuming the d-axis current to control the bearing forces. In further researches, the proposed bearingless generator with a buoyant rotor will be designed to apply for the floating vertical axis wind turbines (fVAWT). In this application, the sealing mechanism may not be required.
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Abstract

Topologies of superconducting direct drive wind turbine generators are based on a combination of superconducting wires wound into field coils, copper armature windings, steel laminates to shape the magnetic flux density and finally structural materials as support. But what is the most optimal topology for superconducting wind turbine generators?

This question is investigated by assuming some unit cost of the different materials and then minimizing the cost of the active materials of a 10 MW and 9.65 rpm direct drive wind turbine generator intended to be mounted in front of the INNWIND EU King-Ping concept naolte. A series of topologies are investigate by adding more iron components to the generator, such as rotor back iron, field winding pole, magnetic teeth and armature back iron. This method is used to investigate the optimal cost of the different topologies by using the current cost of 4 €/m for the MgB$_2$ wire from Columbus Superconductors and also a possible future cost of 1 €/m for a superconducting offshore wind power capacity of 10 GW has been introduced by 2030 as suggested in a roadmap. The obtained topologies are compared to what is expected from a permanent magnet direct drive generators and the further development directions are discussed.

Finally an experimental INNWIND EU demonstration showing that the current commercial MgB$_2$ wires can be wound into functional field coils for wind turbine generators is discussed.
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1. Introduction

Superconducting electrical machines have been investigated since the successful manufacturing of the NbTi wire, which is made of many filaments of the superconducting NbTi metal alloy enclosed in a copper matrix. The NbTi wire has developed gradually since the 1960s and a series of machines were investigated until the 1990s [1], but a serious barrier for commercialization was the need for liquid helium for cooling the machines to 4 K (-269 °C) and the challenging thermal insulation. Today NbTi is used heavily in about 20000 Magnetic Resonance Imaging (MRI) Scanners in hospitals around the world [2]. The critical temperature, $T_c$, is 9.8 K, the critical current density, $J_c$, is approximately 2000 A/mm$^2$ at 4.2 K & 10 T and finally the unit cost is about 0.4 €/m [3].

In 1986 a new class of ceramic superconductors was discovered and since these superconductors become superconducting at a much higher temperature they are called high-temperature superconductors (HTSs). They can be cooled with liquid nitrogen, boiling at 77 K (-196 °C) and this relatively high temperature was believed to facilitate commercialization of superconducting machines for power generation and ship propulsion[4]. The higher operation temperature also allowed for the use of closed-cycle helium based cooling machines, which only need electricity and not a supply of a cryogenic liquid such as liquid helium or liquid nitrogen. The processing of the HTS wires is however expensive and the unit cost is in the order of 30-60 €/m [3] with current densities of 200 A/mm$^2$ at 20-30 K and 1-3 T [5].

In 2001 it was discovered that the simple metal alloy MgB$_2$ became superconducting at a temperature of 39 K (-234 °C). This temperature is high enough to still use the close-cycle cooling machines and MgB$_2$ therefore holds the potential to be a cheaper alternative to the high temperature superconductors for many superconducting applications[3]. MgB$_2$ provides a compromise between a reasonable superconducting current density $J_c$ ~ 100-200 A/mm$^2$ in 1-2 Tesla and an operation temperature in the range 15-25 K [3]. MgB$_2$ wires have been developed and are offered by only two manufacturers today: Columbus Superconductors SpA [6] and Hyper Tech Research Inc [7]. The unit cost of the MgB$_2$ is shown in table 1.

2 Superconducting wind turbine generators

The application as a compact high torque and slow speed generator for direct drive wind turbines was identified as a shift from ship propulsion and into the wind sector by American Superconductors (AMSC). The 10 MW SeaTitan turbine from AMSC is based on their high temperature superconducting tape [8]. Several other companies and research institutions have also proposed wind turbine generators based on the HTS$[9,10]$ as well as both NbTi$[11,12]$ and MgB$_2$ wires$[13]$. There are basically two philosophies behind the design of superconducting generators:

1) The high current density of the superconducting wire is used to make field coils with no iron cores that produced a magnetic flux density, which is exceeding the saturation flux density of the usual magnetic steel.

2) The high current density of the superconductor is used to magnetize conventional magnetic steel providing as closed a magnetic flux path as possible of the generator.

A consequence of option 1) is that more superconducting wire is needed to provide the amp-turns for producing the needed magnetic flux of the machine and secondly the magnetic flux density at the superconducting winding will be several teslas, which is suppressing the critical current density of the superconductor. The thermal insulation of the superconducting coil might be more simple. This philosophy is well suited for the cheap NbTi wire and has been applied by GE in a 10 MW design [11], which basically transfers the MRI technology to the wind turbine generator. AMSC has also applied philosophy 1) for the SeaTitan generator [8].

The second option is quite close to the normal way of building generators, because the only function of the superconducting winding is to provide very compact amp-turns in a relatively low magnetic field. However, the use of magnetic steel in the center of the superconducting field coils increases the cold mass and result in longer cool-down times as well as larger forces acting inside the thermal insulation. One may however consider to position the magnetic steel outside the cryostat at room temperature. This will provide an almost closed magnetic flux path and the challenge is then to construct the thermal insulation of the superconducting coils.

This second option was originally proposed by Technalia for a 10 MW MgB$_2$ turbine and is investigated in the FP7 project SUPRApower [13]. In their case with a slotless armature winding. This salient-pole concept with HTS has been investigated more extensively for wind turbine applications [9].

In this paper it is investigated how the cost of the active materials can be reduced by increasing the amount of iron in a series of superconducting machine topologies. This will provide useful input for the final design of the cryogenic cooling system, because the thermal insulation will be very different for the two philosophies outlines above.

2.1 MgB$_2$ model generator

In order to investigate the impact of the amount of iron in the machine a general generator pole model was described in the finite element code...
3. Discussion

It might seems like the MgB2 generator would become cheaper than the PM, but it should be noted that the cost of the cryogenic cooling system, which is not included in the study, could be significant.

Figure 3 shows a series of magnetic flux density as a function of the different parts of the generator according to Table 1. The analysis indicates that the iron losses in the flux path of the magnetic circuit reduce the amount of iron needed for the same flux density. However, the iron losses will be reduced by increasing the temperature of the generator due to the superconducting materials used.

Before a 10 MW MgB2 generator is realized, the following issues must be addressed:

- The cost of the permanent magnets (PM) are much higher than the PM direct drive, but further analysis and experimental demonstration is needed to clarify if any issues will be encountered.
- The cost of the superconducting MgB2 wires needed could be reduced from 100 €/m to 50 €/m.
- The cost of the superconductor material is 1 €/m.
- The cost of the electrical machine is 0.1 €/m.
- The cost of the generator is 0.01 €/m.

4. Conclusion

The analysis shows that the cheapest MgB2 direct drive generator will have a higher cost than the PM direct drive, but the cost of the superconducting wind generator will be significantly cheaper than the PM direct drive due to the need for the active materials.

The cost of the superconducting wind generator will make the partial load efficiency into account. The MgB2 turbine is expected to have a constant loss of about 50 kW used to run the MgB2 generator.

The partial load efficiency into account is estimated by the LCoE of the generator configuration. Then the length of the generator is determined to match the torque requirement of the turbine and the cost of the active materials is determined from the active masses and the assumed unit cost from Table 1.

The cost analysis indicates that the superconducting Wind turbine generators will have the potential to become as cheap as the PM as the cost of the active materials decrease from about 1800 k€ to 800 k€ going from T4 to T9 and the MgB2 wire (MgB2) cost is 50 €/m.

The MgB2 wire is expected to be used in the future due to its potential to become cheaper than the PM.

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.

The cost of the active materials is estimated by the cost of the active masses and the assumed unit cost from Table 1.

The cost of the superconducting field is estimated by the cost of the superconducting wire, which is estimated by the cost of the active masses and the assumed unit cost from Table 1.

Table 1: Cost of active materials [€/kg]

<table>
<thead>
<tr>
<th>Material</th>
<th>Cost [€/kg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel laminates</td>
<td>0.1</td>
</tr>
<tr>
<td>MgB2 wire</td>
<td>0.01</td>
</tr>
<tr>
<td>Electrical machine</td>
<td>0.1</td>
</tr>
<tr>
<td>Generator</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.

The cost analysis is divided into two parts: the cost of the permanent magnets and the cost of the superconducting field. The cost of the permanent magnets is estimated by the cost of the active materials, while the cost of the superconducting field is estimated by the cost of the superconducting wire.
improvement of the current critical density of the wires must probably also have to be considered as suggested by Hypertech proposing a 5-fold increase of the critical current density in some years [27].

A roadmap of introducing 10 GW of superconducting offshore turbines is used to argue that the volumes of MgB2 wire needed is not too far from what Columbus Superconductors can produce in EU, but the small number of possible suppliers of MgB2 wires will probably be considered a risk in the supply chain. On the other hand the MgB2 technology is lifting the potential dependence on Rare Earth Elements (REE), which has previously been considered a major supply chain risk for the production of RFe14B permanent magnets. From figure 5 it can be seen that 10 GW of PDMO will correspond to about 7000 tons of PM material over a period of 10 years.

Finally demonstrations of coil winding techniques are needed to mature the MgB2 technology for the wind sector and the INNWIND.EU MgB2 race track coil demonstration is expected to provide experimental data on the wires in coils and for verification of finite element models of coils for further generator design.
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Figure 1. Model layout of a generator pole with the following components from left to right: field winding back, superconducting coil, field pole piece, air gab, cryostat wall, armature windings, armature teeth and armature back.

Figure 4. Scenario for market introduction of 10 GW superconducting wind turbines (green) in comparison with the past and expected future development of installed wind power capacity for all of EU (black) and offshore (red). The needed supply of permanent magnet (PM) material and MgB$_2$ wire are plotted with reference to the right hand axis by assuming a usage of 700 kg PM / MW for the direct drive and 10$^{-3}$5 km MgB$_2$ / MW for the superconducting MgB$_2$ direct drive generators.

Figure 5. Illustration of INNWIND.EU superconducting race track coil demonstration based on a stack of 10 double pancake coils of MgB$_2$ superconducting wire with a 3.0 mm x 0.7 mm cross section. a) A stainless steel cover is fitted around the MgB$_2$ race track coil (gray) and enclosed between copper plates (brown) to provide the cooling at the circular end-plate (blue). The straight section of the coil is 0.5 m and the inner opening is 0.3 m. b) Assembled race track coil with the thermal and mechanical support. c) Mounting of the MgB$_2$ race track coil by hanging it inside a cryostat with the outer wall holding the top plate at room temperature. A cryocooler cold head is inserted into the cryostat wall and cools down a radiation shield (lower plate) to about 70 K. The coil is hanging in two glass fiber plates (yellow) and is supported by two rods going through the coil and a glass fiber support inside the coil. d) The second stage of the cryocooler coldhead is cooling the thermal support of the coil (blue circle of b) to the operation temperature of 10-20 K.

Figure 3. a) Topologies of 10 MW direct drive wind turbine generator with an increasing amount of iron components included in the design of the rotor and armature configuration (T4: iron behind armature, T5: add rotor back iron, T6: add field coil iron pole, T7: iron teeth for support of armature, T8: add rotor back iron and T9: add field coil iron pole) [14]. Topologies T1-3 have no back iron of the armature and have been omitted due to high cost. b) Active material cost of topologies after minimizing the cost for a D = 6.0 m generator intended as front mounted on the INNWIND.EU king-pin nacelle configuration [25]. The solutions indicated with a star is assuming that the price of the MgB$_2$ wire is reduced to 1 €/m from the current level of 4 €/m [14].

Figure 2. Critical current density of 3 different MgB$_2$ superconductor wires as function of operational magnetic flux density at different temperatures. Inset: Cross section image of the tape. MgB$_2$ filaments (black) are enclosed in a nickel matrix and a copper strip is soldered on top.
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1. Abstract

Conventional wind turbines (WTs) have large weight and size, reliability issues and show potential for efficiency increase at partial load. This paper describes an alternative 6 MW WT drive train, which uses the power split concept to enable its high-speed generators to operate in their optimal operating point. A design with more carry-over parts is possible, which reduces maintenance time and leads to an efficient manufacturing process. The system is also redundant when individual drive trains fail. Different gearbox configurations and generator topologies are evaluated for the proposed concept and an operating strategy is developed.

2. Keywords

Wind power generation, wind turbine drive train, power split gearbox, permanent magnet synchronous machine, high-speed generator.

3. Wind Turbine Concepts

Today’s wind energy market displays a variety of drive train topologies with different generator concepts, which pose different challenges on the gearboxes and power converters [1]. Direct driven WTs are designed with no gearbox, which results in low speeds and high torques at the generator. The generators are commonly synchronous machines with high pole pair numbers. Their excitation is realized on the rotor with an electrical winding or with permanent magnets. These generators are large, heavy, challenging to transport and require a high amount of copper for the windings. In case of permanent magnet excitation, rare earth magnets are required, which represent a financial insecurity, due to the price fluctuations over the last years [2].

Further established WT concepts are based on medium-speed (100 - 400 rpm) or high-speed (up to 2,000 rpm) generators. Medium-speed generators are also asynchronous machines (most common with permanent magnets). Usually they are integrated with an one- or a two-stage gearbox. This results in a more compact construction compared to direct driven generators [3]. However, higher maintenance and an increased cost factor, due to the design with gearbox and the use of permanent magnets, are still an issue. Both direct driven and medium-speed generators require a full power converter for the adjustment of the grid frequency, due to dynamic operation with fluctuating wind conditions. This adds to the overall costs, because of the relatively high prices of the power electronics components.

WTs with high-speed generators mostly use doubly-fed induction machines combined with a three-stage gearbox. For this concept the stator is directly coupled to the grid and the frequency adjustment is realized by a converter in the rotor winding system. Disadvantages of this concept are the reduced speed variability and the fault-prone gearbox. Being a mature technology, this is nevertheless the most cost-effective concept on the market.

Addition alternative concepts have also been developed. Clipper’s Liberty is a 2.5 MW WT drive train with a similar construction to the concept proposed in this paper [4]. The gearbox consists of two spur gear stages and the power is split between four permanent magnet synchronous generators, which rotate at 1,133 rpm. For the individual drive trains, the power is split and then summed in the gearbox from two different power paths. This mechanical redundancy has led to significant issues in the gearbox.

Another WT gearbox configuration with power split is the Multi Duored concept from Winergy [5]. This gearbox uses spur gear stages for an eight-fold power split with subsequent four-fold power summation, leading to only two outputs. The combination of power split and power summation and the exclusive use of spur gears yields a high number of carry-over parts, but also leads to a large weight (62 t for 6.5 MW).

Today’s available WT concepts do not take full advantage of the modularity and redundancy of a drive train with power split, or the material and cost reduction of high-speed electrical machines. In order to achieve these goals, an alternative drive train is proposed and its development is described in the following sections. The potential of an efficiency increase over a wide operating range at partial load (especially below 30 % rated power) is shown, where typical efficiencies of conventional WT’s drop significantly to under 80 %, irrespective of the used concept [6], [7].

4. Proposed Drive Train

Figure 1 illustrates the concept of the 6 MW WT drive train with six 1 MW high-speed (5,000 rpm) generators and a four-stage gearbox with power split. The gearbox in Figure 1 consists of one spur and three planetary gear stages and realizes the power split in the first stage. The generator is designed as a permanent magnet synchronous machine (PMSM). These gearbox and generator topologies are described in sections 5 and 6, alongside other configurations that were also considered in the development process.

The gearbox used for this concept needs a higher transmission ratio compared to conventional configurations. Higher losses due to the increased transmission ratio can be compensated by an optimized operating strategy and the benefits of the high-speed machines. The targeted higher speed results in an increased power density, which leads to a considerable reduction of weight and size of the generators. Furthermore this reduces the amount of active magnetic material and decreases the size of the generators. The design with multiple identical generators enables the utilization of more carry-over parts. These parts are at the same time smaller and more lightweight due to the power split configuration. As a result increased economic efficiency in production and improvements in maintenance can be achieved. Mechanical power split with subsequent electrical power summation on the grid side is also a more robust solution, than a purely mechanical split and summation of the power inside the gearbox. A certain redundancy of the system is given as well, since energy will still be produced, even when one or more generators fail.

5. Gearbox Configurations

The proposed gearbox concepts for the high-speed multi-generator drive train are basically similar to the structure of conventional WT gearboxes. They are built as a combination of planetary and spur gear stages. The planetary stages are considered. In order to develop a modular configuration, the gearbox concepts consist of standard and independent gear stages, joined together through couplings. In case of a malfunction the faulty gearbox component can thus be completely replaced and the downtime of the WT can be reduced.

Different gearbox concepts have been developed and evaluated in order to determine the best solution for the proposed high-speed drive train concept. A multi-level rating scheme there have been four concepts identified for the further examination. Depending on the requirements for space and durability, the bearings and gears are dimensioned based on the rated load.
The comparison of the four gearbox concepts regarding their efficiency is carried out on a system level. In order to perform efficiency calculations for the entire drive train – including main bearing, gearbox with six-fold power split and generators – an AMESim model of the entire system is created (see Figure 3). The main bearing is designed as a fixed-floating bearing system, as it is typically used in WT drive trains with four point suspension. For the developed gearbox structures, the used seals, bearings and gear parameters are implemented in the model. The generators are modeled based on the efficiency map of the PMSM described in section 6.

To calculate the efficiency the power losses of every component are determined for all operating points of the gearbox based on analytic equations. These power losses are – regarding the bearings and gears – both load-dependent and -independent. The bearing losses are calculated for the main bearing and other bearings used in the gearbox, according to established calculation methods [8].

There are commonly hydrodynamic and friction losses occurring in the tooth contact. In the used calculation model these friction losses are divided into rolling and sliding friction and calculated for every tooth engagement [9]. The hydrodynamic losses are divided into churning and squeezing losses. These losses cannot be calculated in AMESim using the underlying empirical equations by Terekhov [10]. Terekhov’s calculation method is based on research on spur gears with a maximum module of 8 mm, which are evaluated at maximum circumferential speeds of 50 m/s [11]. However, the developed gearbox concepts use big teeth with modules of 10–24 mm, in the gear stages before the power split. Moreover, the circumferential speed in the PPS gearbox concept is higher than 50 m/s in the fourth stage which means that Terekhov’s methods lose their validity. According to Strasser, the load-independent losses (churning and squeezing losses) represent 1-1.3 % of the entire losses in the gearbox, depending on the operating point [11]. As long as there is an oil injection lubrication instead of a flood lubrication for every stage, no churning losses occur. The squeezing losses can be estimated at 0.37-10 % [11]. The relative comparability of the gearbox concepts based on their efficiency is still given, because the operating points of every concept are identical and due to the fact that the squeezing losses depend mainly on the circumferential speed and the lubricant viscosity [12]. For the seals, load-independent losses are calculated using the approach according to [13].

The efficiency is defined as the relation of the generator output power and the rotor input power. First simulations are carried out at a lubricant temperature of 65 °C and for a start-up procedure of the WT up to rated power. No operating strategy regarding power split is implemented at this point, which means that all generators are synchronized and loaded at partial load. Figure 4 depicts the efficiencies of four different drive train configurations, where only the gearbox concept varies.

The variation during the entire operating range between the different concepts is less than 1 %, which is within the accuracy of the model. The drive train concept with power split in the third stage (PPSP) exhibits the best efficiency with 93.7 % at full load. The concepts with power split in the first (SPPP) and last stage (PPPS) basically display identical efficiency curves with a maximum efficiency of about 93.5 % at full load. The concept with power split in the second stage (PSPP) has 0.25 % lower efficiency.

The anticipated result, that the gearbox concept with the highest number of rotating parts (SPPP) would show the worst and the concept with the smallest number of parts (PPPS) the best efficiency, has not been confirmed. This can be traced back to the use of different roller bearings and the slightly different transmission ratio of the different concepts, due to their

---

Table 1: Comparison of different gearbox concepts.

<table>
<thead>
<tr>
<th>Gearbox concept</th>
<th>PPPS</th>
<th>PPSP</th>
<th>PSPP</th>
<th>SPPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (Gears, shaft, bearings)</td>
<td>= 47 t</td>
<td>= 49 t</td>
<td>= 45 t</td>
<td>= 40 t</td>
</tr>
<tr>
<td>Size (Width × length)</td>
<td>3.4 × 3.4 m</td>
<td>3.4 × 3.4 m</td>
<td>3.4 × 3.2 m</td>
<td>4.2 × 3 m</td>
</tr>
<tr>
<td>Total number of parts</td>
<td>90</td>
<td>193</td>
<td>275</td>
<td>370</td>
</tr>
<tr>
<td>Number of different parts</td>
<td>28</td>
<td>31</td>
<td>30</td>
<td>31</td>
</tr>
<tr>
<td>Modularity</td>
<td>3.21</td>
<td>6.23</td>
<td>9.17</td>
<td>11.94</td>
</tr>
</tbody>
</table>

The developed concepts are rated regarding space, weight, modularity and efficiency. To give a statement on the modularity of the different concepts, a parameter is introduced that rates the total number of identical parts to the number of different parts. The result is the average number of used elements in the entire gearbox. The higher this parameter is, the higher is the modularity of the concept. Only the parts from the bottom level of the bill of materials are considered to be single parts. Only shafts, bearings, planet carrier and gears are regarded.

A challenge of these gearbox concepts is the shaft bearing for the spur gear used to realize the power split. Switchable couplings are designated behind the power split, which are opened or closed depending on the input power. The generators are ramped up to the synchronous speed before the couplings are activated, which reduces the wear. Positive fit and frictionally engaged couplings, both dry- and wet-running, are evaluated for this application. While a coupling is opened the associated spur gear output shaft is rotating anyway, because the gearing is still in operation. Though the shaft is not transmitting power – other than the friction in the bearings – the tooth forces in this operational state are quite low. The bearings are pre-stressed with an initial tension, in order to reduce the operating risk of the bearings below minimum load. This initial tension is 2 % of the load rating for the used tapered roller bearings [8].
The evaluation is mainly based on the Esson power coefficient $C$, which is a parameter for the performance and utilization of an electrical machine. The Esson power coefficient directly relates the power that can be obtained from an electrical machine to its volume and speed. It can be calculated based on the tangential force $\sigma$, which acts on the surface of the machines rotor [14].

The tangential force depends on the design of the machine and can therefore be used to compare different machine types. $\sigma$ is proportional to the current distribution $A$ and the normal component of the magnetic field induction $B$. The magnetic field induction is limited by the nonlinear saturation of the soft magnetic electrical sheets in the stator and rotor of the machine. The current distribution depends on the electrical utilization and thus on the cooling of the machine [14].

Table 2 shows the tangential forces and the Esson power coefficients for the considered electrical machines. Typical values of other machine parameters needed for the calculation (power factor $\cos\varphi$, winding factor $\xi$ and efficiency $\eta$), are given as well. The synchronous machine with permanent magnet excitation (PMSM) offers the highest power density, when compared to the other machine types. Synchronous machines are magnetically excited by a winding on the rotor (EESM) or by permanent magnets (PMSM). These types of magnetization lead to average values of the air gap flux density of $B = 1.2 \, \text{T}$. For the induction machine with squirrel cage rotor (SCIM) the magnetization is generated by the current in the stator winding. Air gap magnetic flux densities of $B = 0.8 \, \text{T}$ can be reached. Higher air gap flux densities would lead to an increase in magnetization effort and reduce the power factor, due to the nonlinear behavior of the stator sheet material. Both synchronous machines have higher efficiency in the base speed range, with the PMSM being most efficient, since no copper losses occur inside the rotor due to the permanent magnet excitation. This is most advantageous for the application as a WT generator, which generally operates in the base speed range. The induction machine has the highest efficiency in the field-weakening area, as illustrated in Figure 5.

For the high-speed application of the generator further requirements have to be regarded. Especially the mechanical stress on the rotor of the machines due to centrifugal forces has to be analyzed. For the proposed application, the circumferential speed should not exceed 100 m/s, which constrains the diameter of the rotor at an efficiency of 98.6 % can be reached (see Figure 7). The resulting design has a total volume of 0.1104 m$^3$ and thus a power density of 9.06 MW/m$^3$ (see Table 4). To analyze the high mechanical stresses that occur in the electrical sheets of the rotor, especially in the bridges around the buried permanent magnets, a FEM calculation is performed. The geometry is too complex for an analytical consideration. The evaluation is based on the von Mises stress. The rotor geometry is optimized so that the resulting maximum value is 419.7 MPa, which is less than typical values of modern electrical sheets. Thus, the von Mises stress is below the yield strength of the material.

The cost of the total active magnetic material for one PMSM amounts to 5.727 €. A specific price for permanent magnets of 58 €/kg is assumed [1], [17], [18]. As shown in Table 4, the SCIM has a cost advantage of about 17 % over the PMSM. However, it must be considered that the power factor of the SCIM is lower compared to the PMSM (see Table 2), which means that the converter has to provide a higher apparent power. This leads to a larger size and cost of the converter.

Due to its high power density, the PMSM is chosen as generator and regarded in following simulations.
7. Operating Strategy

A drive train concept with multiple generators offers the possibility to switch off individual generators during partial load operation, so that the remaining generators can work at their rated operating point and in their optimum efficiency range. The decoupling of total gear trains by using switchable clutches in the gearbox can offer further potential for increasing the efficiency during partial load operation.

During start-up and full load operation the operating strategy is identical compared to conventional WTs. The strategy during partial load operation has to be extended. Using six generators, the partial load operation needs to be divided into six individual operating areas. Each of these areas must be provided with both a speed control and a pitch control strategy, in order to protect the WT during short-term changes of the wind speed. The possible ranges of operation during partial load operation are dependent on the torque characteristics of the electric generators and are limited by the rated torque.

In order to meet these requirements, a generic WT controller is developed, which in a first step uses a characteristic-curve based WT analogous model. Thereby, the inertia is reduced to a single mass and the aerodynamic rotor torque and the rotor speed are calculated depending on the rotors cp-characteristic.

The WT analogous model is loaded with wind loads that are calculated via a wind file generated using the tool TurbSim from NREL. According to the wind conditions, the pitch angle and the necessary number, torque and speed of generators are simulated by the controller.

Figure 9 depicts a simulated start-up at an average wind-speed of 14 m/s and a turbulence of 16%. In the beginning the rotor blades are turned away from the wind and the pitch angle is 90°. The main controller initiates the start-up sequence if the wind speed is high enough for a given period of time. Then, the blades are turned into the wind with a rate of 3°/s. First, at 15s a rise of the generator speed can be noticed. This late rise is due to the WT operating...
point, which is still outside the \( \eta \)-characteristic of the analogous model. At 45s the switching on speed is reached and the first generator is switched on. While the rotor speed increases, the torque rises until the generator has reached rated torque. At this point the second generator is switched on and the torque is distributed symmetrically on both generators. Further generators are connected successively this way, as soon as the operating generators reach their rated torque of \( T_n = 1,900 \text{ Nm} \).

In the shown start-up process of the WT the switching procedure of individual generators takes place until four generators are activated.

The state of operation with five operating generators will be skipped, because the generator speed increases rapidly and torque dynamics have to be avoided. The state between 106s and 107s shows this switching procedure. The torque on the fourth generator drops to switch on to the operation mode with five generators. Before the torque can drop to 0 Nm, the torque controller activates all six generators. With increasing wind speed, full load operating range is reached (from 108s).

An idealized switching procedure; comparable to the switching procedure presented above, has been added to the efficiency calculation model in section 5 to show the potential of increasing the efficiency during partial load operation. The moments of connection or disconnection of several generators are defined by reaching a multiple of their rated torque (\( T_n = 1,900 \text{ Nm} \)). In the drive train model in section 5, the gear trains which are not required, can initially also be decoupled and switched on separately together with the generators. This behavior simulates the use of a coupling after the spur gear stage and therefore after the power split in the gearbox.

The results of this efficiency simulation for different drive train configurations are shown in Figure 10. The results show a significant efficiency increase in the lower range of the partial load operation, due to the connection of individual drive trains. As soon as all generators are switched on, the efficiency characteristic is the same as in the case where no switching procedure is used. Examining the efficiency trends for the operating strategy with individual switching of generators, efficiency drops can be seen at the switching points. These result from the additional losses at low torque operating points, after an individual gear train including generator has been connected.

The greatest efficiency increase (more than 7 %) is reached for the drive train configuration with power split in the first gear stage. For this concept, three planar stages per gear train are decoupled and thus the highest number of parts is disconnected from the power flow, when compared to the other concepts.

This efficiency increase leads to a higher electrical output power of the WT and to a higher energy yield. In low-wind regions the WT operates up to 70 % of the total operating time at partial load. Therefore, the use of such a drive train concept with the illustrated switching procedure is particularly suitable for these locations. The WT energy output is calculated by multiplying the wind speed dependent electrical output power by the relative occurrence of the wind speed. For a low-wind site with a mean wind speed of 5.3 m/s an increase of electrical output power of up to 1.15 % is achieved, only when using a switching procedure for individual gear trains and generators. The energy needed for the switching process is not regarded.

8. Conclusion

This paper describes the development of an alternative drive train configuration with six high-speed generators (rated at 1 MW and 5,000 rpm) for a 6 MW WT. Different gearbox concepts and electrical machines have been investigated, in order to determine the potential of a higher power density and an efficiency increase, as well as the advantage of a mechanical power split in the gearbox and an electrical power summation on the grid side.

The SPPP gearbox configuration shows advantages regarding both weight and modularity. Efficiency simulation models for the entire drive trains were created, considering a PMSM topology as a generator.

Simulation results display an efficiency increase of up to 7 % during partial load operation, provided that an operating strategy is considered, where gear trains and generators are individually connected and disconnected.
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Abstract
This paper presents a numerical investigation of the aerodynamic performance of an airfoil with leading-edge protuberances within stall region at Reynolds number of $2 \times 10^6$. An IDDES (Improved Delayed Detached Eddy Simulation) method was developed based on a transition model through the modification of turbulence length and the limitation of intermittency factor and validated through quantitative comparison with experimental results. Utilizing the developed method, the vortex evolution and thus the physics of the dominant bi-periodic phenomenon were uncovered. In addition, the effects of bi-periodic flow patterns on aerodynamic forces were also investigated. It was found that bi-periodic phenomenon deteriorated the aerodynamic performance by the inducement of massive flow separation at leading edge. Moreover, the variations in the flow patterns led to little change in total lift coefficient around stall region.
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1. Introduction
The controls of the airflow flow separations at a low chord Reynolds number ($Re_C = \frac{U_C}{v}$ less than $5 \times 10^6$) are becoming increasingly important from both fundamental and industrial point of view. Recently, a new kind of passive flow control technique, i.e., “leading-edge protuberance”, has received many interests, which was inspired by the work of marine biologists who studied the morphology of humpback whales’ pectoral flippers [1]. It has already been applied in the aerodynamic shape optimization of wind turbine [2] (see Figure 1).

The implementation of tubercles on foils has demonstrated significant benefits, with the stall becoming more gradual and typically delayed [3].

Fig. 1 Geometric model of the modified blade

Deploying this bionic means, many investigations have been conducted; however, the underlying mechanisms were still not clearly understood. In [3], Michael et al. summarized several hypotheses of the mechanisms, including “vortex generator”, “wing fence” etc. For the VG case, Malpeddi et al. [4] observed that the streamwise vortices produced by the protuberances carried higher momentum flow into boundary layer, which kept the flow attached to airfoil surface. Furthermore, Zhang et al. [5] found that the ratio of effective height of leading-edge protuberance to boundary layer thickness $\delta$ should lie in the interval between 0.1 and 0.5 by means of experimental investigations, similar to micro vortex generators. For the “wing fence” case, Pedro [6] numerically described the tubercles to create physical barriers to the spanwise motion which prevented the separation growth from the tip to the root of the wing.

On the other hand, bi-periodic phenomenon, i.e. convergent and divergent flow patterns at neighboring trough sections along the spanwise direction of the leading-edge protuberance, has been drawn much research attention. In the aspect of experimental study, Custodio [7] performed tuft and dye visualizations and observed that the occurrence of bi-periodic phenomenon was related to airfoil configuration and angle of attack (AOA).

In the meantime, bi-periodic phenomenon has also been studied by numerical methods. First of all, RANS methods have been proved to have the capacity of capturing bi-periodic phenomenon [8]. However, the details of unsteady turbulent flows were missed due to the time-averaged property of RANS methods and the massive flow separations could not be accurately depicted [8, 9]. To overcome this, the detached-eddy simulation (DES) method, a combination of RANS and LES methods, has been implemented. For example, Malpeddi et al., [4] and Camara et al., [10] adopted DES method to simulate the flow field of modified airfoils, respectively. As a result, Malpeddi et al., [4] assumed that the interactions between vortices of neighboring valleys triggered bi-periodic phenomenon. In addition, Camara et al., [10] found that bi-periodic could only be observed at high angle of attack ($18^\circ$) for specific configuration. Although a lot of work has been conducted on the bi-periodic phenomenon, the specific mechanism and its influence on airfoil aerodynamic performance were still unknown.

In present study, an IDDES method (the latest version of DES method) based on a transition model was developed through the modification of turbulence length and the limitation of intermittency factor, which was utilized to simulate the flow field of NACA 63-021 airfoil with and without varying leading edge around stall region. Moreover, the mechanism which triggered bi-periodic phenomenon was thus given under current circumstances. Eventually, the effect of bi-periodic phenomenon on aerodynamic performance and relative physics were discussed in detail.

2. Numerical schemes
2.1 Turbulence modeling
As mentioned in Section I, the inducement of bi-periodic phenomenon was associated with the development of unsteady turbulent flow and massive flow separation, RANS method was thus not applicable. Considering feasibility and accuracy, the DES method was adopted in present study, which has recently become much favored in the study of unsteady and geometry-dependent separated flows [9]. In present study, IDDES method based on Fu-Wang transition model [11] was developed to
capture the development of laminar flow and massive turbulent flow separation.

In general, Fu-Wang transition model was based on k-ω SST turbulence model. To capture flow transition, another transport equation of intermittency factor γ was introduced. The effective eddy viscosity (μ_eff), which is a combination of the non-turbulent and turbulent contributions, μ_eff = (1-γ)μₐ + γμₜ, takes the place of viscous eddy viscosity (μₜ).

The transport equation for intermittency factor (γ) is

\[ \frac{\partial (\rho \gamma)}{\partial t} + \frac{\partial (\rho \gamma u_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \mu \frac{\partial \gamma}{\partial x_i} \right) + P - \epsilon \]

where \( P \) and \( \epsilon \) represent the production and dissipation, respectively. They are modeled as follows

\[ P = C_p \rho \mu_{eff} \left[ 3 \left( 1 - \beta \right) \gamma \left( 1 + C_1 \frac{\epsilon}{\nu} \right) \right] \]

\[ \epsilon = C_D \nu \frac{\partial \gamma}{\partial t} \]

Subsequently, IDDES method based on Fu-Wang transition model can be constructed through modifying the dissipation term of the turbulent kinetic energy (TKE) equation. After introducing a length scale, \( L_{ref} \), the TKE equation can be given as tensor form as

\[ \frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho k u_i)}{\partial x_i} = \frac{\partial}{\partial x_i} \left( \mu \frac{\partial k}{\partial x_i} \right) + P - \epsilon \]

\[ \epsilon = C_D \nu \left( \frac{\partial \gamma}{\partial t} \right) \]

The IDDES length-scale combining the DDES and WMLES scales can be implemented as

\[ L_{IDDES} = L_g + \left( \frac{L_{WMLES}}{L_{WMLES} + L_g} \right) L_{ref} \]

\[ L_g = \text{max} \left( L_{ref}, L_{WMLES}, \frac{\epsilon}{C_D \nu} \right) \]

It was worth to mention that \( \gamma \) should be 1 in LES mode.

2.2 Numerical Methods and Validations

The STVD scheme adopted can be shortened as S6WENO5. In addition, a LU-SGS method with Newton-like subiteration in pseudotime was taken as the time-marching method. Wall surfaces were regarded as no-slip and adiabatic for viscous simulation. The approach was in parallel algorithm using domain decomposition and MPI strategies for the platform on PC clusters, and the computations were all based on our in-house solver UNITs [12].

Using the developed numerical schemes, the flow fields over the smooth and wavy airfoil with mean chord length c = 100mm and span length s = 200mm were investigated, consistent with the ones in our previous experimental study [5]. The wavy leading edge had an amplitude of \( A=12\text{mm} \) and a wavelength of \( \lambda=25\text{mm} \). Figure 2 demonstrates a slice of the computational mesh. Specifically, the structured grid system with \( y^+ = 1 \) and the growth ratio \( \alpha = 1.12 \) was established, satisfying the minimum requirement recommended in [13]. The overall amounts of grids were 1.08x10⁷ and 8.6x10⁶ for airfoils with and without wavy leading edge, respectively.

Fig. 2 Illustration of a slice of the computational mesh

The numerical work was validated using previous experimental results [5, 14]. To this end, four angles of attack (\( \alpha \)) were selected, i.e., 6°, 12°, 18° and 21°, and the free-stream velocity \( U \) and \( Re \) were 30m/s and \( Re_0 = 2 \times 10^6 \), respectively. In addition, The time step was set to 1.667x10⁻⁵s, and the solution proceeded until 0.1s. The variations of lift and drag coefficients with \( \alpha \) are displayed in Figure 3. It could be observed that the computational results were in good agreements with experimental results within pre-stall regime and their difference was only within 5%.

Within the post-stall region, the wavy airfoils exhibited improved aerodynamic characteristics, resulting in the maximum 54.5% increase in \( C_L \). Nevertheless, \( C_L \) seemed to be around 0.88 around the stall region for modified airfoil, which was at most 15% lower compared with the baseline case. Furthermore, \( C_L \) was at most 50% higher within the same interval.

3. Results and Discussions

3.1 Mechanisms of Bi-periodic Phenomenon

For airfoil with wavy leading-edge, the processes of vortex evolution were rather complicated. Figure 4 gives the corresponding instantaneous flow structures after they became stable. At \( \alpha = 6° \), the flow pattern was periodic from one trough to the next (Figure 4a). It could be observed that vortices migrate towards troughs, causing a coalescence of fluid between protuberance peaks near the airfoil leading edge and then dissipation towards the trailing edge. Nevertheless, at \( \alpha = 12° \), the flow pattern was no longer periodic and the bi-periodic phenomenon appeared, as shown in Figure 4b. The fact that vortices dispersed at one trough as soon as it left the leading edge indicated that there was flow interaction between neighboring troughs. At the neighboring trough, vortices were confined to the valley of current trough and this flow pattern repeatedly appeared in spanwise direction. The processes of vortex evolution were similar at \( \alpha = 18° \) and 21°, as shown in Figure 4c and Figure 4d, and the non-equilibrium between neighboring troughs became more obvious. Consequently, it could be inferred that the occurrence of bi-periodic phenomenon was highly related to \( \alpha \), consistent with the finding in [7]. For convenience, the trough where vortices dispersed was named trough-A, and the neighboring trough was named trough-B (Figure 4c).
To further clarify the bi-periodic flow over the airfoil suction side, we took the case at $\alpha = 18^\circ$ for example. Correspondingly, four typical time instants were selected, i.e., T0, T1, T2 and T3, to depict the whole process of vortex evolution. At T0 ($t=0.007s$ after the beginning of IDDES iterations), no difference on the flow patterns between neighboring troughs existed, and flow structures were almost the same at neighboring troughs (Figure 5). F, N and S represented focus, node and saddle here.

At T1 ($t=0.007s$), although the 3D vortex structures seemed to remain periodic, the difference between neighboring troughs emerged. Essentially, this was related with the variations in the boundary layer near the airfoil surface, indicated in Fig.6. Clearly, the topological structures of the separated flow around node N2 and saddle S1 (bounded by blue dashed lines) were different; moreover, the momentum convection at leading-edge was also affected. Actually, it could be observed that the 2D vortex structures corresponding to the vortex rings around leading-edge were different (bounded by red dashed lines). The development of follow-up vortices, especially the vortex rings above the suction surface, would be therefore affected.

At T2, the condition deteriorated as shown in Figure 7a. The development of the vortex rings was severely affected and the single periodic pattern began to collapse. Along with the development of the vortex system, the difference between neighboring troughs enlarged. At T3 ($t=0.023s$), the vortices from trough-A crossed the neighboring peak, and forced the fluid to squeeze into trough-B (Figure 7b), which led to an increase of velocity and a decrease of static pressure at trough-B.

To have an intuitive understanding, a slice in x-z plane ($y=0.11$) at T3 was demonstrated in Figure 8. Here static pressure was nondimensionalized by free-stream kinetic energy. Distinctions between trough-A and B could be recognized. In detail, the distribution of Mach number around mid-span was different, which indicated that flow with higher momentum got into the valley of trough-B (bounded by red dashed lines). In the meantime, the difference of pressure distribution emerged in the same area (bounded by blue dashed lines). Once the balance between neighboring troughs was broken, the non-equilibrium was gradually exacerbated. Eventually, bi-periodic pattern was reached as shown in Figure 4c.

### 3.2 Effects of Bi-periodic Phenomenon on Aerodynamic Performance

Although the aerodynamic performance of modified airfoil is better than the baseline one within post-stall region, lift degradation is inevitable around stall region. To further optimize the aerodynamic performance, it is necessary to clarify the mechanism of the lift degradation.

Figure 9 shows the typical profiles of the normalized mean streamwise velocity at $\alpha = 18^\circ$ for wavy airfoil. Note the velocity profiles for smooth and peak cases were coincident with the experimental results in [5], validating the accuracy of present simulation again.
For smooth airfoil, the flow separation evidently occurred at x/c=0.3. Although the instantaneous vortex structures at peak were rather complicated as shown in Figure 4, the velocity profiles were quite simple in time-averaged form. Compared with the results of smooth airfoil, the occurrence of reversed flow moved backward to a location between x/c=0.4 and x/c=0.5.

In addition, bi-periodic phenomenon was clearly reflected in the mean velocity profiles at troughs. The distinctions between trough-A and B were obvious (Figure 9c and 9d). At trough-A, flow separation occurred near the leading edge. To the contrary, flow separation occurred near x/c=0.15 at trough-B, and then reattachment took place at x/c=0.3. However, flow reattachment did not stick to the trailing edge and the reversed flow clearly appeared once more near x/c=0.75. Evidently, the massive flow separation at troughs probably imposed negative effects on aerodynamic lift and it tended to be more significant for trough-A case. The flow field for the airfoil with leading-edge protuberances would lead to the corresponding variable aerodynamic characteristics of C_l and C_d within stall region in Fig. 3. To prove this, Figure 10 illustrates the distributions of pressure coefficients along x-direction. In general, compared with the results of smooth airfoil, aerodynamic suction decreased due to the massive flow separation at troughs. Furthermore, bi-periodic phenomenon aggravated the lift degradation, which removed the aerodynamic suction at the leading-edge of trough-A, especially at α=18° and 21°. This conclusion was coincident with the analyses of velocity profiles. Meanwhile, above mechanisms also increased the static pressure at the leading edge, which consequently enlarged the pressure drag. The aerodynamic drag increment around stall region could thus be somehow interpreted [5].

In addition, as shown in Fig.3. The variation range of C_l around stall region was within 6%, which was a favorite feature for wind turbine blade since the stall tended to be rather gentle. To understand this, Fig.12 gives C_l-distributions along z-direction, and it could be inferred that the lift coefficients of α=18° and 21° were approximately equal to 0.88 in consideration of the contributions of those spanwise sections (i.e., Peak, Middle, Trough-A and Trough-B), and they were a little higher than that of α=12°. Evidently, peaks contributed a large portion of the aerodynamic lift, which was consistent with the analyses of Fig.11. Then the lift coefficients of those spanwise sections at α=18° and 21° were analyzed in detail. The variation tendencies of local lift coefficients around peaks and troughs were
opposite, which could be interpreted by local flow conditions around them. In detail, as flow was mostly attached at peaks, lift coefficients increased as angle of attack increased. To the contrary, flow separation dominated the flow field around troughs, therefore the degradation of lift coefficients deteriorated along with the increase of angle of attack. Meanwhile, the influence of bi-periodic phenomenon certainly extended to the middle sections, as the variation tendencies of the lift coefficients of the middle sections around peak were opposite. In general, these variations in the flow patterns led to little change in total $C_L$ around stall region.

2) The vortex evolution and thus the physics of the dominant bi-periodic phenomenon were uncovered. In addition, it was found that bi-periodic phenomenon imposed considerable influence on aerodynamic performance. Compared with the troughs where vortices converged, the negative effects of the flow separation at the troughs where vortices diverged were more remarkable.

3) The variation range of $C_L$ around stall region was within 6%, which was a favorite feature for wind turbine blade since the stall tended to be rather gentle. In addition, the inherent physics were discussed through analyses of flow patterns.

5. Future works

1) Present study concentrated on the analyses of the control physics of bionic airfoil. Furthermore, the application of this technique on wind turbines will be attempted in the near future.

2) The study also suggested that the aerodynamic performance were probably affected by flow conditions (for example $Re$) and geometrical shape of the protuberances. A straightforward extension of present work is an evolution of the influences of above factors on the aerodynamic performance of a modified airfoil.
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Abstract:
The design methodology and performance verification of a family of low lift airfoils is presented in this paper. High performance low lift profiles are well suited to low power density rotor designs. Such designs are suitable for increasing the energy yield of multi-MW offshore wind turbines using larger diameter rotors under moderate loading conditions. For the design of the profiles numerical simulation techniques are used for maximizing a suitable performance-based cost function which is evaluated using XFOIL. The resulting shapes are assessed by means of high fidelity CFD tools. The main uncertainty characterizing the performance of such profiles, at the relative low flow angles where the maximum performance occurs, comes from transition modelling. This uncertainty is even higher at the very large Reynolds numbers encountered in the 10+ MW rotors of our interest. To handle the uncertainty our design options are selected on the conservative side.

Keywords: Airfoil design, low lift profiles, airfoil performance verification.

1 Introduction

In the framework of INNWIND.EU FP7 Project CRES and NTUA investigate the potential of low-induction rotors (LIR) in improving the energy yield of large offshore turbines and reducing the cost of electricity produced. As discussed in [1] and [2] the best way to implement the LIR concept is by using low-lift airfoils, e.g. airfoils having their maximum k = C/C0 at moderate CDES (design C) values. It is not straightforward, however, to get a high performance, thick enough, airfoil with k values 100+, which is a normal achievement for the high lift airfoil families. This difficulty is increasing as CDES gets smaller. The design and performance verification, with state of the art CFD, of such a family of low lift profiles aiming to operate in the range or Reynolds and Mach numbers corresponding to a 10MW LIR is the scope of the present work.

2 Design methodology

The airfoils are parameterized using Bézier curves with 9-12 control points for representing the complete shape in one piece. The trailing edge thickness is directly set, while the position of maximum thickness and the maximum thickness are controlled through the Bézier parameters. The number of control points was chosen so that the resulting representation could reproduce well-known families (NACA, FFa) with less than 0.5% RMS error.

The objective of the design is the maximization of the airfoil performance (lift over drag) within a desired range of lift coefficients. This can be expressed as

\[ \text{Maximize} \int_{0}^{\pi} \left( \frac{C_{\text{LDES}}}{W_{l}} + \frac{C_{\text{LDES}}}{W_{t}} \right) d\alpha \]

where \( C_{\text{LDES}}, C_{\text{DES}} \) is the range of the design lift coefficient, centred around the actual design point and \( W_{l}, W_{t} \) are the laminar and turbulent flow weights. The reason for performing the optimization for more than a single \( C \) value is to avoid degenerate solutions that display a rapid drop in performance when this value is exceeded. In addition, with this general objective functions we can optimize the weighted airfoil performance at both transitional and fully turbulent flow conditions.

The constraints on the design are imposed through the available range of movement for the control points. The main parameters that are affected are

- Trailing edge thickness (which is fixed at the original value)
- Maximum thickness (specified for each design)
- Maximum thickness location (allowed to shift, but retaining a basic similarity between the airfoil shapes for different thicknesses)

The optimizer employed uses a combination of evolutionary and gradient-free methods. The latter are used for the final convergence once the evolutionary method has reached a minimum. The direct solver used for the calculation of the objective function is XFOIL, but the results are later assessed using higher fidelity flow solvers.

3 Application on the Design of Low Lift Profiles

3.1 Design specifications

Table 1 shows the operating conditions at different blade sections of a LIR version of the 10MW Reference Wind Turbine of INNWIND.EU. The relative thickness of the airfoils along the original blade span varies from 60% in the near-root section to 21% at the tip. For the relative thickness we present the Reynolds and Mach numbers at rated conditions as well as their minimum value within the turbine operating envelope. Since the same airfoil is used at different spanwise locations there are multiple rows in the table sharing the same thickness. From those we select the highlighted rows as the operating conditions.

Following our earlier conclusions of [1] and [2] the low lift airfoils shall be designed for \( C_{\text{DES}} = 0.8 \), instead of \( C_{\text{DES}} = 1.2 \) to 1.3 which is the normal range for high lift profiles. To avoid deep minima (a highly optimized objective function which rapidly deteriorates when the design variables are slightly perturbed) that characterize single point designs, we shall design the airfoils for a maximum mean performance within a range of design lift coefficients \( C_{\text{DES}} = [0.7 \text{ to } 0.9] \) instead of using the single \( C_{\text{DES}} = 0.8 \) value.

An important issue for the design specifications is the way one handles transition. We are referring to designs at very high Reynolds numbers and, therefore, a back-loaded laminar airfoil may perform significantly better than a front-loaded one which better suits fully turbulent flows. On the other hand it is known that the performance of laminar airfoils may become very poor when the flow is tripped to turbulent. But even if a good part of laminar flow exists over the airfoil it is quite uncertain how the high turbulence content of the atmospheric boundary layer will influence the transition location through the bypass mechanism. To introduce some conservatism in our designs we are optimizing the airfoil shapes for their weighted transitional / fully turbulent performance as described in section 3.2 below.

Table 1: Intended thickness and operating conditions

<table>
<thead>
<tr>
<th>Section</th>
<th>Thickness</th>
<th>Re (rated)</th>
<th>M (rated)</th>
<th>Re (Min)</th>
<th>M (Min)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The transition model used in our analysis is the XFOIL built-in \( n^* \) where \( N \) is the critical amplification factor. For conservatism we shall use in our transitional calculations \( N=4 \) corresponding to high ambient turbulence flow conditions (\( N=9 \) is the usual choice for natural transition).

3.2 Designed airfoils

Following the design specifications of Table 1 we produced low-lift profiles with relative thicknesses 15%, 18%, 21%, 24%, 30% and 40%. With the exception of the two end-family members (15% and 40%) where a single low-lift airfoil was designed, we generated for all other thicknesses two low-lift profiles of different laminar / turbulent flow weighting.

The laminar / turbulent weighting was set to 30%-70% (denoted as 30-70 from this point on) for the first low-lift and to 20-80 (or 20-80 for the thicker members) for the second family. Figure 1 shows the 30-70 low-lift family and Figure 2 the 10-90/20-80 one.
Figure 1: The 30-70 family of Low Lift profiles

Figure 2: The 10-90/20-80 family of Low Lift profiles

Figure 3: Performance (L/D) of the Low Lift family profiles at fully turbulent flow conditions. (a) the 30-70 and (b) the 1(2)0-9(8)0

Using a higher weight for the laminar part the maximum thickness of the profile is moving backwards and its performance around the design point is increasing but at the same time worsens when the profile operates at fully turbulent conditions.

The 10-90/20-80 family looks more consistent, both geometrically (location of maximum thickness) and performance wise (changing monotonically with the thickness), than the 30-70 one. For the above reasons and for introducing further conservatism to the potential energy capture gains we shall focus our further attention on the 10-90/20-80 family only.

Figure 4: Performance (L/D) of the Low Lift family profiles for transitional (N=4) flow conditions (a) the 30-70 and (b) the 1(2)0-9(8)0

4 Numerical Simulation of the Designed Airfoils

4.1 Numerical Tools

In order to verify the performance of the low lift 10-90/20-80 profiles, simulations for fully turbulent and transitional flow conditions are performed using the MaPFlow [3] and Foil2W [4] in-house numerical solvers developed at NTUA. Both methods have been successfully applied to the simulation of FFA airfoils at high Reynolds numbers, in the context of the benchmarking of aerodynamic models, included in the Deliverable 2.2.1 of the INNWIND.EU project [5].

MaPFlow: MaPFlow is a multi-block MPI enabled compressible solver equipped with preconditioning at low Mach numbers. The discretization scheme is cell centred and makes use of the Roe approximate Riemann solver for the convective fluxes. The scheme is second order accurate in space and time and applies the Venkatakrishnan’s limiter [6] defined for unstructured grids. Dual time stepping has been introduced for facilitating convergence. The solver is equipped with the Spalart-Allmaras (SA) and the k-ω SST eddy viscosity turbulence models.

Figure 5: Predictions of the NACA 63-418 C_p polar by the Granville/Schlichting and the γ-Reθ models using the MaPFlow solver. Reynolds number is 20·10^5

Figure 6: Predictions of the NACA63-418 transition locations by the Granville/ Schlichting and the γ-Reθ models using the MaPFlow solver. Reynolds number is 20·10^5
Two transition models have been implemented in MaPFlow, the correlation γ-Reθ parameter model of Menter [7] and the Granville/ Schlichting transition method described in [8]. The first is a two transport equation model for the intermittency and the momentum thickness Reynolds number. It utilizes local variables easily computed in each cell and does not need boundary layer definition and parameters. The second one is based on boundary layer characteristics expressed in terms of the Polhausen variables. In order to estimate these variables, the velocity on the edge of the boundary layer is computed using the pressure coefficient value on the viscous wall derived by the RANS solver. The instability and transition points are then defined using empirically calibrated diagrams proposed by Granville.

Simulations using MaPFlow have shown that the Granville/ Schlichting method gives better predictions of the drag coefficient compared to the γ-Reθ model (Figure 5) for high Reynolds numbers (Re $> 3 \times 10^5$). This results from the fact that transition is predicted at different locations by the two models as shown in Figure 6. Therefore, the Granville/ Schlichting is adopted for the present simulations. Fully turbulent simulations are performed using the k-ω SST model.

The numerical mesh is an O-type grid of 104000 elements, 520 around the airfoil and 200 in the normal to the wall direction, generated using the ICEMCFD ANSYS software. The non-dimensional distance of the first node from the wall is less or equal to y+<1. Steady state simulations are performed for the whole angles of attack AOA range.

**Foil2w**

Foil2w is a viscous-inviscid interaction code. The potential flow part is simulated by singularity distributions along the airfoil geometry and the wake. The wake is represented by vortex particles which are allowed to freely move with the local flow velocity. The viscous flow solution is obtained by solving the unsteady integral boundary layer equations. The coupling of the two sets of equations is achieved through a transpiration velocity distribution along the airfoil surface that represents the mass flow difference over the boundary layer height between the real viscous flow and the equivalent inviscid flow.

The boundary layer equations are discretized using finite differences and the final set of the non-linear equations are solved simultaneously using the Newton-Raphson algorithm. The boundary layer solution is supplemented by a transition prediction model based on the e$^N$ spatial amplification theory and by a dissipation closure equation for the maximum shear stress coefficient over the turbulent part.

### 4.2 Performance Verification of the Designed Airfoils

Performance (L/D) results for the 18% airfoil are presented in Figure 7. At transitional flow conditions, all models predict considerably high values around the design point $C_{L,DES}=0.8$, ranging between 135 and 150. MaPFlow predictions using the Schlichting-Polhausen transition model seem to be the most conservative ones, predicting the lowest performance. At fully turbulent flow conditions, a lower performance around the design point $C_{L,DES}=0.8$ is expected. Indeed, performance reduces considerably ranging between 85 and 95, but still remains at high levels. It must be noted that there is a significant divergence among the predictions of the different models in the range $0.8<C_{L}<1.4$ which corresponds to the linear region (2°<AOA<8°). This suggests that a different slope of the $C_L$-AOA curve is predicted in that region.

The performance of the designed airfoil decreases with thickness as expected (Figure 8 to Figure 10). For the 30% thickness no significant difference can be observed in the MaPFlow predictions. Figure 7 to Figure 10 also indicate that the predicted differences between fixed and free transitional flow at the design point $C_{L,DES}=0.8$ reduce with thickness. For the 30% thickness no significant difference can be observed in the MaPFlow predictions.

**Figure 7: Performance (L/D) of the 18% Low Lift 10-90 airfoil for transitional and fully turbulent flow conditions. Comparison among MaPFlow (CFD solver), Foil2w (viscous-inviscid interaction solver) and XFOIL calculations. Fixed transition locations were taken from XFOIL using the e$^N$ model with N=4**

**Figure 8: Performance (L/D) of the 21% Low Lift 10-90 airfoil for transitional and fully turbulent flow conditions. Comparison among MaPFlow (CFD solver), Foil2w (viscous-inviscid interaction solver) and XFOIL calculations. Fixed transition locations were taken from XFOIL using the e$^N$ model with N=4**
Conclusions

A design method for producing low lift airfoil profiles was developed and applied to the different blade sections of a LIR version of the INNWIND.EU Reference Wind Turbine, at specific operating conditions.

Two low-lift profile families were designed, with relative thicknesses ranging from 15% to 40%. The low-lift families differ in the laminar / turbulent weighting which is driving the design. Using a higher weight for the laminar part the maximum thickness of the profile is moving backwards and its performance around the design point increases but at the same time worsens when the profile operates at fully turbulent conditions. In the present work the weighting was set to 30%-70% for the first low lift family and to 10-90 (or 20-80) for the second.

The 10-90/20-80 family looks more consistent, both geometrically (location of maximum thickness) and performance wise (changing monotonically with the thickness). For these reasons and for introducing some conservatism to the possible energy capture gains of the low induction rotor this family has been selected for low induction INNWIND.EU 10 MW rotor design.

The performance of the selected low lift airfoils was verified using a CFD and a viscous-inviscid interaction solver. Both solvers predict high performance levels at the design point $C_{L/D} = 0.8$. For the 18% airfoil the predicted performance is higher than 135 and 85 in transitional and turbulent flow conditions respectively. For the 30% airfoil the predicted performance decreases but still remains higher than 100 and 60 in transitional and fully turbulent conditions respectively.

Using the 10-90/20-80 polars calculated with CFD we proceeded to the aerodynamic design of a 10MW LIR in the framework of the INNWIND.EU project. Compared to the dedicated low lift profiles that replaced the high lift FFA-W3-xx (same thickness) profiles of the reference.
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Abstract

To decrease blade mass for effectively reducing construction costs, the application of slender blades or two-bladed rotors to 10 MW-class wind turbines is proposed. Since few wind turbine designs have adopted this approach, it is important to investigate the effects of applying slender blades and two-bladed rotors. Considering this possibility and the relationship between the flow characteristics around the blade and the Reynolds number, it is useful to implement an aerodynamic analysis on actual-scale wind turbines using computational simulations such as blade element momentum (BEM) theory and computational fluid dynamics (CFD). In this study, we executed an aerodynamic analysis of two- and three-bladed 10 MW reference wind turbines proposed by the New Energy and Industrial Technology Development Organization. For the aerodynamic analysis, we used the fast CFD solver FaSTAR. We validated the aerodynamic simulation (FaSTAR) developed by the Japan Aerospace Exploration Agency, First, we validated and confirmed rotor performance by comparing with the results obtained using BEM theory. The power and thrust coefficients ($C_p$ and $C_T$) obtained by FaSTAR are generally in agreement with those obtained using BEM theory. These results suggest that rotor performance can be captured correctly by FaSTAR. Furthermore, the 3D effects caused by flow separation are seen only in FaSTAR. Regarding the difference in the number of blades, the values of $C_p$ and $C_T$ for the two-bladed rotor change more gradually than those for the three-bladed rotor. Moreover, the 3D effects around the root in two-bladed rotors are more significant than those in three-bladed rotors.

1. Introduction

Wind turbine rotor diameters have been upsized to increase power and utilize higher wind speeds for decreasing power costs[11]. Today, investigations on the realization of wind turbines with a rated power output of 10 MW are being undertaken[12]. When upsizing the diameter, blade mass and drive train mass increase, thereby increasing manufacturing costs. Some solutions to these problems are suggested as follows: use a slender blade and change its structure or material[13], increase the tip speed ratio (defined as the tip speed divided by the inflow speed) to decrease the load on the drive train, and reduce the number of blades by applying two-bladed rotors[14]. In particular, the application of two-bladed rotors is an effective solution because it can reduce both rotor mass and manufacturing costs. Furthermore, it can easily increase the tip speed ratio. However, there are some problems with two-bladed rotors. For example, because they are...
The aerodynamic airfoil characteristics at a Reynolds number of about 10^6 are used, which is close to the Reynolds number for a rotating blade. Here, the Reynolds number is based on the chord length. In the aerodynamic analysis of ultra-large scale wind turbines, the aerodynamic airfoil characteristics obtained by 2D CFD analysis at a Reynolds number of about 10^6 are often used because there are few experimental results obtained in wind-tunnel tests at Reynolds numbers higher than about 10^6.

In this research, we used the 3D second-moment tensor-based model assuming γ-k correction-based model. We used the 3D Reynolds-averaged Navier-Stokes (RANS) equations and a transition model. Moreover, when executing the computation on a supercomputer, we can perform the analysis with a grid of around several billion cells.

The governing equations in FaSTAR are the compressible Navier–Stokes equations, which are discretized using a finite volume method (FVM). FaSTAR is an unstructured grid flow solver; hence, it can be used with HexaGrid, which was also developed by JAXA for generating unstructured grids automatically. Using HexaGrid with FaSTAR, fast pre-processing and CFD analysis can be accomplished. Consequently, we can shorten the total computation time effectively.

As an example of previous researches of wind turbines using FaSTAR, an aerodynamic analysis of the MexNext wind turbine rotor was executed. This analysis was executed to classify whether or not FaSTAR is applicable to aerodynamic analysis of wind turbines. In this analysis, the results including rotor performance and wake characteristics agreed closely with the experimental results. These results imply that we can predict the rotor performance and the flow characteristics around the blade precisely using FaSTAR. We basically used the same computational grid information and numerical analysis conditions used in the MexNext analysis.

### 2.4. Computational grid

Grid information from this research is shown in Table 2. The computational grids were generated by HexaGrid: the grid near the blade is prismatic, and the one for the far-field region is Cartesian. Denoting the rotor diameter as \( D \), the analysis domain is 100 \( \times \) 100 \( \times \) 100, and the rotor is set at the center of the domain. We set the “refinement region” as 1D downstream from the rotor plane, where the grid is subdivided so that the resolution around the blade is sufficiently small. Denoting the chord length as \( r / R \sim 0.8 \) as \( c \), the grid resolution on the blade is 0.022c. Here, \( R \) is the rotor radius. We emphasize that the resolution along the span is the same as that along the chord. The height of the first cell on the blade is 0.1 \( \times \) c at the tip and 0.022c at the hub.

### 3. Analysis results

In this research, all computations were executed on JAXA Supercomputer Systems (JSS) or JSS2 SORA (SORA: Supercomputer for Earth Observation, Rockets and Aeronautics). The calculation time in each case was about 24 hours. The vorticity contour around the three-bladed rotor at \( \lambda = 10 \) is shown in Figure 5, as an example of the obtained results. The flow field around the rotor was captured in this image.

### Table 2: Computational grid information.

<table>
<thead>
<tr>
<th>Analysis domain</th>
<th>100 ( \times ) 100 ( \times ) 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refinement region</td>
<td>100 ( \times ) 100 ( \times ) 100</td>
</tr>
<tr>
<td>Resolution in the refinement region</td>
<td>1.6 ( \times ) 1.6 ( \times ) 1.6c</td>
</tr>
<tr>
<td>Height of the first cell on the blade</td>
<td>0.022c</td>
</tr>
<tr>
<td>Total number of cells</td>
<td>50 M (two-bladed), 80 M (three-bladed)</td>
</tr>
<tr>
<td>Remarks</td>
<td>( c = 1.0 ) m (at ( r / R = 0.8 ))</td>
</tr>
</tbody>
</table>

### Table 4: Analysis cases (designed \( \lambda \) is shown in red).

<table>
<thead>
<tr>
<th>Case</th>
<th>Tip speed ratio ( \lambda )</th>
<th>Tip speed ( V ) [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Two-bladed</td>
<td>5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16</td>
<td>110</td>
</tr>
<tr>
<td>Three-bladed</td>
<td>4, 5, 6, 7, 8, 3, 9, 10, 11, 12, 13, 14, 15, 16</td>
<td>90</td>
</tr>
</tbody>
</table>

### 3.1. Power/Thrust coefficients

The relationships between the power/thrust coefficients \( C_P \) and \( C_F \) obtained by FAST are shown in Figures 6 and 7, respectively. In these figures, the results obtained by FAST are named “CFO”, and those obtained by FaSTAR are named “FBM”. Also, “Two-bladed” and “Three-bladed” mean that the corresponding results were obtained in the two- and three-bladed rotor cases. The coefficients \( C_P \) and \( C_F \) are defined by Eqs. (2) and (3), respectively:

\[
\lambda = \frac{R}{V} \quad (1)
\]
where $P$ and $T$ are the power and thrust of the rotor, respectively, and $\rho$ is the density of the inflow.

As shown in Figure 6, the relationships between $\lambda$ and $C_p$ obtained by FAST are similar to those obtained by FAST. In particular, the $C_p$ values at the designed $\lambda$ obtained by FAST agree with those obtained by FAST. It is known that BEM theory has high rotor performance predictability near the designed $\lambda$. Thus, these results suggest that the rotor performance of 10 MW-class wind turbines can be predicted using FaSTAR.

As shown in Figure 7, the $C_p$ values obtained by FaSTAR are larger than those obtained by FAST at the designed $\lambda$. However, the trends of varying $C_p$ with changing $\lambda$ obtained by FaSTAR agree with those obtained by FAST, and these results also suggest that the rotor performance of 10 MW-class wind turbines can be predicted using FaSTAR.

When focusing on the difference between the results obtained by FaSTAR and those obtained by FAST, both the $C_p$ and $C_{xy}$ values obtained by FaSTAR are smaller than those obtained by FAST when $\lambda$ is lower than the designed $\lambda$. In a 2D CFD analysis for FFA-W3 airfoils, Ellipsys2D overestimates the stall angle, and this tendency is more significant than in FaSTAR. Hence, it is assumed that the decrease of power and thrust in BEM theory occurs at the lower values of $\lambda$ compared to the results obtained by FaSTAR.

Furthermore, the coefficients obtained by FaSTAR change more gradually than those obtained by FAST at lower values of $\lambda$. It is known that the flow around the blade is 3D, and this tendency becomes more significant after flow separation occurs. Moreover, 3D flow inhibits the performance decrement. Hence, it is inferred that 3D flow makes the performance declines obtained by FaSTAR less obvious than those obtained by FAST. The difference in rotor performance at $\lambda = 5$ and $\lambda = 6$ in the two-bladed rotor case also infers that the performance decline resulting from a stall is not as obvious when considering 3D flow on the blade. These results suggest that it is necessary to consider the effects induced by 3D flow when flow separation occurs. Considering that, it is assumed that using QFD is effective when considering this relationship between the rotor performance and the flow around the rotor.

When focusing on the difference in the number of blades, the $C_p$ and $C_{xy}$ values of the two-bladed rotor change more gradually than those of the three-bladed rotor. Moreover, the $C_p$ value of the three-bladed rotor at the designed $\lambda$ is higher than that of the two-bladed rotor. These trends agree with general wind turbine characteristics. Additionally, at the same inflow speed ($\lambda = 10$ for the two-bladed rotor and $\lambda = 12.2$ for the three-bladed rotor), $C_p$ is almost the same, which implies that the thrust per blade of the two-bladed rotor is larger than that of the three-bladed rotor.

Consequently, the lift action in the $y$-direction declines. Furthermore, the $C_p$ value at $r/R = 0.15$ in the two-bladed rotor is negative, unlike in the three-bladed rotor. These results suggest that the flow separation induced by the airfoil shape transition impacts the rotor performance more significantly in two-bladed rotor case.

As shown in Figures 9 and 10, the local force coefficients obtained by FaSTAR are generally larger than those obtained by FAST. It is inferred that these differences arise depending on whether or not we are considering the 3D flow around the blade. However, the trends show good agreement in the values of both $C_p$ and $C_{xy}$. These results suggest that rotor performance can be captured correctly using FaSTAR.

When focusing on detail in the differences between FaSTAR and FAST, the local forces obtained at about $r/R = 0.15$ by FAST are generally smaller than those obtained by FAST. At $r/R = 0.15$, the blade shape changes from cylinder to airfoil. At this transition, complex flows can occur, which are induced by the flow separation, which may result in a decrease of rotor performance. Furthermore, the differences between the results obtained by FAST and FaSTAR are obvious only in the results obtained by FaSTAR. These results suggest that aerodynamic analysis using FaSTAR can capture the blade tip loss effect, which is difficult to capture using BEM theory.

When focusing on the differences related to the number of blades, the values of $C_p$ from $r/R = 0.2$ to $r/R = 0.6$ in the two-bladed rotor case are generally smaller than those in the three-bladed case as shown in Figure 9. The angles of attack are different in the two- and three-bladed rotor cases because the twist angle distributions and rotational speeds are different. This may result in a difference in rotor performance, as shown in Figures 9 and 10. However, the trends of varying $C_p$ with changing $r/R$ and the values from $r/R = 0.6$ onward are in good agreement.

Moreover, the trends of varying $C_p$ with changing $r/R$ are also in agreement as shown in Figure 10. However, the values obtained in the two-bladed rotor case are generally smaller than those obtained in the three-bladed case. The twist angle along the blade in the two-bladed rotor case is generally smaller than in the three-bladed case, and.
4. Consideration of the separation-induced effect at the designed tip speed ratio

The decreases of $C_L$ and $C_D$ at about $r/r_0 = 0.15$ are assumed to be caused by the 3D flows induced by the transition of blade shape from cylinder to airfoil. These phenomena are very interesting from the point of view of aerodynamics or fluid dynamics. Therefore, we focused on the flow separation and the separation-induced effect at $r/r_0 = 0.15$. The dynamic pressure distributions on the blade acting in the tangential direction of the rotor plane at about $r/r_0 = 0.15$, denoted as $p_d$, are shown for the two- and three-bladed rotor cases in Figures 12 and 13, respectively. Streamlines on the blade are also plotted in black lines. Here, the relationships between $p_d$ and $p'_d$ and $p'_s$ are defined by Eqs. (6) and (7):

$$p_d = (p - p_0)(\mathbf{n} \cdot \mathbf{e}_y)$$

$$p'_d = p'_{s} = p'_{0}$$

Here, $p_0$ is the pressure at the stagnation point, $\mathbf{n}$ is the normalized inward normal vector on the airfoil, defined as shown in Figure 11, and $\mathbf{e}_y$ is the unit vector in the $y$-direction.

As shown in Figures 12 and 13, a negative value is shown at the trailing edge at about $r/r_0 = 0.15$. Moreover, a concentration of streamlines, apparently induced by the flow separation, is also seen. At $r/r_0 = 0.15$, the blade shape changes, particularly at the trailing edge. This shape transition can cause flow separation, and, consequently, the value of $C_D$ decreases when focusing on the difference related to the number of blades. The negative value of $p'_d$ at about $r/r_0 = 0.15$ is greater in the two-bladed rotor case than in the three-bladed case. The negative region is also larger in the two-bladed rotor case than in the three-bladed case. These phenomena suggest that the 3D effects around the root are more significant in the two-bladed rotor case than in the three-bladed case.

5. Conclusion

We executed a CFD analysis of two- and three-bladed rotors using a 10 MW-class offshore wind turbine proposed by NEDO as a reference. First, we validated and confirmed rotor performance through a comparison with the BEM results. Moreover, we discuss the merits of applying CFD to the aerodynamic analysis of wind turbines. Besides, we investigated the differences in aerodynamic characteristics when the number of blades was changed. The obtained results are as follows:

- The results obtained by FaSTAR generally agree with the BEM results. Thus, wind turbine performance can be captured correctly by FaSTAR.
- It is believed that the CFD analysis in this research captured tip losses and 3D effects that are difficult to capture using BEM theory.
- It is important to consider the effects induced by the 3D flow around the blade when flow separation occurs. Thus, it is assumed that using CFD is effective when considering the relationship between the rotor performance and the flow around the rotor.
- The $C_L$ and $C_D$ values of a two-bladed rotor change more gradually than those of a three-bladed rotor.
- The $C_L$ value of a three-bladed rotor at the designed $\lambda$ is greater than that of a two-bladed rotor. However, the $C_D$ value of a three-bladed rotor at the designed $\lambda$ is not very different.
- The 3D effects and losses around the root are larger in two-bladed rotors than in three-bladed rotors.

6. Future work

In this research, we focused on the aerodynamic characteristics when the blade pitch is at the designed angle and investigated the local force distributions along the blade in detail at the designed tip speed ratio. In our future research, we will focus on the differences in local force distributions along the blade when the inflow speed changes. Then, we will execute CFD analyses with differing blade pitch angles to assess the differences in aerodynamic characteristics for two- and three-bladed rotors when the angle of attack changes.
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Abstract

This paper presented a numerical study on the smart fatigue load control of a large-scale wind turbine blade. Three typical control strategies, with sensing signals from flapwise acceleration, root moment and tip deflection of the blade, respectively, were mainly investigated on our newly developed aeroservo-elastic platform. It was observed that the smart control greatly modified in-phased flow-blade interaction into an anti-phased one at primary 1P mode, significantly enhancing the damping of the fluid-structure system and subsequently contributing to effectively attenuated fatigue loads on the blade, drive-chain components and tower. Furthermore, the aero-servo-elastic physics behind the control strategy on the flapwise root moment, with stronger dominant load information and higher signal-to-noise ratio, was more drastic, and thus outperformed the other two strategies, leading to the maximum reduction percentages of the fatigue load within a range of 12.0 ~ 22.5%, in contrast to the collective pitch control method. The finding pointed to a crucial role the sensing signal played in the smart blade control. In addition, the performances within region III were much better than those within region II, exhibiting the benefit of smart wind control since most of the fatigue damage was believed to be accumulated beyond the rated wind speed.
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I. Introduction

In recent years, with the rapid development of the global offshore wind power, the R&D on large turbines by a perceived potential to reduce cost of quasi-steady assumption was presumed to achieve a wide attention. Nevertheless, the aerodynamic load status of the corresponding long flexible wind turbine blades becomes much worse due to the influences of wind shear, turbulence, tower shadow and wake from the upstream turbine, etc., forming serious threat to the safety and reliability of the operating turbine [1]. To improve this situation, it is very necessary to develop an available blade load control method, which may also be helpful to reduce the loads on other turbine components as well as to ensure the guaranteed service life and an overall cost per kWh for a large-scale offshore wind turbine.

Considering the complicated and changeable aerodynamic load within the rotor plane, a new kind of control concept, i.e. “smart rotor control”, a term used in the rotorcraft research [2], was recently proposed to exert the controllable action for each blade at any azimuthal position and any span-wise station. The essence of the control was to drive the local aerodynamic surfaces through a combination of sensors, actuators and controllers, and thus provide a good load control capacity. This would undoubtedly remedy the drawbacks of the traditional strategy utilizing the integral, low response and excessive wear pitch control method (e.g. collective, cycle or independent pitch control method), mostly applied in current wind turbines. Therefore, the aspect of the smart rotor control has become one of the hot research areas within the wind community for more than one decade.

A large amount of work has been focused on the development of the available actuator/aerodynamic surface in the past. By comparing the different schemes, e.g. micro tab [3], morphing [4], active twist [5], suction/blowing [6] and synthetic jet [7], etc., the “deformable trailing edge flap (DTEF)”, a flap that deformed in a flexible shape to generate a substantial change in the lift coefficient of the airfoil by altering the pressure distribution along the chord, characterized by its positive performance, fast response, small size, wide bandwidth and low flow disturbance, had been found to be the most potential actuator candidate among means [8]. Furthermore, many investigations have also been conducted utilizing the DTEFs in terms of DTFE modeling [9–11], controller implementation [12–16], load control effectiveness and analysis [17–21], small-scale wind turbine experiments [22–24] and full-scale field tests [25,26].

On the other hand, the investigations on the sensing signals, equally important to the control performance, of the DTFE based smart rotor system, have been very actively lately. Generally speaking, researchers have deployed and collected a lot of different sensing signals, including acceleration [27], strain [18], inflow velocity and attack angle [28], displacement [14] and surface pressure difference [29], etc. and studied the influences of the number and location of the sensors on the control effectiveness, as well summarized in [30]. However, the comparison and analysis among representative sensing methods were still little reported before. Moreover, the corresponding aero-elastic control physics behind has not been well understood. These unsolved issues might greatly block the optimal design of the smart rotor system on the large-scale offshore wind turbine in future engineering applications.

This paper presented a numerical study on the DTFE-based smart fatigue load control on a large-scale wind turbine, using the controllable DTFE actuation by an internal controller. This was realized by an aeroservo-elastic numerical platform, consisting of aerodynamic, structural dynamic and control sub-models, and one might go through our recent published paper [33] for more information. Moreover, without loss of generality, the inflow wind was set to be the medium wind class (IB) with the reference speed $V_m$ and the turbulence intensity $I_{m}$ of 42.5 m/s and 0.14, followed by the IEC NTM standard [32]. Wind data was generated using NREL TurbSim code [34], with 3D turbulent wind formed using a von Kármán spectrum and a wind shear power law exponent of 0.2.

II. Sensing and control schemes

The purpose of the present smart rotor control was to effectively suppress the fluctuating magnitude of the sensing signals (i.e. $u_{\alpha}$, $u_{\phi}$, $u_{\alpha}$ and $u_{\phi}$) and thus the primary fatigue loading source, i.e. $M_{\alpha}$, on the UpWind/5 MW wind turbine blade, using the controllable DTFE actuation by an internal controller. This was realized by an aeroservo-elastic numerical platform, consisting of aerodynamic, structural dynamic and control sub-models, and one might go through our recent published paper [33] for more information. Moreover, without loss of generality, the inflow wind was set to be the medium wind class (IB) with the reference speed $V_m$ and the turbulence intensity $I_{m}$ of 42.5 m/s and 0.14, followed by the IEC NTM standard [32]. Wind data was generated using NREL TurbSim code [34], with 3D turbulent wind formed using a von Kármán spectrum and a wind shear power law exponent of 0.2.
of the major peak in the PSD of the DTEF angle (or the majority of energy) was computed to occur at a reduced frequency \( k \), i.e., \( k = \omega U \), representing the degree of steadiness of an airfoil section subject to external disturbance, of about 0.02 (not shown), much less than 0.05, beyond which the aerodynamics of the airfoil section could be considered to be unsteady. Based on this, we had confirmed that even though the aerodynamics of DTEF sections, were not entirely quasi-steady, which might influence the smart rotor simulations to some degree, it was indeed a safe assumption to do so.

Here \( c, U \), and \( \omega \) stand for the mean chord length of the section, wind speed, and control frequency, respectively. The standard relative velocity and the frequency of the disturbance in units of radians per second, respectively.

The structural dynamic sub-model was based on the NREL FAST code [37], where a combined modal and multi-body representation of the turbine was built to determine its response to the applied force. By doing so, the structural dynamic might be aerostatically coupled to its aerodynamic counterpart by means of the structural deformation velocities and the aerodynamic forces. As a result, the time histories of the fatigue load on the blades were generated with the input aerodynamic forces calculated by the Aerodyn code.

The control sub-model incorporated internal and external parts. Consuming no noise and time delay or lag interferences, the former mainly focused on how to reasonably manipulate the DTEFs for good control performance on the fatigue load, shown in Fig. 1. For each sensing strategy, the signals \( Q_i (i = 1, 2, 3) \), i.e., \( a_i, M_i \) or \( D_i \), originated from three rotational turbine blades, was separately transformed into the fixed nacelle/yaw frame of reference using the inverse Coleman transformation to remove the periodic coefficients in the equations of motion. The coordinate system was defined in Fig. 1, where \( x, y, z \) axes and origin was orthogonal with \( y \) and \( z \) axes, pointing towards the trailing edge of blade and parallel with the chord line at the zero-twist blade station, pointing along the pitch axes towards the tip of blade, and intersection of the blade’s pitch axis and the blade root, respectively. The transformed variables were then assumed to be time-invariant and the typical linear time invariant control technique, e.g., proportional-integral-derivative (PID) control, could be used, which was based on the error input between the reference and the actual feedback input. Furthermore, since the goal of the flap controller was to minimize the fluctuating \( a_i, M_i \) and \( D_i \), the corresponding referenced variations were set to be zero. The governing equations were:

\[
\begin{align*}
\theta_i(t) &= k_i \cdot \omega_i \cdot Q_i(t) + \frac{1}{T_i} \int_{0}^{t} \left( \frac{t}{Q_i(t)} \right) dt + \frac{T_i}{\rho_i D_i} \int_{0}^{t} \left( \frac{t}{Q_i(t)} \right) dt \\
\theta_i(t) &= k_i \cdot \omega_i \cdot Q_i(t) + \frac{1}{T_i} \int_{0}^{t} \left( \frac{t}{Q_i(t)} \right) dt + \frac{T_i}{\rho_i D_i} \int_{0}^{t} \left( \frac{t}{Q_i(t)} \right) dt 
\end{align*}
\]

Here \( \theta_i(t) \) and \( \theta_i(t) \) were the yaw-wise and tilt-wise DTEF deployment angle, respectively, defining how the individual DTEF angle varied from the collective one, and \( Q_i(t) \) and \( Q_i(t) \) stood for the instantaneous \( a_i, M_i \) and \( D_i \) in the fixed nacelle frame. Thus the control actions and \( D_i \), as well as to prevent the saturation of the DTEF position limits. Finally, the resultant control was again transformed back into the rotating frame using the Coleman transformation to assign the proper DTEF angle \( q_i \) to each blade for the effective control of \( a_1, M_1 \) and \( D_1 \). Then the performances of each sensing strategy on \( M_1 \) were compared.

The external controller originally built by NREL [31] was still utilized for power regulation through the generator torque control and the above rated full-span pitch control.

III. Control performances using various sensing signals

To compare the performances using various sensing signals, the smart blade control using the aforementioned aero-servo-elastic platform was first conducted based on the acceleration signal \( a \), i.e., \( a \)-strategy. The typical results of blade1 were only displayed for simplifying the analysis. Figure 2 indicates the effect of the central spanwise location of the accelerometer, i.e., \( yM \), in the fixed frame were exerted through reasonably adjusting the proportional coefficient \( p_i \), the integration time constant \( T_i \), and the derivative time constant \( T_{D_i} \) to minimize the corresponding standard deviation of \( a_1, M_1 \) and \( D_1 \) as well as the root damage equivalent load (DEL) \( \Delta M_{d,eq} \) of blade1 at different hub velocities \( U_{hub} \). Here the DEL magnitude was computed through the rain flow counting algorithm, followed by the Miner’s rule, and the S-N curve of the material, to determine the number of the cycles in \( M_1 \) signal at various amplitudes. A Woehler exponent of 10 was set for the blade, a typical value for the glass fiber composite material. To effectively reduce the standard deviation of all quantities, the present computations were separately carried out under four turbulence seeds with a time length of 620 s (the data within the first 20 s period was not considered since the computation was unstable) for each, generated using TurbSim code, and the final results were therefore averaged. Note one accelerometer and one DTF, with the same central spanwise location, instead of multi sensors and actuators, were utilized for the sake of simplification. Even so, a good performance was still achieved later. Furthermore, for each location of the accelerometer, the control effectiveness was also calculated when the DTEF was placed at different spanwise stations. It was found that the best performance was obtained if the center location of the flap and the sensor were at the same spanwise place, which we thus choose to set our configuration.

Obviously, \( \Delta M_{STO} \) and \( \Delta M_{SRE} \) tend to increase with increasing \( U_{hub} \) and then suddenly decrease. The tip of blade1 for \( U_{hub} = 8 \) m/s case (typical region II case [31], i.e. beyond the rated hub velocity (11.4 m/s)), implying the gradually impaired control performance towards the tip. According to our computation, the attack angle of the airfoil \( (\alpha) \) close to the blade tip, where the NACA64618 airfoil was deployed, fluctuated around 4.8° for the uncontrolled condition. Moreover, the \( C_{1} - \alpha \) relationship deviated from the linear zone as \( \alpha > 3.0^\circ \), leading to flow separation from the airfoil trailing edge to some extent along the chordwise direction. Furthermore, the variation in the pressure gradient along the spanwise direction might also induce the flow detachment. The resultant complicated outboard flow field around the blade tip was thought to be responsible for the lower performance of the DTEF control than those at most of the blade inboard part. Interestingly, \( \Delta M_{SRE} \) showed a similar trend at the rated wind velocity, i.e., \( U_{hub} = 11.4 \) m/s case, suggesting that the effect of the flow separation phenomenon on smart control was still strong at the end of region II.

In contrast, as the turbine was operated into region III \( (U_{hub} > 11.4 \) m/s), the control...
performances on $\Delta M_{r,1,SD}$ and $\Delta M_{r,1,DL}$ were greatly improved and both of them gradually augmented with $R_{c}/R$, especially for $U_{hub}=24$ m/s case, under which the maximum $\Delta M_{r,1,SD}$ and $\Delta M_{r,1,DL}$ reached 18.1% and 12.6% around the blade tip, respectively. The significantly reduced flapwise tip deflections were believed to be associated with much impaired blade vibration and thus the fluctuating $M_{r,1}$, indicated by the results of the reduction percentages in the standard deviation of the flapwise tip deflection ($\Delta x_{D,1}$) at $U_{hub}=16$ m/s and 24 m/s in Figs. 3(a) and 3(b). On the other hand, the blade pitch within region III could function to reduce $\alpha$ and thereafter greatly suppress the uncontrolled flow separation phenomenon. In fact, the section attack angle $\alpha$ along the blade, computed using Aerodyn code, had made the corresponding flow pattern successively enter into the linear zone (attached flow zone) with enhancing $U_{hub}$ (not shown). In this way, the DTEF control tended to exert a better effect on the well-organized fluid field and then $\Delta M_{r,1,SD}$ and $\Delta M_{r,1,DL}$ for higher $U_{hub}$ cases. This suggested that the pitching action had played an important role in the control of the rotor fatigue load. It was worth noticing that similar influences of smart control on $M_{r,1}$ in regions II and III were also observed in our previous paper [21]. The interpretation on the flow phenomenon concerned in Fig. 2 will be further clarified by our numerical and experimental study in the near future. Additionally, as pointed out by Smit et al. [38] that most of the fatigue damage was accumulated within the range from the rated wind speed to the cut-out one, i.e. region III condition, the results in Fig. 2 justified the benefit of smart blade control in the fatigue load of the large-scale wind turbine blade.

In addition to $\alpha$-strategy, the investigations using $D_{1}$- and $M_{r,1}$-strategies, where DTEFs were installed at the same spanwise location $R$, near the blade tip as $\alpha$-strategy, i.e. $R_{c}/R=0.9$, were also examined, illustrated in Fig. 4. Evidently, irrespective of strategies, control became more effective when $U_{hub}$ all the way increased in terms of $\Delta M_{r,1,SD}$ and $\Delta M_{r,1,DL}$, exhibiting the same trend as $\alpha$-strategy. At $U_{hub}=24$ m/s, the best performances were acquired, with the maximum $\Delta M_{r,1,SD}$ and $\Delta M_{r,1,DL}$ up to 14.0% and 7.3% for $D_{1}$-strategy and up to 22.5% and 14.7% for $M_{r,1}$-strategy, respectively.

To further compare the effectiveness of the smart rotor control among three sensing strategies, the typical results in time and frequency domains were proposed at $U_{hub}=24$ m/s in Fig. 5. It was worth pointing out that $U_{hub}=24$ m/s case was chosen as a typical example to represent the high fatigue load and high damage contribution condition [38], and would be primarily investigated in the following sections besides what was stated. In addition, the installment configuration of DTEF for $\alpha$-strategy was the same as $D_{1}$-strategy and $M_{r,1}$-strategy.

Clearly, after the introduction of DTEF, the fluctuating magnitude in $M_{r,1}$ effectively decreased, compared with the case without flap (Fig. 5(a)). The control tended to be worse in the order of $M_{r,1}$-, $\alpha$- and $D_{1}$-strategies, agreeing with the results in Figs. 2 and 4. Correspondingly, the dominant 1P spectral Hz, were significantly reduced up to 71.2%, 68.6% and 55.3% in the power spectral density (PSD) of $M_{r,1}$, i.e. $E_{yM}$, seen in Fig. 5(b), showing the great impairment in the energies of $M_{r,1}$.

In addition, interests were also aroused to study the DTEF control of the fatigue loads on other representative turbine components, i.e. the bending moments of the sectional low-speed shaft, i.e. $M_{LSS}$, and the tower-top pitch moment and the tower-top yaw moment, i.e. $M_{TwP}$ and $M_{TwY}$, respectively.

Table 1 summarized their maximum reduction percentages in the standard deviation, compared with the traditional collective pitch control. Obviously, all quantities were subject to very effective impairment and the performances using $M_{r,1}$-strategy tended to perform much better than the other two strategies in every category, resulting in the maximum reduction percentages in $M_{LSS}$, $M_{TwP}$ and $M_{TwY}$ of $12.0\%$, $16.0\%$, $13.0\%$, $16.1\%$ and $17.0\%$, respectively.

To sum it up, the DTEF control was very effective to reduce the fatigue loads on blade and turbine components; compared with the other two strategies, the best control performances were acquired if the flapwise root moment $M_{r,1}$.
was chosen to be the sensing signal. It lay in higher signal intensity and less interference noise of signal \( M \) than signals \( D \) and \( a \) (not shown).

This was reasonable since the blade tip was much more flexible than the root part and thus the signals acquired near the tip were more easily influenced by the complicated 3D turbulent flow. The resultant signals \( D \) and \( a \) decreased the strength of 1P mode influenced by other (turbulent) disturbances to some extent, leading to the lower performances of \( D \) and \( a \) -strategies than \( M \) -strategy. Analogously, Anderson et al. [18] found that the decreased SNR would impair the control effectiveness of the smart blade system. This analysis will be further investigated in our future numerical and experimental work.

IV. Discussions

The effectively impaired fatigue loads on the wind turbine blades for the sensing cases mentioned above were discussed to uncover the involved aero-elastic physics behind. This was done by investigating the spectral phase \( \phi_{nF} = \tan^{-1}(Q_{mF} / Q_{nF}) \) and the spectral coherence \( \text{Coh}_{mF} = (Q_{mF} + Q_{nF}) / Q_{mF} \) among three quantities, i.e. the DTEF deflection angle \( \phi \), the nearby normal force on the element along the local flapwise direction \( F_{nF} \), and the local flapwise acceleration \( a \) of the blade. The analogous methods had been verified in our previous publications on active flow control [20,21,39]. Here \( Q_{mF} \) and \( Q_{nF} \) stood for the co-spectrum and quadrature spectrum of the variables \( m \) and \( n \), respectively, while \( F_{mF} \) and \( F_{nF} \) meant the power spectrum density of \( m \) and \( n \), respectively.

Figure 6 proposed the typical spectral phase \( \phi_{nF} \), between the deflection angle of flap1 \( \phi_{1} \) and the normal force \( F_{nF} \), on blade1, corresponding to the central location of flap1, for different sensing strategies: (a) \( D \) -strategy; (b) \( a \) -strategy; (c) \( M \) -strategy.

Figure 7: Typical spectral phase \( \phi_{nF} \), between \( F_{nF} \) and \( a \) at \( R / R = 0.9 \), corresponding to the central location of flap1, for different sensing strategies.

This would induce the energy dissipation of the flow around the blade, leading to an important impact on the aero-elastic relationship between flow and blade near the flap since \( F_{nF} \) provided the main aerodynamic force excitation on the blade. To further clarify this, the spectral phase of \( F_{nF} \) and \( a \) at \( R / R = 0.9 \), representing the relationship between the sectional force and the resulting blade vibration, was calculated with and without DTEF control, indicated in Fig. 7. The frequency range near \( f_{1P} \) - corresponding to the strong synchronizing flow and structural vibration. One controlled using \( D \) - strategy, \( \phi_{nF} \) at \( f_{1P} \) was changed from 0 to \( \pi \), that is, the synchronizing \( F_{nF} \) and \( a \) turned into collided interactions against each other. In contrast, for \( a \) - and \( M \) -strategies, the \( \phi_{nF} \) and \( \phi_{a} \) at \( f_{1P} \) were also near \( \pi \) [Figs. 6(b) and 6(c) and Fig. 7]. Note the phenomena happened over a narrow and a wide range of frequencies around \( f_{1P} \) for \( a \) - and \( M \) -strategies, respectively, resulting in much more impaired fluid-structure interaction near 1P frequency using the two strategies than \( D \) -strategy.

On the other hand, at the location of \( R / R = 0.9 \), the spectral coherence \( \text{Coh}_{nF} \) at \( f_{1P} \) in Fig. 8 decreased by 17.1%, 31.4% and 42.9% for \( D \) - \( a \) - and \( M \) -strategies, respectively. In addition, similar observations were also found in Fig. 9 at another two representative spanwise locations of blade1, i.e. \( R / R = 0.60 \) and 0.98, where \( \text{Coh}_{F} \) were still subject to significant reductions at \( f_{1P} \) and the trends in the corresponding reduction percentages were maintained in the same sequence for the three strategies. Based on these results, the decoupled aero-elastic correlation between flow and structural vibration on the whole blade was caused by the smart blade control. Hence, the flapwise root moment on the blade and subsequent aerodynamic load on other turbine components would be greatly suppressed. In addition, it was easily to note that the control using \( M \) -strategy performed the best, compared with its two counterparts. All these analyses agree with the results in Figs. 2-6.

V. Conclusions

To investigate the effect of the sensing signals on the fatigue load control and understand the aero-elastic physics behind, three strategies, i.e. \( D \) - \( a \) - and \( M \) -strategies, corresponding to the signals from the blade flapwise tip deflection, 

\( \phi_{nF} \), and the controllable flap perturbation and the nearby aerodynamic sectional force on the blade in anti-phase or opposing interactions at \( f_{1P} \).
control method.

(2) For a-strategy, the effectiveness became worse near the outboard part compared to the inboard one within region II, related with the complicated flow separation near the blade tip, while the reverse was the case within region III, and the general outcomes tended to be much better, due to the effective flow attachment on the blade surface caused by the turbine pitching action.

(3) The presently proposed smart control effectively turned the in-phased flow and blade vibration at the dominant 1P mode into anti-phased through the controllable DTEF excitation against the nearby fluid field. In other words, the synchronized motion between fluid and structure along the whole blade span was modified to opposition between them, leading to the obviously increased damping ratios of the energy system. Finally, the fatigue loads on the blade and thus the other turbine components were significantly improved. This control physics was more evident for M1, -strategy than D1-, and a-strategies since the signal M1, at the blade root was stronger and contained less interference noise, and thus reflected more primary 1P fatigue load pattern in the flapwise direction, subsequently guaranteeing the best results.

Acknowledgement

This work was supported by the National Natural Science Foundation of China (Grant No. 51275124), Natural Science Foundation of China (Grant No. 51275124) and National High-tech R&D Program of China (863 Program) (Grant No. 2012AA051303).

References

Post-mortem study on structural failure of a wind farm impacted by super typhoon Usagi
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Abstract: Extreme wind conditions such as typhoons severely endanger structural integrity of wind turbines. This paper presented a post-mortem study on structural failure of a coastal wind farm impacted by super typhoon Usagi in 2013. A particular focus was placed on the effect of strong winds and the change of wind direction on tower collapse and blade fracture. Failure investigation was conducted at the field, and data of local winds, tubular steel towers and composite rotor blades were collected and analyzed. A systematic procedure was developed by integrating wind characterization using CFD method, wind load calculation through aeroelastic analysis and structural analysis by the classic beam theory to quantitatively examine structural failure response of wind turbines. It was found that strong winds and the change of wind direction during typhoon impact had significant effect on tower collapse and blade fracture. The fuse function of the rotor blade whose fracture would protect the tower from collapse was also addressed. The findings obtained from this study provide more understanding on structural failure of wind farms located in typhoon/hurricane-prone regions worldwide.

Keywords: wind profile; tower collapse; composite blade; local yielding; fuse function

1. Introduction

Super typhoon Usagi, which was on category 4 according to the Saffir-Simpson hurricane scale [1], impacted a wind farm near Shanwei city on the southeast coast of China in 2013, see Figure 1. During typhoon impact, the wind farm experienced strong winds with a maximum wind speed (3s average) of 57 m/s at 10m elevation and a large change of wind direction according to a nearby weather station, see Figure 2. As a result of this super typhoon, eight turbine towers collapsed, eleven rotor blades broke off and three turbines were burned, leading to approximately $16 million loss to the wind farm.

Authors of this paper carried out a post-mortem study on the wind farm focusing on the tower collapse and blade failure. Aerodynamic analysis was conducted to characterize local wind speeds of wind turbines. Aeroelastic analysis was used to determine the wind loads acting on the turbines. Structural analysis was performed to examine the failure response of turbine towers and rotor blades. During this process, data of wind records, terrain topography and turbine status were collected, analyzed and assessed together with field investigation and user inquiry. Through this study, essential factors affecting structural failure of the wind farm were addressed. This paper summarized the process of and the key findings from structural failure investigation on the wind farm. It is expected that insights gained from this study could assist structural failure mitigation of wind farms under extreme wind conditions.

2. Approach

The proposed procedure for the post-mortem study on structural failure of the wind farm is shown in Figure 3. The wind profile along the turbine height was estimated based on wind data recorded at the weather station and the typhoon wind profile model. Wind loads acting on the wind turbines were then calculated considering turbine positions at an emergency stop state and the terrain effect of the wind farm, which was numerically reconstructed in a three dimensional model using Global Positioning System (GPS) data. Computational Fluid Dynamics (CFD) simulation was followed to capture wind characteristics of the concerned wind farm terrain under typhoon impact.

Wind loads acting on the turbines were calculated according to aeroelastic analysis and structural wind engineering approach. Structural models of tubular steel towers and composite rotor blades were reconstructed as cantilever beam models based on the information obtained from turbine specification, design documents, user inquiry as well as field investigation. Structural failure response of the towers and the blades was examined and further compared with post-mortem observation in terms of failure mode and failure location.

3. Post-mortem Observation

Field investigation on the wind farm was conducted after Usagi impact. Representatively, an overview of structural failure is shown in Figure 4. Failure statistics showed that eight out of twenty-five towers collapsed, three out of twenty-five turbines were burned and eleven out of seventy-five blades fractured. The number of the fractured blades would be thirty-five if the blades installed on the collapsed towers were taken into account, leading to 46.7% rotor blades failed in the wind farm.

Figure 4 Structural failure of the wind farm

It is found that all tubular steel towers were failed by local buckling and collapsed towards a direction of SW or SSW, suggesting the dominating wind loads coming from NE or NNE upon tower collapse. The composite blades were found to fracture at a location ranging from the inboard to the middle span, where the load-carrying box-beams inside the blades were totally fractured. Severe cracks were also found at sandwich shells of the blades which did not break off.

The distribution of structural failure over the wind farm appeared to be relevant to the terrain characteristics. Six out of eight collapsed towers were found on the flat valley floor while most towers located on ridges with higher elevations remained intact. On the contrary, most blade breakage occurred at the turbines located on ridges rather than on the valley floor.

4. Computational Fluid Dynamics (CFD) Model

4.1 Simulation Method

To obtain wind characteristics of the wind farm based on available wind records, CFD analysis was conducted on the wind farm. The atmospheric flow was predicted by solving the incompressible Reynolds averaged Navier-Stokes equations using the commercial FLUENT code [2]. The equations were discretized using finite volume method and the second order upwind algorithm was used for the spatial discretization. Pressure-velocity coupling was carried out using SIMPLE algorithm. The turbulence was modeled by the two equations standard k-ε model with model constants modified according to reference [3].

A user-defined wall function for the near-wall treatment was used taking into account the assumption that the atmospheric boundary layer friction velocity $u*$ is equal to the laminar bottom layer friction velocity $u_*$. 
For a fully turbulent region [4]:

\[ u' = -\frac{1}{\kappa} \frac{\ln(z_p)}{z} - \frac{1}{\kappa} \ln\left(\frac{z'}{z_0}\right) \]  
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where \( u' \) is the dimensionless wall tangential velocity. The dimensionless height \( z' \) is defined as \( z' = u'/\nu \), where \( v \) is the kinematic viscosity of the flow, and \( z_p \) is the distance from the center of the first grid cell to the wall surface, \( z_0 \) is the roughness length of the wall, \( z_p = u'/\nu \) is the dimensionless roughness height, \( x \) is the von-Karman constant and \( \kappa \) is 0.41 in this study.

4.2 CFD Grid

Using GPS data, the wind farm terrain was numerically reconstructed in a 3D model, which was further used as the computational domain of CFD analysis as shown in Figure 5(a). The size of the domain was 5790m x 5590m x 500m (x-y-z). The height of the domain was considerably larger than the peak elevation (564m) of the terrain so that the influence of the terrain on the top surface of the domain could be ignored.

Structured grid method was used to mesh the domain and the total number of grid cells were 100,500 in the wind farm and 350,000 in the boundary of the domain. The dimensions of the domain were meshed with equidistant spacing grids in x and y direction. Representatively, the local grids are shown in Figure 5(b). The height of the first grid was determined based on the roughness height \( z_0 \) and the height of grid cells along z direction was changed incrementally from \( z_0 \) to 3.0 m in the region between terrain surface and the top height of wind turbines. The value of \( z_0 \) was determined to be 3.397z according to [4].

4.3 Boundary Condition

According to reference [5], the roughness length \( z_0 \) ranges between 0.03 and 0.1 m for an open terrain such as the nearshore water with a wind speed higher than 30 m/s and the countryside with low grasses. The value of 0.1 m was used for the island based on its vegetation condition and the upper boundary value of 0.1 m was used for the nearshore water considering that the recorded wind speeds were much higher than 30 m/s during the typhoon event.

The bottom, or terrain surface, of the domain was defined as a non-slip wall, and the top surface of the domain was defined as a symmetry boundary assuming that the atmospheric flow was fully developed at the altitude. For four vertical sides of the domain, velocity inlet or outflow boundary conditions are applied on different wind directions.

According to D.A. Spera [6] and B.A. Harper et al. [7], neutral or near-neutral atmosphere conditions have been observed to prevail at high wind speeds, for which the logarithmical model was able to model the wind profile. M.D. Powell et al. [8] analyzed wind data measured from GPS sondes and proved that logarithmical model was able to describe wind profiles of tropical cyclones. Therefore, the logarithmical model is adopted in this study to describe the relationship between the mean wind speed \( u_0 \) of strong winds like tropical cyclones and the height z and it can be described by equation (2):

\[ u_0 = \frac{1}{\kappa} \ln\left(\frac{z}{z_0}\right) \]  

where \( u_0 \) is the atmospheric boundary layer friction velocity which could be back-calculated using the recorded wind speed at 10m elevation, i.e., \( u_{10} \).

For neutral atmosphere conditions, the turbulent kinetic energy, \( k \), and turbulent dissipation rate, \( \epsilon \), as shown in equations (3) and (4) can be used to model the turbulence, where decreased shear stresses were introduced to modify the turbulent kinetic energy [4]. Therefore, for the velocity inlet boundary, the longitudinal log-law velocity distribution as shown in equation (2) was used and the turbulence properties were modeled by equations (3) and (4).

\[ k = \frac{u'^2}{\kappa} \left(\frac{z}{z_0}\right)^{\frac{1}{\kappa}} \]  

\[ \epsilon = \frac{u'^4}{k^2} \]  

where \( C_0 \) is a modified constant in \( k-e \) model and it is 0.03 in this study, \( h_g \) is Geostrophic plane elevation and it is defined as:

\[ h_g = \frac{u_0}{f} \]  

4.4 Model Assessment

To examine whether the model is able to obtain a sustainable wind profile with the model settings, the simulation method was applied to an empty fetch with a same size as the wind farm. Representatively, three wind profiles with \( u_{10} \) of 33, 47.2, and 57 m/s were applied to the domain inlet. The wind profiles calculated at the middle, or the center of the domain, and the outlet are shown in Figure 6.

It is found that wind speed profiles were maintained well along the empty fetch with minor differences within 4%, suggesting that the proposed method and the model settings are justifiable and can be applied to analyze the wind farm terrain.

5. Wind Load Calculation

5.1 Examined Cases

This study focuses on the wind turbine at an emergency stop state due to power loss during Usagi impact. The stop position of a wind turbine can be determined by the nacelle heading direction, or the yaw angle, the blade pitch angle and the azimuth angle. To facilitate discussion, typical stop positions were investigated according to the wind farm operator. The nacelle heading direction of NW was considered to represent the most possible stop positions of wind turbine upon power loss. The pitch angle was set to 90 degree for all three blades, i.e., 90-90-90, which is the pitch angle required by the turbine when pitch system works properly. Another pitch angle of 0-0-90 was also examined to represent the case with pitch malfunction in the turbine as observed in the field. The azimuth angle was considered to be zero as this would result in one blade pointing upwards and the other is SSW, and the other is SSW the wind came from 80ºSW, and the other is SSW the wind came from 80ºSW. According to [4], wind speed profiles were maintained well along the empty fetch with minor differences within 4%, suggesting that the proposed method and the model settings are justifiable and can be applied to analyze the wind farm terrain.
simplified as a cantilever cylinder with variable cross-sectional diameters; the blade was simplified as a cantilever beam with cylindrical inboard sections and flat outboard sections; and the nacelle was simplified as a rectangular parallelepiped. The other method was based on aerelastic analysis using an open source code, FAST [10], developed by National Renewable Energy Laboratory (NREL).

It is noted that a power law model is used in FAST code to define wind profile. Curve fitting was applied to the wind profiles obtained from CFD simulation. Appropriate power law coefficients were then determined and used in FAST code. It is noted that little discrepancy was found between wind profiles and their power-law representation with regard to the wind speed within the height range from 10m elevation to the turbine top.

Blade bending moments due to wind loads calculated from FAST code and design standard were compared in Figure 7 for two representative wind speeds. It shows that two methods agree well in predicting wind loads of the blade. Because FAST does not include the capability to calculate wind loads acting on the tower and the nacelle, the method specified in the design standard was used instead. The wind loads acting on the blade were calculated from FAST code.

### Table 1 Examined wind loading cases

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Nacelle direction</th>
<th>Blade pitch</th>
<th>Wind direction</th>
<th>Wind speed</th>
<th>Wind speed</th>
<th>Wind speed</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>@ (ms⁻¹)</td>
<td>@ (ms⁻¹)</td>
<td>@ (ms⁻¹)</td>
</tr>
<tr>
<td>#1</td>
<td>NW</td>
<td>90-90</td>
<td>NNW</td>
<td>45</td>
<td>59.8</td>
<td>63.3</td>
</tr>
<tr>
<td>#2</td>
<td>NW</td>
<td>0-90</td>
<td>NNE</td>
<td>57</td>
<td>75.8</td>
<td>83.3</td>
</tr>
<tr>
<td>#3</td>
<td>SSW</td>
<td>0-90</td>
<td>SSW</td>
<td>57</td>
<td>75.8</td>
<td>83.3</td>
</tr>
</tbody>
</table>

### 6.1 Structural Analysis Models

The rotor blades are made from glass fiber composites and they can be treated as a cantilever beam from a structural point of view. Two blade shells are light sandwich constructions and they are used to provide structural and aerodynamic shapes of the blade. A box beam spar of unidirectional (UD) composites is bonded inside the blade shells as a supporting structure responsible for load-carrying. The bending stiffness of the composite blade was calculated according to design documents. The distributed wind loads calculated from FAST code were applied along the blade span and bending strains of the blade were then calculated using the classic beam theory. Compressive failure strain of UD composites was used as failure criterion to determine failure load and failure location of the blade. Upon the blade failure, the blade sections at the outboard of the failure location were removed from the structural model and only wind loads acting on inboard sections of the blade remained the same.

The turbine tower is a cantilever steel tube. The shell wall thickness of the tower changes with the tower height and butt welding is used to join steel shells with different thicknesses. As the local shell buckling has been found to be the failure mode of the tower, the elastic buckling strength of the tower has been first calculated and it was found to be not likely the cause of tower collapse. Subsequently, it was suspected that inelastic response may play a role in the tower collapse. In order to accurately obtain the local stress of the failure section, stress concentration factor (SCF) has to be taken into account in the stress analysis. For the tower section where two steel shell sections have different thicknesses and are butt welded together, SCF can be well approximated according to reference [11] and it is expressed by equations (6-1) to (6-3).

\[
SCF = \frac{1}{1 + \frac{1}{\alpha}}
\]

Where, \( \alpha \) is the thickness ratio of the thinner shell to the thicker shell.

### 6.2 Results and Discussion

#### (1) Failure location and tower collapse direction

Structural response of the tower and the blade at three cases are shown in Figure 9, where the tower height and the blade length are normalized by their respective total values, and compressive stress of the tower and the blade are normalized by yielding stress of the steel and failure strain of UD composite, respectively.

It can be seen that the locations with peak stress/strain agree reasonably with failure regions of tower/blade observed from post-mortem investigation. For the blade, the peak strain occurs at a normalized length of 0.32, which is within the range from 0.26 to 0.48 as observed in the field. For the tower, the peak stress occurs at a normalized height of 0.23, which is slightly larger than the range from 0.20 to 0.22 as observed in the field.

The results of Case#1 as shown in Figure 9(a) suggest that if the wind turbine stops with the nacelle heading towards NW and all blades being feathered, the wind from NNE with a hub wind speed of 63.3 m/s would cause the blade to sustain a strain level lower than the failure strain. However, the tower has to experience material yielding which further leads to the local inelastic buckling. Consequently, tower collapse towards SSW as observed in the field.

It is worth noting that the turbines are designed to survive a maximum wind speed of 70 m/s regardless of their stop positions. In other words, any stop position should have been examined and verified in the turbine design. According to the investigation, however, it appears that the towers do not have sufficient strength at the section with a rapid reduction of shell wall thickness even when they were subjected to a wind speed lower than the design survival wind speed.

#### (2) Effect of blade pitch malfunction

Figure 9(b) shows the results of Case #2 when one blade has malfunction in the pitch system and is not able to pitch to 90 degree as intended. It is found that the blade strain is very small and the tower stress is reduced to a level significantly below the failure criterion. This suggests that the tower collapse which should have occurred when the blade pitch system works properly is prevented due to the pitch malfunction. The stop position once structurally unstable to the turbine becomes favorable when wind direction changes. The results show the vital importance of stop position to the failure of the turbine.
Failure of the wind turbine due to the super typhoon Usagi. It was found that strong wind speed was the main reason for the destructive structural failure of the wind farm. Nevertheless, the step position of wind turbine also played a vital role for the tower collapse and blade breakage due to the change of wind direction during typhoon event. The study also suggested that the tower collapse might associate with a design defect in tower wall thickness as local inelastic buckling of the tower was predicted to occur at a wind speed lower than the design survival wind speed of the turbine. The blade not pitched as intended was found to be able to protect the tower from collapse taking advantage of its fracture. Upon blade fracture, the wind loads on the rotor considerably reduce and the stress sustained by the tower decreases consequently.
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2 Numerical methods

The HMB2 code is a 3D multi-block structured solver for the Navier-Stokes equations in 3D. HMB2 solves problems with parallel execution in mind and the MPI library along with a multi-block, multi-process approach. The code has a library of turbulence closures including several one- and two-equation models. Turbulence simulation is also obtained by means of an ensemble of simulations using different random seeds. The ensemble mean response is then used to represent the turbulence.

The remainder of the paper is organised as follows. The HMB2 code is described in Section 3. The second-order potential flow model is presented in Section 4. The equations are then solved using a multi-block code. The implementation details are given in Section 5. The results are presented in Section 6. Finally, conclusions are reached in Section 7.

The motion of the FOWT components is computed using a multi-body model (MBDM) of rigid bodies and frictionless joints. Mooring cables are modelled as a set of springs and dampers, according to Savenije. The sea is modelled with the SPH method. Each wave packet is represented by a SPH kernel and particles are advected using a semi-implicit dual-time method. The SPH method is used to solve the hydrodynamic equations, while the aerodynamic equations are solved using a multi-block code.

The HMB2 code is a 3D multi-block structured solver for the Navier-Stokes equations in 3D. HMB2 solves problems with parallel execution in mind and the MPI library along with a multi-block, multi-process approach. The code has a library of turbulence closures including several one- and two-equation models. Turbulence simulation is also obtained by means of an ensemble of simulations using different random seeds. The ensemble mean response is then used to represent the turbulence.

The remainder of the paper is organised as follows. The HMB2 code is described in Section 3. The second-order potential flow model is presented in Section 4. The equations are then solved using a multi-block code. The implementation details are given in Section 5. The results are presented in Section 6. Finally, conclusions are reached in Section 7.

The motion of the FOWT components is computed using a multi-body model (MBDM) of rigid bodies and frictionless joints. Mooring cables are modelled as a set of springs and dampers, according to Savenije. The sea is modelled with the SPH method. Each wave packet is represented by a SPH kernel and particles are advected using a semi-implicit dual-time method. The SPH method is used to solve the hydrodynamic equations, while the aerodynamic equations are solved using a multi-block code.
2.1 Validation of the aerodynamic solver

The HMB2 CFD solver has so far been validated for several wind turbine cases, including the NREL Annexe XX experiments, where the effect of the blades passing in front of the tower was captured as can be seen by the deficit of the thrust values presented in Figure 2a. The pressure and PIV data of the MEXICO project have also been used for validation. The wake was resolved on a fine mesh capable to capture and preserve the vortices downstream the rotor (Figure 2b), which enabled the prediction of the onset of wake instabilities.

2.2 Validation of the hydrodynamic solver

The hydrodynamic loads are estimated using the SPH method validated against the experiments of Greenhow and Lin for the high speed entry of a half-buoyant solid cylinder into calm water. Following the experimental setup shown in Figure 3a, a cylinder of density of 500 kg/m³ was allowed to fall freely from the height of 0.8 m under gravity acceleration, the water depth was 0.3 m. The density of the cylinder was assigned by defining the relative weight between fluid and cylinder particles to be \( \rho = 0.5 \). Simulations were run with a cubic spline kernel, artificial viscosity with viscosity parameters \( \alpha = 0.1 \), adiabatic index \( \gamma = 1.4 \), and Courant-Friedrichs-Lewy number \( CFL = 0.2 \). The viscosity between the cylinder SPH particles and fluid particles was neglected. Five cases were compared with different distances \( d \) between the particles. The penetration depth of the cylinder for all cases along with experimental results are shown in Figure 3b, whereas Figure 4 shows the water surface deformation. The results were used for estimating the particle density and viscosity necessary for computations of floating bodies. Note, that the best agreement with the experiment was obtained with distances between the particles \( d = 0.25 \text{cm} \), which corresponds to 25 particles per radius of the cylinder.

2.3 Validation of multi-body dynamics solver

The MBDM was validated using simple mechanical systems of known solution as presented in Haug like 2D and 3D slider-crank mechanisms. A 2D slider-crank mechanism consists of a ground, crank, arm and slider bodies with properties summarised in Table 2. Although the configuration of the mechanism is planar, the employed bodies are three dimensional. The slider moves in the compression chamber, as shown in Figure 5b. As the slider moves to the inside of the chamber, a resisting force due to compression of the gas acts on the slider. This force increases until the exhaust valve opens. Equation 1 defines the gas force \( F_G \) on the slider during the compression, that is, when \( x_3 > 0 \). At \( x_3 = 5 \text{ cm} \), the valve opens. During the intake stroke, no gas force acts on the slider.

\[
F_G = \begin{cases} 
- \frac{\pi dl^2}{10} \times 62.857 & \text{if } 1.5 \leq x_3 \leq 5 \\
-11 \times 10^{-4} \times \sin(2\pi x_3) & \text{if } 5 < x_3 \leq 5.5 
\end{cases}
\]

Figure 5c shows the gas force as a function of the position and velocity of the slider.

Table 2: Properties of the bodies employed to represent the 2D slider-crank mechanism for dynamic analysis.

<table>
<thead>
<tr>
<th>Name</th>
<th>Mass ( m )</th>
<th>Radius ( r )</th>
<th>Length ( l )</th>
<th>Density ( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crank</td>
<td>200</td>
<td>0.450</td>
<td>0.450</td>
<td>1364.5</td>
</tr>
<tr>
<td>Rod</td>
<td>35</td>
<td>0.035</td>
<td>0.035</td>
<td>0</td>
</tr>
<tr>
<td>Slider</td>
<td>25</td>
<td>0.02</td>
<td>0.02</td>
<td>0</td>
</tr>
<tr>
<td>Ground</td>
<td>1</td>
<td>0.01</td>
<td>0.01</td>
<td>0</td>
</tr>
</tbody>
</table>

To match the conditions used by Haug, the gravitational force was acting in the positive \( x \) direction. The initial orientation of the crank was set to \( \phi(0) = \pi \) and the initial angular velocity of the crank was set to \( \omega(0) = 300 \text{ rad/s} \). The followed notation is as shown in Figure 5a. A constant torque of 41,450 Nm was applied to the crank, and results are presented in Figure 6. The integration scheme employed for this computation is the Runge-Kutta method of fourth order, with time step chosen as \( \Delta t = 0.001 \text{s} \).

2.4 Coupling algorithms

Coupling algorithms were studied extensively for the past three decades. Coupling problems arise in many multi-physics phenomena, like fluid-structure interaction (FSI), but can also result from domain decomposition, where each sub-domain employs different discretisation or is solved with different method. The multi-physics problem with adjacent domains can be simulated in a monolithic or in partitioned way. The former refers to the flow equations and structural equations being solved simultaneously, while the latter means that they are solved separately. The monolithic approach
Partitioned coupling can be weak or strong. Explicit flow in an elastic tube. Results showed that Aitken's re-passage interface (MPI). Writing a file is the simplest. From hard drive creates a bottleneck, and slows down. The strong coupling may be important if the phenomenon investigated in this work (Figure 7). It is clear, that for sea states between -11 and 1 sea state -1. This indicates, that for rated conditions, the weakly coupled algorithm may be sufficient.

Figure 7: Campbell diagram for the investigated FOWT showing frequencies of rotor and the waves as function of sea state and wind speed.

2.5 Coupling scheme and its implementation

In general, the exchange of information without support of explicit or implicit algorithms are attractive, since among all solution-read. In Lee. On the other hand, methods like fixed under-relaxation, adapted Jacobian, or Jacobian-vector product. Those type of coupling methods are called strongly coupled algorithms. However, strongly coupled algorithms are attractive, since among all solution methods, they are capable of solving complex problems that may arise in engineering applications. The main advantage of these methods is their ability to handle large systems of equations efficiently. However, they also suffer from some drawbacks, such as high computational cost and limited scalability. For these reasons, partitioned coupling is often used in engineering applications. This approach allows for the separation of the system into smaller, more manageable parts, which can be solved independently. The results from these parts are then combined to obtain the final solution. This approach can be implemented using various techniques, such as domain decomposition or parallel computing. The choice of the technique depends on the specific problem and the available resources. In this work, a parallel implementation of the partitioned coupling algorithm was used to solve the problem. The results showed that the parallel implementation was able to significantly reduce the computation time compared to the serial implementation. This improvement in performance is due to the efficient use of available resources, such as multiple processors or distributed memory systems. The parallel implementation was also able to achieve good scalability, which means that the performance improvement scales well with the number of processors. This is an important feature, since the size of the problems that can be solved increases with the availability of more powerful computational resources. Finally, the parallel implementation demonstrated that partitioned coupling is a viable approach for solving complex problems that require the exchange of information between different parts. This approach allows for the efficient and effective use of available resources, which is essential for solving large-scale problems in engineering applications.
The wind speed of \( 0, \ldots, n-1 \) with a mean wave height of the tower is not included (for economies in CPU). The waves are generated using cells in the boundary layer, and the length of the relaxed line \[ 90 \] connected by a revolute joint and a constraint of constant rotational speed is applied to the rotor. The resulting system has 6 unconstrained degrees of freedom. The mechanical properties of the bodies and mooring lines are presented in Table 3.

Table 3: Mechanical properties of the employed bodies and mooring lines.

<table>
<thead>
<tr>
<th></th>
<th>Rotor</th>
<th>Nacelle, support and tower</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m ) [kg]</td>
<td>1.56 ( \times 10^7 )</td>
<td>7.84 ( \times 10^7 )</td>
</tr>
<tr>
<td>( I ) [kg ( \cdot ) m(^2)]</td>
<td>0 0 0</td>
<td>0 7.84 ( \times 10^7 )</td>
</tr>
</tbody>
</table>

Mooring lines

- 120.0 Angle between adjacent lines \( \frac{\pi}{2} \)
- 7.0 Depth of anchors below SWL [m]
- 116.73 Length of the relaxed line [m]
- 400.10 Mooring line extensional stiffness [N/m]
- 40 0.00 Mooring line damping coefficient \( [Ns/m] \)

The FOWT is placed in a shallow tank of length 500 m, with 120 m and height 30 m. The tank is filled with water to a depth of 20.6 m. The waves are generated using a paddle on one side, and dissipated using a beach-like slope on the other side of the tank. The tank is presented in Figure 11. Waves are generated to represent the specific sea state corresponding to a given wind speed. Based on the measurements of annual sea state occurrences in the North Atlantic and North Pacific, the wind speed of 11 m/s corresponds to a sea state 4 with a mean wave height of 1.88 m and a period of 8.5 s.

4. Results and Discussion

4.1 CFD mesh

The aerodynamic grid consists of the rotor and nacelle i.e. the tower is not included (for economies in CPU time) and the effect of the blade passing on the tower is not investigated. The grid consists of 3.1 M cells, where the support or the simulation were used for comparison. Percentage difference is computed relative to the size and spacing employed for the coupled computation. As can be seen, the size of the hydrodynamic

Figure 11: The FOWT model placed in a shallow tank. Mooring lines are shown with dashed lines.

Figure 12: 8.3 M mesh used to solve for aerodynamic loads. Surface mesh (a), and slice through the volume close to the blade surface (b).

4.2 SPH setup and resolution

The hydrodynamic domain is resolved using 5 M particles with initial uniform spacing of \( d = 0.625 \) m. Note, that the best agreement with experimental data was obtained for 25 particles per radius of the cylinder, as shown in Section 2.2. Here, the employed spacing corresponds to 9 particles per radius of the cylindrical leg, or to spacing \( d = 0.604 \) m in Figure 3b. The coarse particle distribution was chosen for economies in CPU time, where coarse domain is obviously solved faster, but tends to under-predict the slamming loads on the structure. These last were performed to investigate the influence of the domain width and particle spacing on the force acting on the support structure, as presented in Table 4. The average hydrodynamic forces acting on the support during simulation were used for comparison. Percentage difference is computed relative to the size and spacing employed for the coupled computation. As can be seen, the size of the hydrodynamic
domain has little effect on the average hydrodynamic force. On the other hand, improving the spatial resolution results in about 1.5% different hydrodynamic force. This agrees with observations made in Section 2.2. We would have liked to use spacing $d = 0.325 m$, but to improve computational performance we had to employ spacing of $d = 0.625 m$.

4.3 Initial conditions

Each of the solvers was executed separately before coupling to obtain a periodic solution of the loads. During this phase of computation the floating support was fixed, and the waves were generated for approximately 30s. The rotor was computed until the loads converged, and was spinning about the axis aligned with the direction of the incoming wind. Once the initial conditions were obtained, the coupled computations were initiated.

4.4 Test cases

The first test case consists of the FOWT at the described configuration. Calm sea is considered, and the constant thrust of 1500 N is applied at the location of the rotor. A second test case considered time varying rotor thrust as shown in Figure 13. The thrust variation was estimated from a separate CFD computation of the rotor with the tower included. Five Fourier harmonics were used to fit the CFD data. The average thrust over the full revolution was 1500 N. Both test cases were solved for 150 seconds. Note, that both cases are not coupled simulations, since the thrust force is prescribed and independent of the platform motion. Further, rotor inertia and the associated gyroscopic effects were not taken into account for those cases.

The last test case is a coupled computation, as described in Section 2.5. This case was solved for 60 seconds.

4.5 Decoupled cases - constant and time-varying thrust

The results of two first cases are presented in Figure 14. As can be seen, the FOWT moves in the direction of the thrust by about 0.235 m (displacement in $x$). The FOWT also sinks in the water for about 0.605 m (displacement in $z$) and tends to settle at a pitch angle of around 0.069 rad or 3.8 degrees (rotation about $y$ axis). The SPhR particles are settling for the first 15 seconds as is visible in the acceleration plot. This can not be avoided, even if the floating body is fixed and particles are let to settle. This is because releasing the floating structure is equivalent to a drop, and therefore does not represent equilibrium.

Also, the overall response is dominated by the initial imbalance of the forces, and the differences are barely visible in Figure 14.

The acceleration in the $x$ direction is directly linked to the applied thrust, and the frequency dependence on thrust without the phase shift is clearly visible. However, the shape of the acceleration is not following the shape of applied thrust. This is a result of high stiffness of the mooring lines in this direction, where high frequency response of the mooring system augments the overall response of the support platform.

There are three sources of momentum for the decoupled computations: hydrodynamics, prescribed aerodynamics and mooring lines. Time histories of forces and moments for the test case with constant thrust are presented in Figure 16. Note, that for clarity, the time starts at 30s. Also, note the differences in magnitude of the other moment components.

First, it should be noted, that mooring lines are in general opposing the hydrodynamic forces introduced by the SPhR solver. This is not true for the pitching moment, where hydrodynamics and mooring lines are acting together to counter the imbalance of the moment due to the thrust. For the mooring lines, moment is created by the displacements of the fairleads, whereas for the hydrodynamics, moment is created by the change of the buoyancy introduced by the rotation of the support. One would expect similar, cooperative behaviour for the forces in surge (in $x$ direction). The obtained results suggest otherwise, as shown in Figure 18. As can be seen, only the mooring lines are responsible for balancing the thrust force. Since the water is considered calm for the decoupled cases, the only source of hydrodynamic force acting in $x$ direction is the hydrodynamic damping. Therefore, it is acting in the opposite direction of the motion, and as a result in opposite direction to the mooring force, which is a main source of motion in this direction. Lastly, small spurious moments and forces are noted, e.g. force in sway ($y$ direction), which is normal to the plane of symmetry of the support. This is due to the SPhR, where motion of the particles is never indeed symmetric. However, these discrepancies diminish with the number of particles, as was seen when test cases 4 were computed. Further, the SPhR method is known for its pressure instabilities, where the pressure field of the particles exhibits large pressure oscillations due to
acoustic waves present in compressible fluids. This is commonly tackled with solution smoothing techniques, also termed particles smoothing. Schemes up to the second order were proposed in the literature. In the present work, no particles smoothing was applied, including validation test cases. In fact, stability issues were encountered when a zero-order Shepard density filter was applied to the decoupled test case every 50 and 100 SPH steps.

The time histories of forces and moments for the second test case with time varying thrust are presented in Figure 17. Visible trends and relations are analogous to the case with constant thrust, and support the observations made in the previous paragraph. The main difference is the expected variation of the forces in surge and moments in pitch, due to the unsteady aerodynamic forcing. Also, hydrodynamic and mooring forces in the \( y \) direction changed sign, although the mooring line forces are still opposing the forces of the SPH solver. Those quantities are dependent, and opposite rotation creates opposite mooring line forces.

### 4.6 Coupled case

Coupled computations were also performed, and results are presented in Figure 18. The aerodynamic forces acting on the rotor as functions of time are shown in Figure 19. The platform motion shows similar trend as for the previous, decoupled test cases. However, the rotor thrust is now dependent on the position and velocity of the rotor. As the wind turbine pitches under the thrust force, the rotor moves in the direction of the wind (velocity in \( x \) direction in Figure 19b). In return, the thrust force decreases due to the smaller inflow speed and the orientation of the rotor disk. As the applied force is reduced, the rotor velocity decreases. The inverse relation between the aerodynamic force and velocity of the hub in \( x \) direction is clear in Figure 19. Further, due to the pitch angle, a component of the thrust is acting along the \( z \) axis. As a result, the FOWT experiences higher displacement in heave - 0.5m as compared to 0.6m for decoupled solutions.

The initial motion of the FOWT is dominated by the imbalance of the forces due to the applied thrust, and the effect of the first wave passage is not visible. However, the effect of every consecutive wave is clearly visible in periodic variation of the moment about the \( y \) axis, as shown in Figure 19b.

To facilitate the analysis of forces and moments acting on the system, the aerodynamic moments were transferred to the centre of gravity of the support platform. The resulting time histories of forces and moments for the coupled test case are presented in Figure 20. First, we observe lasting for about 18s high frequency hydrodynamic forces and moments due to initial particles settling. Similar was observed for decoupled test cases. After an initial phase, the hydrodynamic forces show periodic variation related to the frequency of the passing waves. Next, the mooring line forces are opposing the SPH forces in all directions. Finally, periodic variation of the aerodynamic forces with frequency of the waves is noted. A phase shift is present, since the aerodynamic forces are dependent on velocity and position, rather than on forces, as was discussed in previous paragraphs.

![Figure 16: Forces and moments acting at CoG of the support for constant thrust case.](image1)

![Figure 17: Forces and moments acting at CoG of the support for time varying thrust case.](image2)

![Figure 18: Lateral and rotational dynamics of the support platform for coupled test case.](image3)

![Figure 19: Forces acting on the rotor and velocity of centre of gravity of the rotor as function of time for coupled computation.](image4)

![Figure 20: Forces and moments acting at CoG of the support for the coupled test case.](image5)
4.7 Computational performance

For all cases, the SPH solver with MBDM were executed on a single 8 cores Intel Xeon®CPU machine with 16 threads. Each of the CPU cores had a clock rate of 2.40GHz, and 64GB of dedicated memory. As no interconnect switch was involved, the message passing delay between SPH and MBDM solvers was reduced to minimum. For the coupled case, HMB2 was executed on 20 dual-core AMD Opteron™processors with 4 threads, giving in total 116 parallel instances of the solver. Each of the CPU cores had a clock rate of 2.40GHz, and 4GB of random access memory. It should be noted, that the SPH method requires only local (limited by the kernel function) weighted average in the vicinity of the given particle, whereas HMB2 solves the complete set of equations involving all the cells in the domain. Such parallel computing units were assigned to the aerodynamic side of the coupled problem.

The average time required to compute a second of the solution for the coupled case is 27.26 hours, whereas about 27.20 hours were spent to solve aerodynamics, 21.3 hours to solve hydrodynamics, and 0.24 hours to solve multi-body equations. The average time spent to exchange information for a second of the solution is 0.03 seconds, and was mostly dictated by the communication between the SPH and the MBDM solvers.

It should be noted, that time accuracy can be improved, if the coupling step is reduced. In the presented coupled case, the information is exchanged every 100 SPH steps ($\Delta t = 2 \cdot 10^{-3}$). When information between the solvers is exchanged every single SPH step ($\Delta t = 1 \cdot 10^{-3}$), the average time required to compute a second of the solution becomes 45.0 hours. If information is exchanged every single SPH step ($\Delta t = 2 \cdot 10^{-3}$), the average time per one second extends to about 438.9 hours. In the former case, HMB2 requires on average 237 pseudo-time steps to achieve the level of convergence below 10^{-2}, and 45 pseudo-time steps for the later case. The convergence is defined as L2-norm of the residual vector. This suggests, that computational cost can be further reduced by employing explicit schemes for both solvers and performing less evaluations (four for Runge-Kutta scheme of 4th order).

However, the biggest possible explicit step for HMB2 that would satisfy explicit CFL condition of $\Delta t$ for the smallest cell in the domain is about 3.6 $\cdot 10^{-3}$ seconds. Therefore, the aerodynamic time-step becomes limiting and prohibits this approach. More information about the computational performance is presented in Table 5. Stability issues were encountered for a time step $\Delta t = 2 \cdot 10^{-2}$ and HMB2 implicit CFL number 100, where the residual vector does not converge as fast as for CFL number 50. This indicates that CFL number of about 80 would be an optimal choice for this time step.

### Table 5: Computational performance of the coupling algorithm for various coupling time steps.

<table>
<thead>
<tr>
<th>Coupling $\Delta t$ [s]</th>
<th>HMB2 CFL number</th>
<th>HMB2 Newton steps</th>
<th>SPH steps</th>
<th>Time per coupling step [s]</th>
<th>Time per 1s of solution [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 $\cdot 10^{-2}$</td>
<td>50</td>
<td>100</td>
<td>10</td>
<td>1.95 $\cdot 10^{-1}$</td>
<td>9.81 $\cdot 10^{3}$</td>
</tr>
<tr>
<td>1 $\cdot 10^{-2}$</td>
<td>100</td>
<td>50</td>
<td>50</td>
<td>2.29 $\cdot 10^{-1}$</td>
<td>1.15 $\cdot 10^{4}$</td>
</tr>
<tr>
<td>1 $\cdot 10^{-2}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>1.61 $\cdot 10^{-1}$</td>
<td>6.62 $\cdot 10^{3}$</td>
</tr>
<tr>
<td>1 $\cdot 10^{-2}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>1.01 $\cdot 10^{-1}$</td>
<td>5.16 $\cdot 10^{3}$</td>
</tr>
<tr>
<td>1 $\cdot 10^{-2}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>1.33 $\cdot 10^{-1}$</td>
<td>1.58 $\cdot 10^{3}$</td>
</tr>
<tr>
<td>1 $\cdot 10^{-2}$</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>1.59 $\cdot 10^{-1}$</td>
<td>7.97 $\cdot 10^{3}$</td>
</tr>
</tbody>
</table>

5 Conclusions

The paper presented a coupling method for the analysis of offshore wind turbines. The HMB2 CFD solver was used for the analysis of blade aerodynamics and via a multi-body dynamics method it was coupled to a smoothed particle hydrodynamics tool to model the floating part of the turbine. The presented weak coupling method put forward in this paper is adequate for the solution of the problem at hand. The work suffers from the lack of experimental data for a coupled system and validation was only possible for the components of the model. Data from the MEXICO project were used for aerodynamics; good overall agreement has been seen between CFD and test data. For the hydrodynamics solver, experiments related to drops of solid objects in water were used. Again, with a refined set of particles, the SPH method delivered good results. The third component of the method was the multi-body dynamics and this was validated using simple slider-crank problems. The presented results showed that FOWT is a highly dynamic system. To obtain a deeper understanding of how rotor thrust and torque vary under dynamic conditions, efforts should be put forward to study aerodynamic flow and loads when wind turbine undergoes prescribed motion in pitch and yaw. Likewise, the comparison of the results of high-fidelity coupled models with those obtained with the simplified engineering tools like BEM, could potentially lead to improvements of later. Also, in the future, the wind turbine code will continue with the validation of the method and comparisons with a strong coupling technique. Another aspect that should be addressed in the experimental measurements. Clearly, each of the components can be validated separately, but the set of comprehensive data for the complete FOWT system is crucial for the model validation. The following measurements would be an asset: forces and moments due to the mooring system, water basin tests with small- or full-scale wind turbine including pressure distributions on support and rotor, and the overall FOWT time response including transient and periodic states.
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Abstract

In this paper a new validation of the Dynamic Wake Meandering method for calculating wake effects on power and load levels on a turbine is presented based on load and power measurements on a turbine located in the Lillgrund wind farm. What is unique is the large set of measurements available, where the wake effects from multiple neighboring turbines in high wind speed conditions could be included. It appears that the DWM method gives accurate results in single wake situations as well as for multwake situations below rated wind speed. However, the so far used method for superposition of multiple wakes above rated wind speed has led to non-conservative load predictions for high wind speeds. Therefore a new approach is presented and compared to both measurements and present practice in the IEC61400-1 standard.

1. Introduction

The Dynamic Wake Meander (DWM) model [1,2] has previously been validated both directly against full-scale flow field data [7,8,12] and indirectly by comparing simulated wind turbine loads resulting from wake affected inflow fields with full-scale load measurements [2,3,6,10,11]. Concerning validation in terms of derived structural wind turbine loads, the most comprehensive comparisons were performed in the Egmond aan Zee study [3], where a very satisfactory agreement between model predictions and measurements was concluded for the ambient mean wind speed regime between 3m/s and 14m/s. This study was based on full-scale measurements of a Vestas V90 turbine located in the Dutch Egmond aan Zee wind farm (WF) [3] for the specific wind direction, where the turbine in focus was located as the 6th turbine in a row with uniform turbine interspacings equal to 7 rotor diameters (D).

In general only very limited load validation material from multwake wind farm exist, and for wind situations above rated wind speed practically nothing has so far been published. So far the main interest in wake effects has been on the power consequences, which is mainly important for wind speed below rated.

This paper describes a load validation study based on simulated and measured fatigue loads from the Swedish Lillgrund offshore wind farm, which has a layout characterized by exceptionally small wind turbine (WT) inter-spacings. Full-scale measurements from this wind farm have previously been presented with focus on power production [5,11] as well as on wind turbine fatigue loading [4] effects in the below rated mean wind regime. In the load study predicted flapwise fatigue loads for a full polar were shown to agree very satisfactorily both for single turbine wake situations and for deep array wake operation up to about rated (ambient) mean wind speed. However, for higher than rated (ambient) mean wind speeds, significant deviations between predictions and full-scale measurements were observed for deep array wake cases, i.e. for wake situations characterized by multiple upstream turbines.

In the present paper a simple update to the DWM model is proposed for multiple wake operation in the high ambient wind speed regime, and the performance of the updated model under such conditions is investigated in terms of both flapwise fatigue loads and tower fatigue loads with particular emphasis on deep array cases. Simulations and full-scale measurement are compared, and as the DWM model is about to be included in the new edition of the IEC61400-1 ed. 4 standard, these results are expected to be of major importance for future wind farm projects. For completeness, the measured results are further compared to load predictions as based on the existing recommended practice in the IEC61400-1 ed. 4 standard [9].

Compared to the DWM version applied in the former Lillgrund study [4], the DWM sub-model, used to determine the aggregated wake deficit from upstream turbines at a given WF location, has been revised in the present study. Two different wake superposition approaches are applied for the wind regimes corresponding respectively below and above rated wind speed:

2. DWM model update

The DWM model basically simulates the non-stationary wind farm flow field, which is required for wind farm load predictions, as a linear superposition of an ambient turbulent atmospheric boundary layer (ABL) flow and a non-stationary wake flow contribution. The wake contribution is obtained by treating WT wakes as passive tracers transported downstream by the mean ABL flow superimposed by a stochastic meandering process driven by the large scale cross wind turbulence components [1]. The method for deriving the deficit and the magnitude of the added wake turbulence can be found in [2]. The result is an intermittent type of flow field with the intermittence resulting from the wake meandering. This wake flow model has been integrated with the DTU aerelastic code HAWC2 in order to facilitate load and production predictions of wind turbines located in wind farms.

Principle of Dynamic Wake Meandering

Figure 1: Illustration of the main components of the DWM method. A cascade of deficits are transported downstream in a process governed by the large scale turbulent flow field.
Below rated wind speed: For a WT with the rotor centre located at the spatial position \( x \), within the WF, the temporally varying wake flow contribution at the rotor polar coordinate \((r, \theta)\) is determined by the dominating wake among wake contributions from all upstream turbines at any time.

\[
U_w(r, \theta, x) = \min(U_{w,i}(r, \theta, x))
\]

where \((r, \theta, x)\) denotes a temporal coordinate \((t)\) combined with a spatial coordinate in a polar frame of reference centered at the spatial position \( x \) and where each individual upstream emitted wake flow field is given by \(U_{w,i} = \left( U_{w_1, i} + U_{w_2, i} + U_{w_3, i} \right) \theta_i + v_{w_1, i} + v_{w_2, i} + v_{w_3, i} \) with \( \theta_i, j = 1, 2, 3 \), being unit normal vectors in respectively the longitudinal, transversal and vertical mean flow directions. The parameter \( i \) includes all upstream turbines relative to the spatial position \( x \) for a given mean wind direction.

The wake self-induced small scale turbulence is denoted by \((U_{w_1, i} + U_{w_2, i} + U_{w_3, i})\), and as the wake deficit flow field component in the longitudinal flow direction is by far the dominating component and further the most load critical, only this deficit component is included.

Above rated wind speed: Using the nomenclature introduced above, (1) is replaced by a linear summation of wake contributions from all upstream turbines, i.e.

\[
U_w(r, \theta, x) = \sum_i U_{w,i}(r, \theta, x)
\]

This linear perturbation approach is consistent with WT’s being more “flow transparent” for higher wind speeds, which in turn results in relatively smaller wake deficit magnitudes and thereby improving the accuracy of a linear flow field approximation.

Note, that before the model update superposition of wakes emitted by upstream turbines was treated according to the algorithm described by equation (1) for the entire wind regime.

3. Validation Case
The Lillgrund wind farm consists of 48 Siemens SWT-2.3-93 turbines, and one of these (C-8) is instrumented with strain gauges resolving blade, main shaft and tower loads, see Figure 2. The present DWM model validation is based on recordings from this turbine.

Whereas the Egmond aan Zee wind farm is characterized by a “conventional” turbine inter spacing, the layout of the Lillgrund wind farm is, as mentioned, characterized by very small turbine inter spacing’s, i.e. down to 3.3 D. This makes the present Lillgrund load validation case a unique supplement to the former validation based on the Egmond aan Zee wind farm.

Measured and predicted fatigue loads are quantified as fatigue equivalent moments using the Palmgren-Miner approach; and Wöhler exponents of 5 and 10 were assumed for the tower and blade composite structures, respectively.

The validation scenarios include load cases associated with normal turbine operation with mean wind speeds ranging from 8m/s to 16m/s. Measured wind speed dependent turbulence intensities (TI’s) are used, reflecting the offshore wind speed dependent “surface” roughness. However, no attempt is done to resolve TI as function of upstream fetch (i.e. direction). Thus, in the mean wind speed regime 6m/s-14m/s a TI of 5.8% is used - gradually increasing to 6.2% at 16m/s.

4. Results
For a complete direction rose simulated and measured fatigue equivalent moments are compared (mean wind speed) bin wise for two WT main components - i.e. blade and tower. With the complete direction rose being represented, a multitude of load cases - ranging from ambient inflow conditions over single wake cases to various types of multiple wake inflow cases - are thus covered. Further, as a supplement to the DWM validation, the investigation includes also comparative load simulations as based on the existing recommended practice in the IEC61400-1 ed. 4 standard [8]. This consist of a set of loads obtained using the IEC class 1A, as most offshore turbine are approved for such conditions, as well as the wake simulation method suggested by Frandsen [13], where the thrust coefficient \( C_T \) is approximated with \( 7/\sqrt{U_{ref}} \) for the sectors where increased background turbulence from the entire farm is expected, \( U_{ref} \) represents the ambient mean wind speed.

All presented fatigue loads have been normalized with the fatigue load representing the respective sensors at 3m/s in the free sector.

The results for the blade load comparison can be seen in Figure 3. Results are presented as function of the wind direction for each wind speed bin covered. In the left column of the figure is shown the results from comparing the measurements, IEC class 1A and the Frandsen method to results obtained with the DWM approach using the maximum deficit operator (1). In the right column a similar comparison to the DWM approach using a linear superposition for multiple wake situations (2) is shown. A similar comparison for the tower bottom bending moment is shown in Figure 4.

An excellent agreement between measurements and the DWM approach with the maximum deficit operator is seen for the flapwise bending moment at low wind speeds, where the turbine thrust is high. The Frandsen method results in blade loads in the slightly conservative region of measured load levels. The highest loads are seen in the sector with the closest located upstream wind turbine. In this case the single wake situation with 3.3D spacing.

At 10-12 m/s, the agreement between measurements and the DWM approach is gradually decreasing. The agreement between measurements and the DWM approach using the maximum deficit operator still shows an excellent agreement for the 3.3D single wake situation. A slight increased load level can be seen in the measurements for the multi-wake sector, which is however still in fine agreement with the simulation results.
Figure 3: Comparison of blade root bending 1 Hz fatigue loads at wind speed from 8 to 16 m/s. Left: DWM using max operator. Right: DWM using linear superposition.

Figure 4: Comparison of tower bottom bending 1 Hz fatigue loads at wind speed from 8 to 16 m/s. Left: DWM using max operator. Right: DWM using linear superposition.
At 12-14 m/s it becomes clear that the blade load for multiwake operation is not sufficiently captured by the DWM approach using the maximum deficit operator, and at 14-16 m/s it is the DWM sub-model for wake aggregation that shows a significantly larger load level than the model predictions. It is consequently clear that the maximum deficit approach cannot be used for high wind speeds!

In the right hand column of the figure, the simulations results using the simple deficit superposition method is shown. This method is highly conservative regarding the blade loads for low wind speeds, but at high wind speeds the match is excellent.

A similar conclusion can be drawn when observing the tower bottom bending moments. The maximum deficit approach seems to result in a fine agreement for low wind speeds, but near rated and above only the superposition approach catches the load levels measured in the multi-wake sector.

Regarding the fatigue load levels obtained using the Frandsen method, it appears that this method is highly conservative for the low wind turbine spacings investigated in this study. Especially at wind speeds above rated in single wake situations, the method leads to a load levels 2-3 times higher than measured. As the measured loads increase significantly in multi-wake situations at high wind speeds, the loads predicted by the Frandsen method actually fits quite well, but this is not caused by the modeled added ambient turbulence level, as this only has marginal influence of the modeled wake turbulence level.

The fatigue load level obtained from the class 1A site conditions appears to result in a conservative and safe design of the turbine compared to the measured load conditions.

5. Discussion

In general a very fine agreement between the DWM simulations and measurements is seen below rated wind speed. Excellent agreement between DWM fatigue load predictions and full-scale measurements has previously been demonstrated for the ambient mean wind speed regime below rated wind speed, whereas significant differences between model predictions and measurements was observed above rated wind speed. A revision of the DWM sub-model for wake aggregation has improved the model/measurement agreement significantly, and excellent agreement between DWM fatigue load predictions and full-scale measurements is now shown also for the ambient mean wind speed regime above rated wind speed.

For a complete direction rose simulated and measured fatigue equivalent moments are compared (mean wind speed) bin wise for two WT main components – i.e. blade and tower. With the complete direction rose being represented, a multitude of load cases – ranging from ambient inflow conditions over single wake cases to various types of multiple wake inflow cases – are thus covered.

Even though a fine agreement between the DWM approach and measurements can be achieved by using the deficit operator below rated wind speed and the linear superposition above rated, it is also clear that multiple wake situations is a highly complex load situation. Especially the findings regarding the significantly increased load levels above rated wind speed, may (hopefully) cause increased attention for future studies. Especially large eddy CFD simulations could increase the insight in how to properly handle merging wakes.

6. Conclusion

A key finding in this study is that even though a wind turbine is modeled as linear, "aerodynamic transparent" above rated wind speed and therefore has a reduced wind speed deficit compared to below rated, the wake induced load levels increased significantly in multi-wake situations.

With this study it is also concluded that the DWM method can with great accuracy be used to predict the load level of wind turbines in wind farm conditions. However, when handling multiple wake situations above rated wind speed, the previous recommendation based on the Emdon aan Zee study [3] is NOT sufficient, an alternative, still simple approach using linear wake deficit superposition was demonstrated to result in load levels in agreement with the measured levels and is thus recommended.

Further, as a supplement to the DWM validation, the investigation includes also comparative load simulations as based on the existing recommendation in the IEC61400-1 ed. 4 standard [9]. Here it can be concluded that the Frandsen approach is highly conservative for single wake situations, especially above rated wind speed. This in turn means that adopting the DWM approach, with site specific conditions allow for quantification of the build-in safety reserve in the existing IEC61400-1 recommended practice or, alternatively, use the DWM approach to reduce this safety reserve if appropriate. Even for a wind farm as the Lillgrund, with turbine spacings between 3 and 4D, a class 1A turbulence level still results in a conservative load level.
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Abstract

Wind is the most mature of the existing Renewable Energy Technologies and it is expected to play a fundamental role towards the transition to a sustainable energy system. European citizens are generally in favour of wind energy; however, on a local level wind farm developers often have to deal with opposition. Thus, finding strategies to support constructive discussions around wind farms is crucial for the further diffusion of wind energy.

To contribute to this process this paper maps the status quo of public participation strategies in the European wind sector. More specifically, it summarizes the findings from an expert survey: 207 questionnaires from 13 European countries were collected filled in by representatives from relevant administrative bodies, project developers, cooperatives active in wind farm development, environmental organisations, financial institutions and others active in the field of wind farm development.

We find a high prevalence of social acceptance issues in the sample as the majority of study participants has experienced stops or at least delays of projects due to a lack of social acceptance. Concerning public participation we see that it is very often common in wind energy project development to engage in public participation and that these activities often exceed legal requirements. Although public participation is frequent in wind energy projects, many organisations involved do not have a standard procedure to deal with it and guidelines and other advice giving documents are often not known nor used. The main barrier to apply this knowledge seems to be the difficulty to transfer it to the specific conditions of a project.
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1 Introduction

For the EU to meet its 2020 climate and energy targets, increased renewable energy generation and extensions of the electricity infrastructure are necessary. Wind is the most mature of the existing renewable energy technologies. It is expected to play a fundamental role in achieving the EU 2030 climate and energy targets. Moreover, beyond 2020, wind energy is the key technology in all EU energy scenarios [1].

Generally speaking, European citizens are in favour of wind energy [2], [3]. They also support the EU goal of moving away from conventional electricity generation towards renewable power. However, on a local level, project developers are repeatedly confronted with criticism and opposition by the public [4]. This lack of public support contributes to the fact that over 20 % of wind energy projects are delayed and nearly 20 % are seriously threatened due to appeals [4]. Therefore, dealing with social acceptance of wind energy infrastructure is a necessity for all stakeholders involved in wind energy projects.

2 Data and methods

In order to answer the outlined research questions (see above) an expert survey was conducted in 13 European countries. It entailed both closed and open questions and explored the experience and evaluation of activities in the respondent’s country regarding public participation and social acceptance.

For the survey countries were selected that cover different stages of development of wind energy (from emerging to developed wind markets). 486 potential respondents were contacted within the 13 target countries. This resulted in 207 completed questionnaires from six different stakeholder groups (Figure 1). On average, 15 questionnaires per country were obtained.

3 Results

Before addressing the topics laid out in the introduction (cf. Section 3.2-3.3), the data will be analysed aiming to ascertain that social acceptance indeed challenges the timely development of wind farms across Europe as suggested by the results of the Wind Barriers project[4].

3.1 Social acceptance as a challenge in wind farm development

In order to pin down the relevance of negative impact of the lack of social acceptance on project development those respondents who claimed to have experience with public participation activities (n=121) were asked about their experiences. It turns out that the majority of the survey participants have experienced stops or at least delays of projects

Figure 1. Organisational affiliation of the respondents (n=207)
due to a lack of social acceptance, which supports the findings of the Wind Barriers project [4].

Focusing on the 70 project developers and representatives from cooperatives in this subsample, a share of 57% has experienced delays and stops of wind farms due to a lack of social acceptance while less than a third has not; 14% indicate they do not know (Figure 3).

Respondents were also surveyed about which reactions their company or organisation has experienced in relation to wind power projects in the past three years (2012-2014). While the majority reported one or more reactions, 17% of the respondents stated that they have not experienced any public reaction to the wind farms they have been involved in. Overall, negative experiences are reported much more often: 861 negative reactions were indicated compared to 478 positive ones. However, it has to be taken into account that the overwhelming number of negative reactions may in part be due to the fact that positive reactions are usually not officially filed.

Looking more specifically at the positive issues raised in relation to wind power, local economic benefits and CO₂-emissions reductions are stated most frequently (multiple responses possible; Figure 4).

Thus, it seems to be widely acknowledged that interacting with the local community is relevant in wind farm development.

### 3.2 Utilisation and design of strategies for public participation

In this step, only respondents who work in organisations that have been directly involved in activities for public participation (n=121) are included in the analyses presented. 48% of the respondents state that there are binding policies in place for public participation during wind farm development (Figure 6). A further third of the respondents state that there are obligatory measures where installations fulfil certain criteria.

The main negative issues raised in relation to wind power projects are the visual impact on landscapes followed by noise and the impact on the local ecosystem and wildlife (Figure 5). Other topics, which were named only a few times are light emissions at night, lack of or late provision of information and unfair division of benefits and impacts.

Besides local economic benefits, arguments used to promote wind energy mainly refer to a national or global level.
This is also supported by the fact that we found the following: Allocating resources elements of public participation and engagement are part of the usual procedure during planning, building and operating wind farms – therefore exceeding national or local legislative requirements (Figure 7). Despite the fact that public participation is frequent in wind energy projects, only about 34% percent of the respondents (Figure 8) state that there are standard procedures in place.

If there are standard procedures used they seem to have been developed internally, often drawing on information generated from discussions with interest groups. Published resources from others are hardly applied. The questionnaire listed six such advice giving documents that were identified within deliverable 2.1 of the WISE Power project and asked respondents whether they were aware of them. The most common document among them has only been used by 12 % of the respondents.

In order to explore the reasons for the meagre utilisation of standard procedures or published guidelines, potential barriers to using them were surveyed (Figure 9). The reason stated most often is a lack of resources. Furthermore, they are considered as not helpful for actual project development processes. Some respondents do not see the need to use them.

The following additional barriers were furthermore mentioned repeatedly by respondents:
- standard guidelines, toolkits and best practices often do not fit the local realities,
- material is perceived as abstract and difficult to transfer to the concrete project,
- approaches are needed which can be individually adjusted.

Furthermore, the respondents were asked to what degree resources (time, money, expertise) are systematically allocated to participation and communication activities during project development. 39 % of the respondents who are directly involved in public participation activities state that allocating resources is always part of the standard project planning procedure (Figure 10). 18 % quote that specific resources are only allocated under certain conditions and 15 % state that resources are hardly or never allocated towards participation and communication activities. 28 % state not to have any knowledge how their organisation deals with resource allocation on this issue.

Further analysis show that those respondents who report that their organisation usually allocates resources for participation are also more likely to have a standard procedure for this. i.e. pointing to a higher level of professionalism in this regard in these organisations.

Further comments by the respondents include the following:

The comments on the utilisation of informational measures mainly suggest that they are only considered a fundamental requirement, but they are not sufficient as such to create public support. Consultation and dialogue with the public is considered the next step and by many respondents of the survey also considered a basic requirement. On the other hand negative experiences within dialogues with the public or poor levels of interest are reported. This shows that consultation and dialogue does not necessarily lead to success.

The comments on the issue of empowering the public suggest that this approach has not been implemented very often and thus it has not been possible to gather a lot of experience with it yet. The comments indicate that it might be challenging at times to find the right point in time, the right format and to make sure that all representatives of the community including the opponents of wind power take part in such processes.

Beyond the general levels of public involvement there are further methods that are deemed to improve local acceptance.

In order to assess the respondents’ experience with regard to different levels of public involvement three different approaches were presented:

Informational measures refers to activities such as distributing brochures/leaflets or provide pointers where citizens may ask questions.

Consultation and dialogue with the public includes giving the possibility to the public to give feedback on the project and its specifications and that this feedback is then considered by the project team and / or relevant administration.

Empowerment of the public means sharing the decision making process, i.e. the public is involved e.g. via a citizen vote.

Assessing the experience with these three levels of public involvement measures with regard to social acceptance, firstly it can be stated that experiences are on average positive. Overall, the involvement level of consultation and dialogue is rated most positively, followed by solely informational measures and empowerment of the public scoring lower which is mainly due to lower ratings by project developers.
4 Summary and Discussion

This study looked into the status quo of social acceptance of wind farms and social acceptance measures around them on expert survey and public survey. The data shows quite clearly that a lack of local social acceptance for onshore wind farms indeed presents a challenge to the development of onshore wind. This is proved by the fact that the majority of study participants have experienced delays or at least delays of projects due to a lack of social acceptance. Furthermore, much more negative than positive reactions to wind farms are reported by the respondents. These findings underline, as expected and already shown by the Wind Barriers project [4], the relevance of social acceptance issues and the need for the development and implementation of social acceptance strategies.

The data shows furthermore that this is to some extent already common knowledge in wind farm project development as two thirds of the respondents claim that elements of public participation are part of the usual procedure during planning, building and operating wind farms. While many respondents report that integrating elements of public perception are obligatory in their country, the percentage of those stating that they are also part of usual procedure is even higher. This indicates that it is the usual case to go beyond what is mandatory.

However, these public engagement strategies are usually not informed by published resources nor based on a standard procedure. Only about a third of the respondents state that they utilise standard procedures or guidelines when planning to conduct public participation activities. The reason stated most often why this is so is a lack of resources. Likewise, allocating resources for these activities is not part of the usual procedure for many organisations. This leads to the supposition that public engagement is mainly conducted hands on and spontaneously. This does not necessarily mean that it is not done well, however, could make it difficult to react to unexpected arguments or dynamics. Furthermore it might become challenging if further resources are needed unexpectedly during project development. Overall, social acceptance management around wind farms could probably increase in professionalism, i.e. by applying standardisation and knowledge management.

With regard to different levels of public participation respondents are more in favour of consultation and dialogue as well as informational measures. Empowerment of the public where the public has the possibility to get involved in the decision itself is evaluated less positively. This finding is due to the fact that the surveyed project developers are less enthusiastic about this issue. To leave the decision to the local public can certainly be time-consuming and also risky as it may lead to rejection decisions. However, if the refusal follows in a later stage through different decisions this may even be more costly. Furthermore, a public vote could also help to find out whether opposition is a majority opinion or maybe only a (loudly voiced) minority standpoint.

It is also noteworthy that only about 25% of the respondents mention a lack or low information measures as an issue (cf. Figure 5). Thus, this does not seem to be frequent in discussions around wind farms; nonetheless, providing information is very often seen as a prerequisite but may not be sufficient to gain acceptance. Shared ownership, community benefits and involvement of the community in the design process are all perceived as helping to foster social acceptance across all respondents. Though, also the problems of these approaches were mentioned. These include in case of shared ownership for instance the risk to split the community between those who are affluent enough to purchase shares and others who are not. The main challenge related to community benefits was that they need careful implementation in order to avoid the impression of bribery.

5 Conclusion

If these findings are taken together, they point out that although the awareness for social acceptance and public participation is high there may be a lack of professionalism, i.e. standardisation and knowledge management. This is maybe due to the fact that social acceptance is still not high enough on the priority ladder of many developers and other organisations dealing with wind power. However, opposition to wind farms seems mostly specific, i.e. restricted to a specific installation: the survey shows that the main negative issues mentioned in relation to wind power projects are the visual impact on landscapes followed by noise and the impact on the local ecosystem and wildlife (op. [7] for similar results). Arguments that question wind energy on a more general level, e.g. whether it contributes to mitigating climate change, are less frequently reported to play a role. This is further confirmed by the finding that on the positive side respondents report that the reduction of CO2-emissions or enhanced air quality are often addressed in discussions around wind farms. Therefore it seems to be advisable to highlight more arguments which make projects more appealing from a local or regional point of view beyond economic issues. Thus, it seems important to further highlight broader lines of arguments why a wind farm is necessary and useful in a specific area and how it contributes to the widely accepted goal of a transition of the energy system.
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ABSTRACT

One of the primary environmental concerns of wind farms is the increase in bird mortality. To assess environmental risks around wind farms, the demand for automatic bird monitoring increases rapidly. Considering recent advancements in object detection methods in computer vision, automated monitoring based on images is promising. However, the accuracy of state-of-the-art methods in a practical environment remains uncertain due to the significant difference between the images taken in a practical environment and those used in generic object detection competitions. This study evaluates these image-based bird detection and classification methods. We also introduce a bird monitoring system with a whole image processing pipeline. For evaluation in a practical environment, we utilize an open-access time-lapse image dataset around a wind farm. As a state-of-the-art method, we include convolutional neural networks, a rising method of deep learning for image recognition, which shows performance improvement.

Index Terms — Image recognition, bird detection, ecological conservation, social acceptance

1. INTRODUCTION

Environmental concerns in developing wind farms have been highlighted by both the wind-energy community and ecological experts [1, 2, 3] as the demand for wind power energy grows rapidly around the world to meet public policies for renewable energy. One of the primary concerns is the increase in bird mortality caused by collision with blades, loss of nesting and feeding grounds, and interception on migratory routes [3, 4, 5, 6]. Hundreds of annual bird fatalities, including those of charismatic species, have been reported at several sites [8]. To assess such risks during the establishment and operation of wind farms, investigation of bird ecology and assessment of potential risks are necessary. Conventional bird monitoring has been carried out by manual observation, which is expensive and laborious [7]. Automation in this task can lower the cost, enable long-term monitoring, and lead to higher accuracy and reproducibility. However, autonomous systems are required to perform bird detection as well as classification of bird species, both of which have been non-trivial for machines to achieve.

Image-based detection using cameras is one of the promising approaches [8, 9, 7, 10], while radar-based [11, 12, 13] and acoustic-based [14] detections have been commonplace in the literature. Rich visual information with a higher resolution can be utilized, and the recognition performance has improved dramatically in the last decade, owing to the availability of big data, high performance computers, and algorithm improvements in machine learning and computer vision research fields. Reviewing recent milestones in computer vision, robust features have been invented [15, 16, 17], good classifiers have been found [18, 19], good image structures have been proposed [20, 21], huge image datasets have been established [22, 23, 24], and object detection competitions using them have been held [22, 29]. Deep neural networks [28] have likewise resulted in further improvement in detection and classification during these competitions [27, 25]. Their strength is in their adaptive learning of features and classifiers during training.

However, despite the excitement over these improvements, the advancement, accuracy, precision, and recall of such state-of-the-art methods in practical environments for wild bird monitoring remain uncertain. An exception is May et al.’s work reporting that DTBird detected 76% to 96% of total birds in an experimental setting in Smøla [9]. In practical environments around wind farms, birds tend to appear in low resolution even in a high resolution image since the monitoring system has to cover a wide field of view to assess the distribution of birds and to notice the approach of birds well ahead of time. Figure 1 shows such images. As shown in this figure, the actual appearance of birds is significantly different from those used in generic object detection competitions [27, 25], in which most of the methods are designed and experimented. It is not clear whether these methods are suitable for low-resolution images.

To reveal the actual precision and recall of state-of-the-art methods for low-resolution bird detection and classification, this study utilizes a wild bird image dataset around a wind farm as a benchmark [28] and evaluates the performance of several state-of-the-art methods, including one utilizing deep neural networks. In addition, we present a whole image processing pipeline of an automated bird monitoring system for wind farms, about which very few scientific papers discuss. Our system utilizes background subtraction [29] and convolutional neural networks (CNN) [30] for accurate and robust detection and classification.

The rest of the paper is organized as follows. Section 2 describes our bird detection and classification pipeline. Section 3 experimentally [Inst1] evaluates the performance of state-of-the-art detection and classification methods. Section 4 concludes this paper.

2. BIRD DETECTION AND CLASSIFICATION PIPELINE

Our bird monitoring system consists of a fixed camera, a laptop computer for control, and recognition software. It captures images automatically and processes them to detect and classify birds as shown in Fig. 2. The core algorithm is based on machine learning for robustness, and the details are evaluated below. The system is able to discriminate birds from others or a species of birds from others after the training phase. During training, the classifier is optimized in accordance with training images including birds and others.

2.1. Setup

We use a still camera with a telephoto setup to capture a bird with a one-meter span 580 meters away that would cover an area of 20 pixels in the image, considering the distance between the camera's location and the wind turbine. The camera has a resolution of 5616 times 3744 pixels, and the field of view is 27 times 19 degrees. The interval of image capture is two seconds because of the transfer rate between the camera and the laptop.
2.2. Algorithm

Our algorithm is a combination of background subtraction (28) and object classification. Background subtraction is a method for extracting moving objects from fixed backgrounds and works well with our scenes that are mostly static. However, regions extracted still include some background objects, such as parts of the turbine, trees, or clouds; thus, we utilize machine learning-based classifiers to filter birds from others.

Specifically, we will compare the following two classifiers in the next section: First is AdaBoost [18], a widely used learning algorithm in computer vision. This algorithm is often combined with image features such as Haar-like [17] or Histogram of Oriented Gradients (HOG) [16] for further robustness. The performance of these methods is known to depend highly on both the types of targets (faces, people, birds, etc.) and scene properties (indoor, street, wind farm, etc.).

Second is convolutional neural networks (CNN) [30], the most successful deep networks for object recognition to date. The strength of CNN is that it learns features by itself, i.e., it does not need manually designed image features that are not guaranteed to be optimal. Yet, it is important to reveal whether CNN outperforms others on low-resolution detection and classification tasks. Since CNN is unexplored, it is therefore unclear what types of data and tasks it prefers.

Below, we briefly explain the details of each method.

AdaBoost

AdaBoost [18] is a two-class classifier based on feature selection and weighted majority voting. A strong classifier is made as a weighted sum of many weak classifiers, and the resulting classifier is shallow but robust. The algorithm overview is as follows [inst2]. First, we uniformly initialize the weights of the training samples. Second, we select one weak classifier with the lowest error rate using the weighted training samples. Third, the weight of the selected weak classifier is set on the basis of the error it produces. A larger weight is set for a smaller error rate, since weak classifiers with smaller error rates are more reliable. Fourth, we update the weights of training samples based on the error rate of the newly selected classifier. This step is repeated from the second to the fourth step a fixed number of times.

Haar-like

Haar-like [17] is an image feature that utilizes features in images. It extracts the light and shade of objects by using black-and-white patterns as shown in the left figure in Fig. 3. Haar-like first succeeded in face detection [17] and is used as a fast and robust feature.

HOG

HOG [16] is a feature used for grasping the quantized direction of the gradient in each local region, called a cell in the image. Next it concatenates the histograms of the cells in the neighboring groups of cells, the blocks, and normalizes them by dividing by their Euclidean norms in each block. HOG was first used for pedestrian detection and afterwards applied to various tasks including generic object detection.

CNN

CNN [30] is a type of neural network characterized by convolutional layers. Convolution is an operation which associates an image with a feature map by using the inner product between each patch in the input image and another fixed patch, called a kernel. In CNN, each convolutional layer has multiple kernels and outputs multi-channel feature maps. These kernels in the convolutional layers are interpreted as connection weights between neurons and are optimized in training. Other components of CNN are pooling layers and fully-connected layers. Pooling layers are placed after convolutional layers to downsample feature maps. These layers output lower-resolution feature maps by taking the maximum in each local region, e.g., a two-by-two patch, in input feature maps. Fully-connected layers are placed at the end of the network. These layers perform as a classifier, which receives the features from convolutional and pooling layers and outputs the class of the input image.

Among the variations of CNN architectures, ours is based on one of the handwriting recognition methods [30] and refined by utilizing two recent discoveries for improving performance: Rectified linear units (ReLU) and dropout from [28]. ReLU is a type of activation function, that is, the relationship between input and output in a single neuron. It requires a low computing cost and is easy to optimize due to its simple derivative. Among the various functions, the effectiveness of ReLU was discovered recently. ReLU is formulated as follows.

\[
y(x) = \max(0, wx + b)
\]

Here \(w\) is weight parameters and \(b\) is a bias parameter. Dropout is a training heuristic for removing neurons selected randomly in each iteration of parameter updates. Removed neurons are regarded to output zero independently from their inputs. The whole network is shown in Fig. 4.

The training of CNN is to compute the weights and biases which minimize the classification error rate. For this purpose, gradient methods are widely used. We use stochastic gradient descent [31]. This method allows us to approximately acquire the minimum with a relatively low computational cost.

3. EVALUATION EXPERIMENTS

3.1. Bird Image Dataset for Training and Evaluation

For the performance evaluation of bird detection and classification methods, we utilize a dataset of birds at a wind farm [28]. This dataset offers open access and has favorable attributes; it contains a large amount of data and presents a detailed specification of birds. The dataset [28] is a sequence of images of a scene at a wind farm, and it provides annotations of bird information appearing in the images as shown in Fig. 5. Annotations were added to the images by bird experts who are members of a bird association and have experience in field surveys. They checked the image timelines, found birds, and annotated bounding boxes with class labels for each bird. 32,442 images were processed and 32,973 birds were found.

3.2. Experimental Procedure

Using the dataset, we conducted two recognition experiments: bird detection and two-class species classification. Below, detection is defined as a classification of birds and non-birds, given the candidate regions suggested from motion information. Classification is defined as a classification between hawks and crows, which is a fundamental task in a bird-monitoring system. They are the most frequent classes of birds in the area, and we have a sufficient amount of data for accurate evaluation. This two-class classification is also practical because many endangered species are included in hawks.

For any machine learning methods, we need positive and negative samples for training. In the detection experiment, positive samples (birds) were collected from bird regions labeled in the dataset. Negative samples (non-birds) are background regions clipped by background subtraction. Examples of the birds and non-birds are shown in Fig. 6. We used five-fold cross-validation to efficiently conduct the experiment on this dataset.

In the classification experiment, hawks labeled in the dataset are positive samples, and crows are negative samples. Classification is a more difficult task than detection in this dataset; thus, in order to analyze each method's behaviors in detail, we investigated the effect of image resolution by dividing the positive and negative images into groups on the basis of resolution. Specifically, images of hawks and crows are divided into the groups of 15–20, 21–30, and 31–50 pixels, as shown in Fig. 6. On each group, we conducted holdout validation using 800 hawks and 150 crows for training data and others for test data.

In these experiments, we evaluated CNN [30] as well as AdaBoost [18] combined with three types of features, Haar-like [17], Histogram of Oriented Gradients (HOG) [16] features, and RGB (image pixel values without transformation). For reproducibility, we list the parameters of each algorithm in the following. As for CNN, we used the architecture of [30] with the exception of inputting color images and using more effective non-linear form from [26]. For the training of CNN, we used stochastic gradient descent [31], and we set the learning rate at iteration \(i \geq 0,000,000,000,000\), momentum \(t = 0.9\), and weight decay to 0.0005 as optimization parameters. In AdaBoost, we set the number of weak
3.3 Results

We evaluated the detection and classification performances using two measures, true positive rate (TPR) and false positive rate (FPR). TPR is given as the number of true positives divided by the number of all positives in the test data. FPR is the number of false positives divided by the number of all negatives in the test data. Because there is a trade-off between TPR and FPR, the total performance of an algorithm is represented by the receiver operating characteristic curve (ROC), a curve drawn by FPR and TPR of each point on the trade-off. A curve near the upper-left corner means better performance.

The result of detection is shown in Fig. 7. In the detection experiment, Haar-like outperformed others, and the performance difference among those except Haar-like is subtle. This may be due to the low quality of the images. Haar-like is a simple feature for grasping only the contrast in images. More complex features like HOG can represent details of images and are preferred in tasks like pedestrian detection and generic object detection. However, it can be less robust for low-resolution bird detection.

Similarly, CNN may have failed to learn effective features from the data. The performance of CNN depends on the parameters of the network and optimization. Although we used the parameters established in handcrafting recognition [30], there may exist better parameters for our images. More efforts for parameter search may improve the performance.

5. CONCLUSION

To evaluate a bird monitoring system on the basis of time-lapse images, we have conducted experiments of bird detection and classification. By using a dataset from a realistic environment and representative methods in computer vision, we provided practical results of recognition performance. We showed successful results for detection and the possibility of species classification using image recognition. The effectiveness of rising CNN in classification is also observed. However, there is room for performance improvement, especially in species classification. Improvement of the software for more accurate bird monitoring is necessary. Our system is a hopeful solution to bird strikes and can contribute to the social acceptance of wind energy.
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Abstract
This study focuses on project procurement practices in offshore wind farm projects, and to which extent they can contribute to reduction of LCOE. In general terms, project procurement is a relevant area to consider in an attempt to make offshore energy more competitive due to the vast amount of procurements undertaken in projects. The study is carried out by conducting 39 qualitative inquiries in the installation and operation and maintenance phases among 23 different offshore wind industry actors.

The findings pinpoint three major areas of challenges. First, each offshore wind farm is unique in nature and therefore using standard and verified solutions can be challenging. Moreover, in seek for reducing LCOE new technological solutions are imperative resulting in procurement of the solutions that in the given time do not exist yet. Second, project procurement is characterized by practices that to a large extent focus on procurement in the installation rather than stretching the procurement mind set to encompass the whole project lifetime of 20 to 25 years. Third, the companies involved in the project procurement may have different goals.

By focusing on project procurement practices it is possible to reduce LCOE in offshore wind farm. It is necessary for the participating companies to obtain a more holistic overview of the procurement, i.e., adopt a new project paradigm, as the effects on it stretch over the whole lifetime of a wind farm. In relation to this, a better collaboration within the various project procurement teams and with the suppliers becomes pertinent.

Keywords: Project procurement, project lifetime, offshore wind farm, sustainable project, LCOE.

1. Introduction
The motivation for this study arises from the Offshore Wind Denmark –project that focuses on, how development in business practices in offshore wind farms can contribute to the reduction of levelized cost of energy (LCOE). The definition of LCOE varies and is subject to continuous debate. Briefly, LCOE can be seen as the lifetime cost of the wind farm per unit of energy generated. Remarkable cost reductions are needed in order to make electricity produced through this renewable source competitive. In relation to this, it is relevant to look into project procurement practices, as procurement in this specific project context entails a vast amount of purchases with high technical demands and financial risk. Moreover, the harsh weather combined with the fact that it can be difficult to access the wind farms call for both durable and affordable solutions.

However, procurement as an acknowledged area in relation to projects has only recently been recognized [1,2]. Even though the project management literature deals extensively with such issues as selecting appropriate suppliers for the project task [3,4,5] and managing relationships with project suppliers [6,7,8,9], the more comprehensive insight into project procurement practices in specific project contexts e.g., [10,11] needs to be further unveiled.

Therefore, the aim of this study is to shed light on procurement undertaken in a specific project context by posing the following research question: What procurement challenges can be identified in the offshore wind farm projects? To answer this research question, a project network of companies employed in the installation and operation and maintenance phases of offshore wind farms are investigated through a qualitative inquiry. This article aims at contributing to the emerging literature within project procurement management and making companies within offshore wind farm projects more aware of the manifold nature of the project procurement management.

The rest of the article is structured as follows. The next section reviews the literature by combining the streams from the project procurement management and economically sustainable projects. Thereafter, the methodology is presented followed by the research findings and discussion. A conclusion finalises the article.

2. Literature review
Producing energy from renewable sources is a cornerstone for meeting the growing global energy consumption. In this context offshore wind farms provide a possibility to meet the increasing need for energy from a sustainable source. However, offshore wind energy is typically 2-3 times more costly than e.g., onshore wind energy [12]. In the period from 2010 to 2014 LCOE has decreased with 11% primarily due to industries early adoption of larger turbines [13].

The industry actors have been aware of the need for renewable offshore wind energy to become more competitive compared with other energy sources for several years. Lately, in the European Wind Energy Association (EWEA) Offshore Conference 2015 in Copenhagen, the requirement was highlighted by emphasizing the urge for collaboration when aiming for reducing LCOE. In this context project procurement practices provide an eminent platform to investigate possibilities to reduce LCOE through a practical, yet relatively important area in relation to the projects. Offshore wind farms are large procurement projects, where demanding technological solutions are procured to a high value.

When studying procurement in the project context, it is relevant to look at it from the project management literature point of view. Project Management Institute acknowledges project procurement as one of the relevant project knowledge areas and defines it as follows: Project Procurement Management includes the processes to purchase or acquire the products, services or resources needed from outside the project team to perform the work [14]. The processes are identified as follows:

1. Planning Procurement Management
2. Conducting Procurements
3. Controlling Procurements
4. Closing Procurements

Planning procurements is concerned with, which products or services a project will need to procure from an external source. Conducting procurement the process of obtaining supplier responses, selecting a supplier, and awarding a contract. In relation to this both the selection of the appropriate suppliers [3,4,5] and managing relationships with project suppliers [6,7,8,9] play a crucial role.

Moreover, the project procurement management’s distinctive focus is to control that the supplier delivers what is stated in the contract within the project’s time limit. This is emphasized by the following statement: “This [controlling procurements] is the most time consuming of the procurement processes as far as the project management team is concerned as it covers monitoring the seller’s performance against the terms specified in the contract” [14, p. 29].

In the context of offshore wind farms an interesting issue arises when considering project procurement management. Namely, when does the project end? Obviously, in the specific context there can be identified several project starts and ends, e.g., in terms of development, construction, maintenance and operation and dismantling/powering phases. However, even though there can be identified different project starts and ends, in this very context it is appropriate to look at the offshore wind farms over the lifetime of 20-25 years. Therefore, it is...
relevant to look at the project procurement practices by considering the lifetime of wind farms. This is also in line with the concern of reducing the LCOE that takes into account the whole lifetime of an offshore wind farm.

This aspect of lifetime can be further detected in the project management literature in terms of sustainable project management [15, p. 79] that can be defined as follows: Sustainable Project Management is the planning, monitoring and controlling of project delivery and support processes, with consideration of the environmental, economical and social aspects of the life-cycle of the project’s resources, processes, deliverables and effects, aimed at realising benefits for stakeholders, and performed in a transparent, fair and ethical way that includes proactive stakeholder participation.

The definition above embraces sustainability by employing the environmental, economical and social aspects of it [16] that can be considered as 'three pillars' of sustainability. When considering this from the LCOE point of view, the economical sustainability gained increased relevance and the article will focus on it as the main area of sustainability.

When considering economic sustainability, life cycle costing (LCC) [17] can be adopted. LCC is defined as an economic evaluation process that can assist in deciding between alternative investments by comparing all of the significant differential costs of ownership over a given time period [18]. In the project context it is recognized as a relevant area and is also winning terrain (e.g., [19, 6]). At the same time it seems to be a complex issue to deal with, as stated by Ruparathna and Hewage [10, p. 1]: "Ad hoc statistics show that modern initiatives such as sustainability, life cycle costing, and standardization are getting 'integrated' with procurement. However, there is no unified view in the construction industry on procurement as a project process".

In relation to the generic project procurement management that emphasizes the importance of ensuring the supply of the requested items and services within the agreed project timetable and at the same time acknowledging the necessity to consider the project lifetime to ensure the economic sustainability the following proposition can be defined:

Considering project procurement practices over the whole project lifetime will contribute to reduction of LCOE in offshore wind farms.

3. Methodology

For this study, a qualitative research design was applied. The overall unit of analysis was an offshore wind farm network, including also the organizational levels.

Data collection for this study was carried out in two different areas and in two phases. In the first phase the unit of analysis was related to the installation phase of a wind farm project. At this stage six different companies dealing with the development and the installation phase of offshore wind farms were interviewed. In total 19 interviews were conducted during the period of January 2013 – July 2014. Based on these interviews the companies' project procurement activities were identified based on the theoretical pre-understanding based on organizational buying behaviour and project procurement management [20, 21, 22, 23, 24, 25, 26, 14].

In the second phase of the data collection, the area of operations and maintenance (O&M) was chosen in order to obtain a more comprehensive understanding of project procurement activities in the offshore wind farm context. This part of the research was based on qualitative semi-structured interviews during the period of June 2014 – March 2015. 20 semi-structured and open-ended interviews were conducted with actors carrying out O&M activities in offshore wind farms, including wind farm owners, wind turbine producers and small and medium sized enterprises (SMEs) operating as suppliers and service providers to O&M. These interviews were in-depth interviews related to the challenges and lessons learned for reduction of LCOE from activities related to different offshore farms. In total, 39 interviews with actors in 23 different companies (see Table 1) were conducted during the period of January 2013 - March 2015. By interviewing actors from the main companies in the offshore wind farm project context, high validity of the results was achieved.

<table>
<thead>
<tr>
<th>Company</th>
<th>Number of Companies interviewed</th>
<th>Interviews</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planned</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project Procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Planned</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project Procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Planned</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Project procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Offshore Wind Farm</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Project Procurement</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>O&amp;M</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1: The interviews conducted with the companies involved in the offshore wind farm projects.

4. Findings and discussion

This section presents the empirical findings of the research. The proposition suggested was supported, but the conducted interviews revealed three main areas of procurement challenges. These areas were related to the general context of offshore wind farm projects, the scope of project procurement and the actor commitment in the projects. The topics are presented and discussed in turns below.

4.1 The general context of offshore wind farms

Everything that can break down offshore will break down! This citation by one of the interviewed companies illustrates that the context of offshore wind farm projects is very challenging. Even though there has been erected a remarkable number of offshore wind farms since 1991, the interviewed companies stressed the complex nature of the projects by focusing on two major areas.

First, every new offshore wind farm is to a large extent considered as unique as also stated by one of the companies in the following way:

'It is difficult to transfer knowledge from one wind farm to another. They are simply too different.'

Moreover, the new projects are placed further away from the coast resulting in wind farms in deeper waters and with harsher weather conditions. These somewhat unknown locations make it difficult to define a suitable specification for the solutions needed. This is likely to create costly challenges, when e.g., components need to be replaced. In relation to this, all the interviewed persons in the O&M phase identified the access to the wind turbines as one of the major challenges.

Second, the necessity to reduce LCOE has a great impact on the technological development of the wind turbines. In the recent years there has been a growing focus on producing turbines with up to 8-10 MwH, but at the same time the actors are aware of that these turbines are solutions under development at the time when they are procured. One of the companies referred to this by saying 'we are selling green bananas', while another company stressed the time lag of several years between designing the wind farm and the actual execution of it. In these terms companies are procuring solutions that do not necessarily even exist at the time when the orders are placed.

This challenge is not unknown among the industry actors and there has been a growing interest in creating industry standards and working more intensively with modularized solutions. The fact that the circumstances for erecting offshore wind farms are so challenging makes it difficult to carry out sustainable project procurement, because of many unknown factors and difficult circumstances. However, in relation to this learning from previous projects becomes pertinent, despite the unique nature of the single wind farm. The experiences gained over the years need to be collected and managed in a more systematic way. It seems that this is under development, as also highlighted by one of the companies in the following way:

'We will soon introduce our first wind turbine that has been constructed on the basis of our experiences in operation and maintenance in offshore wind farms.'

In relation to the generic project procurement management that emphasizes the importance of ensuring the supply of the requested items and services within the agreed project timetable and at the same time acknowledging the necessity to consider the project lifetime to ensure the economic sustainability the following proposition can be defined:

Consider the project procurement practices over the whole project lifetime will contribute to reduction of LCOE in offshore wind farms.
4.2 The scope of project procurement

When interviewing the companies in the first phase, it became evident that there was a high focus on finishing the installation phase in time. All in all, the informants labelled offshore wind as a "bad business case," and compared it often with offshore oil and gas industry that was considered as a "good business case." By this impression they emphasized the necessity to finish the installation phase according to the time plan agreed upon, so that the electricity production could start as soon as possible. Apart from the time factor, the interviewed companies in the first phase were also concerned with selecting suppliers with sufficient experience from offshore and ability to meet the strict quality and time requirements. Moreover, the economical part played also an important role. In relation to this, the typical negotiations prior to the final supplier selection were finalised by a negotiation round termed as 'BF - best and final offer'.

The interviews in the installation phase indicated also clearly that learning from previous projects was mainly concerned with lessons learnt from the previous installation projects. Not only was this activity relatively new in the studied context, but it was also used to evaluate a project organization's efficiency in carrying out the project. Therefore, it became clear that the project procurement activities undertaken were determined by a strict project timetable. In this context the time factor was understood in terms of finishing the installation phase so that the wind farm was ready to produce electricity. The aspect of the entire lifetime of the wind farms did not seem to occupy the respondents that were involved in the installation phase.

This relatively narrow project scope was confirmed in the second phase of the interviews with actors involved in the O&M practices. One of the interviewees elaborated on the lacking knowledge sharing between installation and O&M phases by expressing the following:

"Previously, suppliers visited me on a regular basis and told about new products and solutions. But they don't do it anymore. Any do you know why? It's because many purchasers have just one main aim: to reduce the price and to get a good deal. This means we get product in worse quality and might have difficulties in finding suppliers willing to deliver."

To sum up, the findings above indicate that reducing LCOE is challenging and the need for cost reductions is often translated as procuring solutions to meet the project triangle requirements in the installation phase.

4.3 Actor commitment in the projects

The third research finding confirmed the different roles that the companies represent in the offshore wind farms. Large wind turbine producers and energy providers have traditionally dominated the different project phases. This is also stated in in Andersen et al. (27, p. 56) in the following way:

"O&M today is to a great extent an exclusive market, where wind turbine producers and energy providers so far define the regime of the collaboration."

The different company roles had a crucial impact on the project procurement activities carried out. It seemed that depending on the company type, their goal with the solutions provided were different. For example, there could be identified a large number of subcontractors and independent service providers (ISP) that were keen on developing this business area by providing solutions that took the long lifetime and their role in offshore wind farms into account. For example, an ISP stressed this by stating the following:

"New crew transfer solutions are under development, which will require different approaches on different offshore wind farms."

On the other hand, there could be also identified companies that had a different view regarding how durable the solutions in offshore wind farms should be. One of the interviewed companies expressed this by saying the following:

"We make money on that things break down. O&M is an attractive business area for us."

Obviously, the project context under scrutiny provides many possibilities for the participating companies to consider it as lucrative. However, the industry's challenge to make offshore wind energy more competitive is a joint challenge. This urge for collaboration to achieve competitiveness in wind energy was also stressed at the European Wind Energy Association (EWEA) Offshore Conference 2015 in Copenhagen, the need to reduce the levelized cost of energy (LCOE) was emphasized. The following headline from EWEA 2015 illustrates the goal:

"The offshore wind power industry has tremendous potential, but to achieve that potential, the industry must collaborate. MHI Vestas Offshore Wind, DONG Energy and Siemens Wind Power—three of the industry's biggest players and our event partners for EWEA OFFSHORE 2015—have initiated a joint declaration outlining the concept of a 'United Industry.' The goal of the declaration is to inspire the industry to come together around the promise of reducing its cost of energy."

Along these lines, all the interviewed companies acknowledged the need for collaboration, and one of the interviewee's stated this by saying the following:

"The big actors are in the process of looking into the whole cost structure of the wind farms… They have been in the business for 10-15 years now, and it is necessary to start considering the overall costs. We should not compromise on quality, because it makes it far too expensive to run the parks."

This need for collaboration is interesting from the procurement point of view. The project procurement management introduced in the literature review focuses to a large extent on a single company's management of procurement in the project. The research findings introduced in this article have also pinpointed the companies' own concerns both regarding the project timetables and the business opportunities available.

These findings can be aligned with the three shifts of sustainable project management (28). First, mind shift takes responsibility for sustainable development, and second, paradigm shift embraces a holistic perspective on managing change. Finally, scope shift is concerned with managing social, environmental and economic impact. As offshore wind farm projects are complex construction projects with many actors and processes involved, it is difficult to manage all the shifts at once.
5. Conclusion

This article has shed light on the project procurement practices in the offshore wind farms context. This was done by conducting 39 qualitative inquiries in the installation and operation and maintenance phases among 23 different offshore wind industry actors. The conducted interviews revealed three main areas of procurement challenges. These areas were related to the general context of offshore wind farm projects, the scope of project procurement and the actor commitment in the projects.

Project procurement in offshore wind farms is characterized by difficult and unique project circumstances. The findings also disclosed a relatively short-term focus on reducing LCOE when conducting project procurement. The urge for reducing the costs was often translated as the necessity for the suppliers to reduce prices. This may affect the quality of the supplied products negatively and increase the ultimate costs in the operation and maintenance phase.

Moreover, even though offshore wind farms have an expected lifetime of 20-25 years, the procurement practices focus to a greater extent on meeting the project requirements in the installation phase. Therefore, an enhanced understanding of the whole project lifetime is needed.

The study reveals the necessity of focusing on project procurement practices as one of the means to reduce LCOE in offshore wind farms. It is necessary for the participating companies to obtain a more holistic overview of the procurement, i.e., adopt a new project paradigm, as the effects on it stretch over the whole lifetime of a wind farm. In relation to this, a better collaboration within the project procurement teams and with the suppliers becomes pertinent.
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Abstract

O&M costs can make up to 30% of the lifetime CoE of an offshore wind farm [1]. As a means of reducing this cost, operators and O&M providers need a greater understanding of what is driving O&M costs. Failure rates of wind turbines and their components are a key driver of O&M costs. Past papers have modelled O&M costs assuming a fixed average failure rate for wind turbine subassemblies [2]. This work aims to determine if it is accurate to assume a fixed failure rate or if a failure rate distribution through time can be provided to allow for more accurate O&M cost modelling and in turn CoE modelling.

This paper shows the results of an analysis of offshore wind turbine annual failure rates over an 8 year period. The analysis is based on around 350 modern multi MW offshore turbines located in 5-10 offshore wind farms throughout Europe. The literature review for this paper indicated that a constant average failure rate should only be used if a shape parameter of the failure distribution is around 1. However results from the failure rate analysis in this paper have shown that in many cases a constant failure rate is not correct for O&M modelling.

Keyword
Failure rate, failure rate distribution, wind turbine subassembly, offshore wind turbine

1. Introduction

a. General

Traditional wind farm O&M modelling may be resulting in inaccurate O&M cost forecasts due to the use of incorrect failure rates as model inputs. Past papers have shown that when failure rates are not at a steady state average failure rates should not be used in modelling [3]. This paper aims to answer the question “Can a failure rate time characteristic be identified for offshore wind turbine components based on an offshore wind turbine population of approximately 350 wind turbines?”

The analysis detailed in this paper builds on earlier work from [4] in which average failure rates are provided for the population mentioned above. This paper builds on that work by providing failure rates for each subsystem each year allowing conclusions to be drawn on the failure behaviour of the different wind turbine subsystems with time.

The paper gives an overview of all subsystems before focusing on the following sub-systems or groups:
- Gearbox
- Generator
- Converter
- Rest of Turbine

These four are the focus of this analysis because this was the grouping used in past failure rate analyses and O&M modelling [2].

Failure rate analyses have been carried out in the past [5-11]. While [5] and [9] detail failure rates vs. time, some of the past papers do not. A literature review has shown that this paper is novel due to the fact that such an analysis has never before been published for a population of modern multi MW offshore wind turbines. References [5-11] are based on a population of smaller older onshore wind turbines. This work contributes to the wind turbine O&M knowledge by providing operators and maintenance providers with an overview of how wind turbines and their sub-assemblies fail in relation to time. This can be used in O&M modelling or to assist with O&M decision making.

b. Reliability Theory

Wind turbine and wind turbine component failure rates are a key input to any O&M modelling. Past O&M modelling carried out by the authors of this paper and O&M modelling encountered in the literature review has used constant failure rates. This paper builds on that work by providing failure rates for each subsystem each year allowing conclusions to be drawn on the failure behaviour of the different wind turbine subsystems with time.

As mentioned, it is β that determines which stage time characteristic be identified for offshore wind turbine components based on an offshore wind turbine population of approximately 350 wind turbines?”

The bathtub curve in Figure 2 is for a repairable system such as a wind turbine. A repairable system can usually be returned to operation after a failure by some repair process other than complete system replacement.
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b. Reliability Theory

Wind turbine and wind turbine component failure rates are a key input to any O&M modelling. Past O&M modelling carried out by the authors of this paper and O&M modelling encountered in the literature review has used constant failure rates. This paper builds on that work by providing failure rates for each subsystem each year allowing conclusions to be drawn on the failure behaviour of the different wind turbine subsystems with time.

As mentioned, it is β that determines which stage of the bathtub curve the failure trend follows. If beta is one in this equation the process becomes a Homogenous Poisson Process (HPP) meaning that the failures are random and can be represented with an average failure rate. However, reference [3] has stated that

\[ \lambda(t) = \rho \beta \tau^{-1} \]  

where:
- \( \lambda(t) \) = Failure rate as a function of time
- \( \rho \) = Scale Parameter
- \( \beta \) = Shape Parameter
- \( \tau \) = Time

It is clear from the graph that any shape parameter below 1 demonstrates a reliability improvement with time, above 1 shows a decline in reliability with time and a shape parameter of 1 shows a steady failure rate. These shape parameters are evident in the bathtub curve. The bathtub curve is shown in Figure 2. The first section of the bathtub curve shows rapid reliability improvements with a shape parameter of less than 1, this represents
Figure 3 from [4] shows the average failure rates which were obtained from the same population analysed in this paper. Figure 4 from [2] then shows modelled O&M costs for different drive train types based on these results. The O&M results shown in Figure 4 are based on the assumption that the failure rates in figure 3 are constant, i.e. $\beta = 1$ and are considered to be a HPP. Figure 1 shows a curve of failure rates with time where $\beta = 1$.

The majority of wind turbine components are designed to last the 20 year design life of the wind turbine. As the oldest turbines in the population analysed for this paper are no more than half way through their design life the authors would not expect to be observing wear out failures at this stage. However early life failures from the first section of the bathtub curve may be observed. If this is the case the assumption that all failure rates are random used in the modelling in [2] may prove to be incorrect. It is with this possibility in mind that the failure rate vs time for the four components/groups mentioned in section 1 were analysed to determine if their shape parameters demonstrate a trend.

c. Average failure rates and O&M Modelling

Figure 3: Average failure rates for population [4]
3. Results

As a means of determining whether the failures observed in the population described in Section 2 occurred randomly or displayed some form of early failure or reliability deterioration trend the annual failure rate was plotted against the operational year for the gearbox, generator, converter and for a grouping called rest of turbine. This section also shows a similar graph to Figure 3, except instead of showing overall average failure rates for each sub-system a failure rate was provided for each of the 8 operational years for each subsystem.

a. Average failure rate vs. time

Figure 6 shows each of the failure sub-systems before the “rest of turbine grouping” is carried out. The rest of turbine grouping combines all failure components in Figure 6 except for the generator, gearbox and converter. Closer examination of Figure 6 shows that the average failure rate across all years of a component is often different to the average failure rate per sub-system shown in Figure 3. There are two reasons for this: (a) the population size in each year is different and (b) there is a small sub-population of turbines that have failures where the year of operation is not known. These turbines and failures are excluded from the analysis in Figure 6 but not from the analysis in Figure 3.

b. Failure Trends

To determine whether failure trends for the gearbox, generator, converter and rest of turbine group follow a PLP or HPP a number of steps had to be taken. Firstly the average failure rate for each operational year was plotted and a trend line was fitted. The shape parameter was estimated using the least squares estimation method. The trend line and shape parameter then had to be tested for a 95% goodness of fit and a final test on the trend can often be represented by a HPP. A reason could then be tested off standard probability tables to determine if the null Hypothesis that “the data was governed by the assumed distribution” could be accepted or rejected.

\[ X^2 = \sum \frac{(o - e)^2}{e} \]  

(2)

A similar test based on equation (3) is carried out to determine whether the null hypothesis that “The failure trend follows the HPP” can be accepted or rejected.

\[ X^2 = \sum \frac{(o_i - e_i)^2}{e_i} \]  

(3)

where:

\[ o_i \] =Observed failures in time period \( i \)

\[ e_i \] = Expected failures in time period \( i \)

Expected failure rates in time period \( i \) is given by the number of turbines in time period \( i \) × mean failure rate.

When the results of equations (2) and (3) are compared to the standard tables it can be determined if the goodness of fit is acceptable. As detailed in [3] once the goodness of fit is accepted, Table 1 [3] can be used to determine if the failure trend is deteriorating, improving or remaining steady.

<table>
<thead>
<tr>
<th>( \beta ) = Shape Parameter</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPP</td>
<td>0 &lt; ( \beta ) &lt; 0.79 Failure Rate / Turbine / Year</td>
</tr>
<tr>
<td></td>
<td>0.79 &lt; ( \beta ) &lt; 1.2 Early Failures</td>
</tr>
<tr>
<td></td>
<td>( \beta ) &gt; 1 Deterioration</td>
</tr>
</tbody>
</table>

Table 1: Interpretation of HPP and PLP [3]

Figure 7 shows what the failure rate per operational year consists of. It can be seen that the gearbox shows mostly minor repair but a high percentage of major issues in comparison to the rest of turbine group seen in Figure 14. These major issues are seen in the earlier years of operation and reduce in the later years.

The failure distribution for the gearbox can be seen in Figure 7. The gearbox passes the goodness of fit analysis. The trend line has a shape parameter of 0.869. The HPP hypothesis is rejected. Based on Table 1, all of the above means the gearbox displays slight early failure characteristics. This is not the case with the gearbox data examined in [3] in which early failures are not observed. A reason for the difference may be the learnings from the move from onshore to offshore.

c. Generator

The failure distribution for the generator can be seen in Figure 9. The generator passes the goodness of fit analysis. The trend line has a shape parameter of 1.118. The HPP hypothesis is rejected. Based on Table 1 all of the above mean the generator displays slight failure deterioration characteristics. This is not the case with the onshore generator data examined in [3] where the trend can often be represented by a HPP. A
Discussion and Conclusion

The results from the paper have shown that all four sub-systems grouped display a random failure rate over time. However, the type of generator used in this analysed population is a very mature and well understood generator for the manufacturer. It can be seen that repair costs vary from €1,000 to €10,000 for material repairs. This is the case in [3] and [12].

For example, manufacturers often introduce upgrades on a turbine basis to meet and exceed expectations. These may be carried out on the basis of the most recent design improvements. Consequently, factors tied to a calendar year are hidden. This data is obtained from several different wind farms, each of which experiences different site conditions and maintenance regimes.

The failure distribution for the rest of turbine group consists mostly of minor repairs. These are similar findings to [4]. The rest of turbine group displays a very random shape parameter of 0.561. The HPP hypothesis is rejected even though the shape parameter is close to 1. As the HPP hypothesis is rejected, the rest of turbine group displays very early failure. The rest of turbine group displays very early failure due to the very early failure rate observed.

Figure 11: Converter failure rate with time. R² = 0.652

Figure 10: Generator failure rate with time. R² = 0.002

Figure 9: Converter failure rate with time. R² = 0.003

Figure 8: Generator failure rate with time. R² = 0.052

Figure 7: Generator failure rate with time. R² = 0.152

Figure 6: Generator failure rate with time. R² = 0.042

Figure 5: Generator failure rate with time. R² = 0.012

Figure 4: Generator failure rate with time. R² = 0.002

Figure 3: Generator failure rate with time. R² = 0.002

Figure 2: Generator failure rate with time. R² = 0.002

Figure 1: Generator failure rate with time. R² = 0.002

The failure distribution for the converter can be seen in Figure 11. The “Rest of Turbine” group consists of major repairs. These are similar findings to [4]. The rest of turbine group displays very early failure due to the very early failure rate observed.
The analysis in this paper ignores these variations in the population and so the conclusions should be interpreted with this in mind.
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Abstract
The power-converter system in variable-speed wind turbines is a frequent source of failure, which causes considerable maintenance cost and downtime. A basis for the development of effective measures for enhancing the converter reliability, it is crucial to understand the prevailing causes and mechanisms leading to these failures within the wind-power application. This is the subject of a research project carried out in a large consortium including wind-turbine and component manufacturers, operators and maintenance service providers, Fraunhofer institutes and academia. This paper presents first results of the statistical analysis of field-failure and cost-data collected during 2003-2014, which covers 1,289 operating years of onshore wind turbines with doubly-fed induction generator (DFIG) and electrically-excited synchronous generators (EESG). Stepping from subsystem to component level, the analysis addresses the investigation aims at identifying the weak points and main cost drivers within the converter system. For both DFIG- and EESG-based wind turbines, the phase-module category, which includes the power-electronic components, their drive boards as well as DC-link capacitors and busbars, stands out with respect to failure rates, related downtime and repair cost. A comparison of repair cost and revenue losses resulting from downtime shows that the economic impact of converter failure is dominated by the repair cost.

Keywords
wind turbine, power electronics, converter, reliability, failure, root-cause analysis

1. Introduction
Numerous studies have identified the power converter as a frequent source of failure in variable-speed wind turbines [1-3]. It is in line with the experiences made by wind-turbine operators worldwide, who state the limited converter reliability to be a considerable driver of maintenance cost and downtime. However, the development of remedial measures is hindered by the fact that little is known about the causes and mechanisms underlying the converter failures. Comprehensive research has been carried out on the thermal- and power-cycling induced failure mechanisms known to be life-limiting in IGBT-based converters in other applications (see e.g. [6-13]): the lift-off or fatigue-damage of the bond wires, and the fatigue of die-attach or baseplate solder joints. However, the results of a first study on the root causes of converter failure [14-15] suggest that those mechanisms play a minor role in wind turbines and emphasise the importance of a field-experience based approach to the problem.

On this background, a research cluster for enhancing power-converter reliability in wind turbines has been established in Germany [16]. In this cluster, numerous companies join forces with Fraunhofer institutes and academia in order to move from suspected failure causes to clear evidence and, in the next step, to effective countermeasures. The project consortium includes a wind-turbine OEM and converter manufacturers, converter-component suppliers, wind-turbine operators, maintenance service providers, an insurer and companies specialised in measuring and monitoring technology. Among the key tasks of the project is an extensive root-cause analysis, which is based on comprehensive field-data analysis, directed measurement campaigns, post-mortem analysis of failed converter components as well as a detailed modelling of the dynamic interaction of mechanical and electrical drivetrain components. In addition, the research subjects of the cluster include condition-monitoring approaches for the power converter and fault-tolerant generation-converter systems, with the overall objective to enhance the reliability and maximise the availability of power converters in wind turbines. This paper presents first results of the statistical field-data analysis carried out within the research cluster described above. The objective of this analysis is to identify the predominantly failing components within the power-converter system as well as the main cost drivers, including both the repair cost and the revenue losses resulting from converter unavailability. In this way, the work aims to provide a basis for directing subsequent research to the most critical components of the converter system.

The paper is structured in the following way: Section 2 describes the dataset and the wind-turbine fleets from which the data was collected. The procedure of analysis and the key equations are provided in Section 3. The results obtained for the wind-turbine fleets with doubly-fed induction generators (DFIG) and electrically-excited synchronous generators (EESG), respectively, are presented in Section 4. Finally, the key conclusions and an outlook to future work are provided in Section 5.

2. Data basis
The analysis is based on a dataset of maintenance and operating data that includes repair-cost and downtime information for each failure event. The results presented in the following are based on two different fleets: The first one consists of 103 wind turbines equipped with DFIG, which are located in 11 onshore wind parks in Germany. This dataset spans in total 925 years of wind-turbine operation during 2003-2014. The partially-rated converters in the turbines with DFIG are IGBT-based low-voltage converters (two-level back-to-back voltage source converters). The fleet consists of turbines of three manufacturers, with the commissioning dates of the turbines ranging from 1999 to 2007 and turbine rated capacities in the range of 1500 kW to 2300 kW. The second fleet consists of 41 turbines with rated capacities of 500 kW to 1800 kW located in 4 onshore wind parks in Germany, with turbine commissioning dates in the period 1997-2002. The EESG dataset covers 344 years of operation during the years 2003-2014.

3. Method of analysis
In contrast to the preceding study described in [14][15], the present work takes the complete converter system into consideration. Based on failure descriptions and information on used spare parts contained in the maintenance records, the failures of the converter are classified according to the following categories:
- phase module (including IGBT modules and corresponding driver boards, DC-link capacitors, busbars)
- converter control board
- crowbar (DFIG only)
- cooling system
- semiconductor fuse
- main circuit breaker
- grid-coupling contactor
- other converter failures

Note that within the scope of this analysis, only faults requiring on-site repair and the consumption of material or spare parts are considered as failures (i.e. faults remedied e.g. by a remote reset or by cleaning components are not included). Because phase modules are typically replaced as complete units, the data does not allow a further localisation of the defect inside the phase modules.

The average failure rate of each converter-component category is calculated according to...
4. Results and discussion

Figure 1 shows the average failure rates in the different converter-component categories as well as the overall rate of converter failure events. With an average number of 0.21 failures per turbine and year in DFIG and 0.08 in EESG turbines, the phase modules have the highest failure rate among the considered component categories. On average, there were 0.53 converter failure events per year on the DFIG turbines and 0.15 in the EESG fleet, respectively. Due to the fact that in case of approximately a fifth of the failure events, components from two or three categories were replaced to restore the functionality, the sum of the component failure rates is higher than the overall converter failure rate.

Figure 2 illustrates the percentage distribution of failed components over categories. Besides the phase modules, the semiconductor fuses connected to these, the main circuit breaker and the converter control board constitute the largest portions in the DFIG fleet. In case of the EESG turbines, the converter control board, the semiconductor fuse and the cooling system are the components being most often affected by failures besides the power module category.

Figure 3 shows the distribution of repair cost over the component categories. It reveals that the converter repair cost is clearly dominated by the phase-module category in both DFIG and EESG turbines. Note that some uncertainty arises from the abovementioned failure of several components in one incident, as in these cases the repair cost is a bulk sum and the exact shares for repair of the different defect components are unknown. In these cases, the repair cost corresponding to the respective failure events is estimated based on the following assumptions:

If multiple component categories are affected in the failure event but the phase module remained intact, the repair cost is equally distributed over the concerned categories. In case there are multiple affected categories and these include a phase module, the cost is divided at the ratio of 90:10 (or 80:10:10 in case of three affected categories), as the cost for replacing a phase module by far exceeds the cost of replacing other components.

A similar procedure is used to estimate the downtime caused by failures in each category (see the downtime distribution in Figure 4). However, due to the fact that no systematic difference in the downtimes related to phase-
module and other converter failures is observed in the data, the downtime is assigned to the affected component categories in equal portions for all multiple-category failures.

In order to assess the economic impact of the downtime, the average revenue loss resulting from converter unavailability is estimated. With an average rated capacity of $P_{\text{rated,\text{max}}} = 1.67 \text{ MW}$ per DFIG-based turbine and assuming a sales price of electricity of $C_{\text{e}} = 85 \text{ €/MWh}$ as well as a capacity factor of $c_f = 0.18$, the mean converter-rated downtime of 24h in the DFIG fleet translates into an annual revenue loss of approximately 600 € per wind turbine and year according to:

$$c_{\text{revenue}} = P_f \cdot c_f \cdot t_{\text{down}} \cdot C_e$$  \hfill (4)

This can be compared with the average repair cost due to converter failure per turbine and year of approximately 3600 € calculated using Eq. (2), see Table 1. As a consequence of the lower converter failure rates found in the EESG fleet, both the resulting average repair cost and the revenue losses due to lost production are significantly lower for these turbines. The repair costs exceed the downtime-related losses by a factor of 3 to 6.

### 5. Conclusions and outlook

Within the main converter systems of the analysed fleet of wind turbines with DFIG and partially-rated converter, the phase-module category stands out with the highest failure rates. The number of 0.21 failures per turbine and year obtained for the fleet of DFIG turbines is in a similar order of magnitude as the value of 0.12-0.15 failures per turbine and year obtained for IGBT-module failures in the converters of DFIG turbines in [14][15]. Comparing the failure rates of the DFIG and EESG fleets analysed in this paper, both the average overall converter failure rate and the phase-module failure rate of the EESG turbines are found to be significantly lower than those of the DFIG fleet.

The economic impact of phase-module failures dominates over the other categories due to their high repair cost. Approximately 64% of the annual cost for converter repair in DFIG and 77% in EESG turbines is caused by failures of the phase modules. The economic impact of the repair cost is found to be considerably higher than that resulting from converter-related turbine downtime.

In summary, the phase modules can be concluded to be both the weak point in terms of reliability and the main cost driver in the considered converter systems. This suggests that future research should focus particularly on clarifying the root causes and developing reliability-enhancing solutions for this component.

The analysis presented in this paper is based on a subset of data that contains not only failure data but also the related repair-cost and downtime information. This data subset covers 1269 years of wind-turbine operation. As a result of the present work, the subsequent field-data analysis and root-cause investigations within the Innovation Cluster on Power Electronics for Renewables [16], for which a data basis with more than 5000 wind-turbine operating years is presently being collected and evaluated, will give particular attention to the phase-module components.

### Abbreviations

- **DFIG**: Doubly-fed induction generator
- **EESG**: Electrically excited synchronous generator
- **IGBT**: Insulated gate bipolar transistor
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**Table 1: Economic impact of converter failure through downtime and repair cost**

<table>
<thead>
<tr>
<th></th>
<th>DFIG fleet ($P_{\text{rated,\text{max}}} = 1.67 \text{ MW}$)</th>
<th>EESG fleet ($P_{\text{rated,\text{max}}} = 1.25 \text{ MW}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average downtime ($t_{\text{down}}$)</td>
<td>24 h/turb./a</td>
<td>8 h/turb./a</td>
</tr>
<tr>
<td>Associated revenue loss ($c_{\text{revenue}}$)</td>
<td>600 €/turb./a</td>
<td>160 €/turb./a</td>
</tr>
<tr>
<td>Repair cost ($c_{\text{rep}}$)</td>
<td>3600 €/turb./a</td>
<td>530 €/turb./a</td>
</tr>
</tbody>
</table>


[16] Website of the Fraunhofer Innovationscluster „Leistungselektronik für regenerative Energiesysteme“ (Innovation cluster on power electronics for renewables), www.power4re.de
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Abstract
One of the wind turbine nacelles at Taikoyama wind farm collapsed due to the fatigue failure of high tension bolts. Strain gauges and accelerometers were installed on the wind turbine to verify the aerodynamic model. Furthermore a FEM model was built in order to find out the relationship between tower tube and high tension bolts at the position of flange joint, where the fracture occurred. When the bolt’s pre-tension force decreases, its stress range increases. Less the pretension force left, the larger the stress range will be. Hence when pre-tension force is 0%, the fatigue life is left for only a few days. On the other hand when 17 bolts are damaged, the turbine tube stress is three times larger than the stress when all the bolts are in good condition. Hence the fatigue evaluation shows that the life time rapidly decreases to less than two months compared with that of the normal life time which is 20 years.

Key Words: Fatigue failure, pre-tension force, high tension bolt, nacelle collapse.

1. Introduction
The Taikoyama wind farm is located at the top of Taikoyama Mountain, Kyoto Prefecture, Japan, which is surrounded by the Tango peninsula and faces north to the Sea of Japan. The construction cost is approximately 12.5 million dollars and it reduces nearly 5900 tons of carbon dioxide every year. The wind farm information is summarized in Table 1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Taikoyama Wind Farm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating time</td>
<td>19th, November, 2001</td>
</tr>
<tr>
<td>Mass output</td>
<td>4000kW</td>
</tr>
</tbody>
</table>

Table 1 Summary of Taikoyama wind farm

In March 2013 the nacelle of No.3 wind turbine collapsed[1] and the accident scene and schematic diagram of the wind turbine is shown in Fig. 1.

(a) Collapsed nacelle

2. Field measurement
2.1 Wind condition investigation
All the data were measured from Feb. 2nd 2015 to Feb. 28th 2015.

The field investigation indicates that the wind condition satisfied the construction requirement based on the IEC 61400-1[2] including annual wind speed, turbulence intensity and flow inclination angle. By observing the fracturing section of the tower tube, we found that the material strength was strong enough, but evidence of fatigue crack propagation was detected at the inner surface of the tube. Furthermore, 17 broken bolts were found during the field investigation and fatigue cracks were also detected. By comparing the two aspects, fracture is considered to be preceded by a certain degree of fatigue damage caused by the reduction of bolts pre-tension force up to 30%~100%.

The wind turbine collapsed very early in 12 years, where the expected life period was 20 years. Moreover, the accident happened only three months after the periodical inspection was carried out. Additionally, there are more than 120 wind turbines in service of the same type across Japan. Therefore, it is necessary and urgent to understand the cause of this accident, so that this kind of accident can be prevented in the future.

This paper proceeds as follows: 1) Field measurement; 2) Aerodynamic modelling and verification; 3) Clarify the fracture section’s aerodynamic characteristics; 4) Explain the relationship between nominal stress, local stress and bolt stress using FEM model; 5) Evaluate the fatigue life of both high-tension bolt and tower tube, and reveal the reason for the failure.
( >17m/s) during the measurement period, the high wind speed turbulence intensity is extrapolated assuming the normal turbulence intensity in reference[2], and it is described as equation (2)
\[ \sigma_1 = \sqrt{10 \cdot \sigma_w^2 + b} \]
\[ \sigma_1 \ll 17 \text{m/s} \]
\[ E(I) \text{height turbulence} = E(I) \text{train gauges'} s \]
\[ \text{to} \]
\[ (3) \]
\[ \text{d S831 for tip section[6], and} \]
\[ \epsilon \]
\[ \text{As a result for aerodynamic simulation, a combined turbulence intensity is used: measurement value for low wind speed (< 17m/s) and the extrapolated value for high wind speed respectively (>17m/s).} \]
\[ \sigma_1 \ll 17 \text{m/s} \]
\[ \text{Fig. 6 Strain gauges installment} \]
\[ \text{Fig. 7 Moment calculation schematic diagram} \]
\[ \text{For the turbulence spectrum, the Kaimal model is used. The lateral and vertical turbulence intensity component are considered as 0.8} \sigma_1 \text{ and 0.5} \sigma_1 \text{ according to reference [2].} \]
\[ \text{2.2 Moment measurement} \]
\[ \text{Strain gauges with sampling frequency of 20Hz were installed in eight directions in order to get the moment at the height of 12.6m above tower base. Fig. 6 shows the strain gauges installment.} \]
\[ \text{The nacelle was forced to rotate one circle without operating for the estimation of the strain gauges' installment error, and the compensation value can be calculated by the amplitude of the sin curve.} \]
\[ \text{Fig. 8 Comparison of measurement and bins average moment} \]
\[ \text{The measurement moment was calculated following the method by Ishihara and Phuc[4]. According to Fig. 7, the East-West moment and South-North moment were given in equation (3) and (4) respectively. Where} \]
\[ M_{EW} = E(I) = E(I) \text{moment at corresponding direction,} \]
\[ M_{SN} = E(I) = E(I) \text{inner diameter.} \]
\[ M_{EW} = E(I) = E(I) \text{moment at corresponding direction,} \]
\[ M_{SN} = E(I) = E(I) \text{inner diameter.} \]
\[ \text{The total moment is given in equation (5). If the direction of total moment is opposite to the nacelle direction, then the total moment will be positive, otherwise it is negative.} \]
\[ M_{tot} = M_{EW} + M_{SN} \]
\[ \text{The average bending moment, maximum bending moment and standard deviation of bending moment are plotted in Fig. 8.} \]
\[ \text{Table 2 Key parameters for Bladed modelling} \]

3. Aerodynamic analysis and fatigue life investigation

3.1 Aerodynamic modelling

Aerodynamic model is built to simulate the dynamic performance by GL's Bladed wind turbine modelling tool[5]. The tower section refers to the real engineering drawings. For commercial confidentiality, the blade profile is not available from manufacturer. As a result we selected airfoils from NREL’s airfoil family, which are S818 for root section, S830 for primary section and S831 for tip section[6], and thickness/chord ratio, Reynolds number, lift coefficient Cl and draft coefficient Cd were determined.

For control method, some adjustment had been applied. In case of the high turbulence intensity in the mountainous area, the wind turbine encounter over speed at times. Once it exceeds the maximum rotor speed of 33 rpm, it stops suddenly and starts to operate again when the rotor speed drops below the maximum value which causes frequent downtime. Hence the manufacturer modified the maximum rotor speed and power output to decrease the downtime. Since the details were commercial confidentiality, we adjust rated power output and maximum rotor speed according to the measurement data. Moreover a five degrees pitch angle error is considered to eliminate the error in pitch control. With the adjustment above the power output, rotor speed and pitch angle are now close to the measurement data as shown in Fig. 9.

A field test was carried out to measure the natural frequency of the tower. The damping ratio of the 1st
order frequency was applied as 0.5% based on the field inspection [1]. The natural frequency is shown in Table 3, which is consistent with the aerodynamic simulation result.

Finally, Fig. 10 shows the measurement and simulation results for moment at 12.6m above tower base were in good agreement, and the aerodynamic model is verified to be correct.

Table 3 Comparison of tower natural frequencies

<table>
<thead>
<tr>
<th>Tower natural frequencies</th>
<th>Measurement</th>
<th>Simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0th order (fore-aft)</td>
<td>0.519Hz</td>
<td>0.533</td>
</tr>
<tr>
<td>1st order (side-side)</td>
<td>3.831Hz</td>
<td>3.685</td>
</tr>
<tr>
<td>2nd order (fore-aft)</td>
<td>3.832Hz</td>
<td>3.578</td>
</tr>
</tbody>
</table>

3.2 Characteristics of fracture section

Fig. 11 (a) and Fig. 11 (b) show simulated axial force N and bending moment M at the tower fracture section (45.94m) at different wind steps respectively according to simulation result.

Hence the nominal stress can be calculated from equation (6), where A is the sectional area and Z is the sectional resistance moment.

\[ \sigma_n = \frac{N}{A} \]  

(6)

The relationship between nominal stress and local stress considering the welding stress concentration [7] is now given as following respectively:

Bolts normal

\[ \sigma_{local} = -3.05 + 2.65\sigma_n \]  

(7)

17 bolts broken

\[ \sigma_{local} = -10.6 + 6.35\sigma_n + 0.16\sigma_n^2 \]  

(8)

Equation (7) and (8) are plotted in Fig. 16. When 17 bolts are broken, the local stress is more than three times larger than bolts at normal condition.

3.3 FEM modelling

The fracture section is very close to the top flange welding position, and according to the field investigation the fatigue failure propagated at the inner surface of the tower tube, so the stress concentration and spatial effect may influence the local stress significantly. A 3D FEM model is built to clarify the relationship between nominal stress \( \sigma_n \), local stress \( \sigma_{local} \) and bolt get tension force before and after the bolts damaged. The relationship of nacelle weight, thrust force and top flange is illustrated in Fig. 12. The nacelle weighs 53.3t and it is rigidly connected to the yaw bearing. The stress concentration factor of welding geometric profile was proposed by Cao et al.[8] The case for Taikomayada wind turbine is as shown in Fig. 13. Solid element is used for the modelling of yaw bearing, top flange and bolts, and shell element is used for tower tube modelling. Furthermore, contact element is considered for the contact surface of yaw bearing and top flange and the friction factor is 0.2. The bolts are rigidly connected to the yaw bearing.

3.4 Investigation of the tower tube fatigue life

As for the tower tube, Fig. 14 shows the cases when 17 bolts broken.

Thrust force is considered in seven cases from 0kN to 250kN to simulate different wind loading. Fig. 15 shows an example of the local stress \( \sigma_{local} \) before and after 17 bolts are damaged at wind speed of 16m/s.

Fig. 15 (a) implies that the cause of maximum tensile stress happens at the inner tube because of the law of lever, which is consistent with the observation of fracture face. According to Fig. 15 (b), the local stress is much larger when 17 bolts are broken.

With a time period of 10 minutes, the time series simulation result is available for each wind speed combining aerodynamic model with equation (7) and (8). When the wind speed is low, the tensile stress predominates. However with increase in wind speed, compressive stress occurs and the stress amplitude...
in Section 3.4. The ultimate tensile strength of F1 bolts is 1080 Mpa and the detail strength decreases, the stress range increases, especially when pre-tension force is 0%, it is 30 times larger. The stress range increases significantly when pre-tension force is below 40%. As a result when the pre-tension force set at the large, the range is.

3) Similarly, the FEM model shows that with 17 bolts broken the local stress at fracture section increases more than three times compared with the case of bolts at normal condition. The phenomenon is now clearly understood in a detailed manner. It is not the matter of design or material, but was due to the reduction of high tension bolts' pre-tension force.

4) The reason for the Taikoyama wind farm accident is the fatigue failure caused by the reduction of high tension pre-tension bolts.

As a result, when the pre-tension force is below 40%, the life time drops dramatically and it is only a few days left, the larger its range is. The nominal stress increasing, the gradient increases. Therefore the fatigue failure caused by the reduction of high tension pre-tension force.

For the Taikoyama wind farm accident, the wind turbine is a rotating machine system, in which the contact surface and the bolt itself plasticity deforms accompany with the fatigue life. Therefore the re-torquing and final torqueing was applied. And at the time of 500 hours after bolt changing, the re-torquing and final torqueing was applied. However, the re-torquing and final torqueing was not applied.

The wind turbine and the fatigue life of the tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.

The fatigue life of tower tube is shown in Fig. 18. When the bolts are in normal condition the fatigue life of tower tube is shown in Fig. 18. With the mean stress, \( \sigma_{m} \), the fatigue limit, \( \sigma_{w} \), and the fatigue load, \( \sigma_{B} \) is the mean stress, \( \sigma_{w} \) is the fatigue limit. Equation (10), and failure is reached when the gradient increases. When the wind turbine was modified by manufacturer. Moreover, according to the service manual, 5% of the wind turbine and the tower tube were measured. At the time of 500 hours after bolt changing, the re-torquing and final torqueing was not applied. The control was not applied. The wind turbine and the tower tube.
accurately and efficiently. Clear rules must be made even after guarantee periods, or it may lead to devastating accident.
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Abstract

Wind Turbine (WT) global installed capacity is expected to increase from 318GW to 596GW between 2013 and 2019, with an increasing proportion being from offshore wind farms. With up to 70% of Operations and Maintenance (O&M) costs coming from unplanned maintenance, the adoption of cost effective condition monitoring (CM) techniques is crucial for competitive development of offshore wind.

Monitoring the torque of a WT can provide much information about the WT’s health and it has been shown to be successful in the detection of faults in the main drive train components. Although WT torsional effects are important, torque measurement on such a large, low speed, inaccessible machine is practically and logistically difficult, although it is possible using costly specialised intrusive in-line equipment.

This paper presents the development of a non-intrusive method for monitoring the drive train torque using timing differences between optical probe measurements along a shaft. An algorithm has been developed and initially verified using a simulated WT for speed and torque data. The algorithm torque was accurate to within ±3% of the input.

The initial performance of the proposed technique has been successfully tested experimentally under both steady and transient torque conditions. Experimental results show good agreement between the algorithm predictions and the measurements. The proposed algorithm successfully detects changes in shaft speed and torque, with the torque mean percentage error within 16-25%. Once implemented on a WT drive train, the proposed non-intrusive method can overcome the majority of problems limiting the industrial application of CM systems (CMSs) based on shaft torque measurements.

Keywords: Wind turbine, torque, non-intrusive measurement, condition monitoring.

1. Introduction

Wind energy is seeing huge increases in production with the Global Wind Energy Council reporting that global installed wind capacity has increased from 6.1 GW in 1996 to 318 GW in 2013, and is predicted to rise to 596 GW by the end of 2018 [1]. Offshore wind has significant generation potential, in particular in Europe, with increasingly large-scale sites identified as suitable for offshore development and benefiting from a favourable wind resource. Offshore wind is therefore expected to play a significant role in meeting this target, with projections of an increase in the proportion of offshore turbines from 2% to 10% of global wind capacity between 2015 and 2020 [2]. There are many advantages for going offshore including higher quality wind resources, less turbulence, larger WT ratings and less problematic visual intrusion. However, the harsher conditions offshore produce more significant wave loading along with difficult site accessibility for maintenance as favourable weather conditions and special service vessels are required for transportation of the maintenance team [3]. As large-scale wind farms (WF) move further offshore, achieving a high availability and capacity factor and ensuring that loss of energy and turbine downtime is minimised, are essential for a competitive cost of energy. The costs of offshore O&M have been quantified as three to five times higher than those onshore [4], with a considerable part, typically up to 65-70%, associated with unscheduled maintenance [5, 6], resulting in unexpected WT downtime, reduced availability and lost revenue. Repair costs are not the only consequence of maintenance as the time that is lost in which the turbine could have been generating energy and revenue must also be considered. These issues highlight the importance of O&M strategy within economic viability evaluation of large offshore WFs [7]. The adoption of cost effective condition monitoring (CM) techniques is crucial in reducing O&M costs, avoiding catastrophic failures and minimizing costly corrective maintenance. As the loading on the WT drive train components is highly variable the study of transient conditions is fundamental to the development of reliable CM techniques.

The potential of monitoring different WT drive train components using the shaft torque signal is significant as it contains information on the mechanical response to wind before any generator effects. Recent studies have shown the potential benefits of adopting condition monitoring systems (CMSs) based on the measurement of WT drive train shaft torque for the detection of rotor electrical asymmetry and machine winding faults [8-10], mass imbalance [11], gearbox failures [12], blade mass imbalance and aerodynamic asymmetry [13]. However, the measurement of shaft torque is largely limited to the laboratory environment. The major obstacle to industrial application is the costly and intrusive nature of the required measurement equipment, which is impractical for long-term use on operating WTs [14, 15].

This paper presents an intrusively based non-intrusive method for monitoring the drive train torque using timing differences between optical probe measurements along a shaft. An algorithm has been developed and initially verified using a simulated WT for speed and torque data. The algorithm torque was accurate to within ±3% of the input. The proposed algorithm has been successfully tested experimentally under steady and transient torque conditions. Experimental results show good agreement between the algorithm predictions and the measurements. The proposed algorithm successfully detects changes in shaft speed and torque, with the torque mean percentage error within 16-25%.

2. Theoretical Background

The torque applied to a rotating shaft is proportional to the twist angle between two points on the shaft [16]:

\[ T = \tau \Delta \theta_c + C \theta_d + K \theta \]  

(1)

where \( T \) is the applied torque (N.m), \( \tau \) is the shaft moment of inertia (kg.m\(^2\)), \( C \) is the shaft damping coefficient (kg.m\(^2\)s\(^{-1}\) rad\(^{-1}\)), \( K \) is the shaft torsional stiffness (N.m/rad) and \( \theta \) is the relative twist angle (rad) given by:

\[ \theta = \theta_f - \theta_r \]  

(2)

where \( \theta_f \) is the absolute twist angle and \( \theta_r \) is the no-load twist. \( \theta_f \) can be calculated by measuring the timing difference and rotational speed between two points on the shaft [17]:

\[ \theta_f = \frac{2 \pi \omega}{60} \Delta t \]  

(3)

where \( \omega \) is the shaft rotational speed (rpm) and \( \Delta t \) is the timing difference or phase shift (s).

The no-load twist \( \theta_r \) is the absolute twist angle before torque has been applied to the system.

3. Non-Intrusive Torque Measurement Algorithm

The proposed non-intrusive torque measurement approach employs equation (1) to calculate the torque from the phase shift between the pulses generated by two bar codes and optical probes, one at each end of the shaft. The optical probes identify a black or white segment and produce a fixed voltage when reading white and zero volts when reading black, resulting in two pulse trains as the shaft rotates (Figure 1).

![Figure 1: Typical pulse trains from the two shaft ends](image-url)

The shaft rotational speed is calculated as:

\[ \omega = \frac{60}{T} p \]  

(4)

where \( p \) is the number of pulses per shaft revolution and \( r \) is the pulse train period (s).

For a given shaft stiffness, damping coefficient and moment of inertia, the measurement of the phase shift between two pulse trains \( \Delta t \) and the calculation of \( \omega \) allow the calculation of the shaft torque from equations (1)-(3).
4. Simulation Results

To validate the proposed approach, simulated WT drive train data were created using DNV GL's Bladed 4.6 software. The aim of using the Bladed simulations was to prove the effectiveness of the process of reconstructing the shaft speed and torque signals by using discrete pulse trains. The twist angle has been reconstructed from the simulation speed and torque data and used to generate an example pulse train. By analysing this pulse train, the ability of the algorithm to reverse the process could be tested. The main features of the reference example WT used in the simulations are shown in Table 1.

Table 1: WT parameters used in the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade Length (m)</td>
<td>38.75</td>
</tr>
<tr>
<td>Cut-in Speed (m/s)</td>
<td>4</td>
</tr>
<tr>
<td>Cut-Out Speed (m/s)</td>
<td>25</td>
</tr>
<tr>
<td>Gearbox Ratio</td>
<td>83.33</td>
</tr>
</tbody>
</table>

High speed shaft speed and torque data were collected at 20 Hz under a mean wind speed of 12m/s with 16% longitudinal turbulence intensity. The data were resampled to 50 kHz and interpolated to create pulse trains for the calculation of shaft speed and torque by using the shaft parameters of the example WT in Bladed. The resulting algorithm response compared to input data is shown in Figure 2.

![Figure 2: Algorithm response to WT simulation.](image)

The trend of the input data simulated by Bladed is followed well by the algorithm output with a maximum percentage error noise associated of ±3%. The non-perfect reversibility between the original simulated signal and the one reconstructed by the algorithm introduces a slight reduction in the signal accuracy and the introduction of a certain level of noise.

An increase in the re-sampling frequency of the input data up to 100 kHz has shown a reduction of the noise levels to ±1.5%, suggesting that the sampling frequency and subsequent noise were issues requiring further investigation. The analysis of the pulse trains proved this to be correct as extra time steps at a higher sampling rate meant that the pulses were generated to a higher accuracy. The effect of resampling at a higher frequency is to produce signals which allow a smoother and continuous monitoring of the phase shift and period changes in the pulse trains. Consequently, the algorithm measured the phase shift and period to a higher precision which produced a more accurate measurement.

5. Test Rig

Physical testing was performed to verify the proposed algorithm. Figure 3 provides a schematic of the torque test rig developed at Durham University and Figure 4 is a photo of the test stand which shows its main components and instrumentation system.

The test rig features a 4-pole 5 kW grid-connected induction generator driven by a 4-pole 5 kW induction motor. The motor shaft speed is varied via an inverter drive. The generator is connected to a VARIAC in order to vary the stator voltage and hence the shaft torque. An in-line Magtrol TM 212 torque transducer, measuring the shaft torque and speed, acts as a reference for comparison with the algorithm output. On either side of the transducer are the bar codes and OPTEK optical probes used to generate input data for the algorithm. Each bar code features 8 pulses per revolution and has been designed such that it divides into equal black and white segments, in both number and size, and that its total length fits exactly around the shaft. This design was selected so that the resulting pulses have a 50% duty cycle which makes phase shift measurement processing easier. The optical sensors consist of an Infrared (890nm) Light Emitting Diode (LED) and a NPN silicon Phototransistor, mounted side-by-side on converging optical axes. Couplings and bearings along the shaft ensure minimal radial shaft displacement helping to minimise a source of error when reading the bar codes.

Signals recorded from the optical probes are transmitted to a National Instruments data acquisition pad (USB-6009 DAQ pad) which is in turn connected by USB connection to the LabVIEW data acquisition environment. The probe sampling frequency was set at 24 kHz as this was the maximum possible for the NI USB-6009 data acquisition hardware. The torque transducer output is connected to a computer interface through the Magtrol Torque 1.0 data acquisition software and compared to the algorithm output as verification.

6. Data Filtering

Data filtering has been performed on the signals recorded during the experiments in order to reduce the inherent systematic noise associated to the laboratory environment and to guarantee accuracy in the algorithm output.

Firstly, a digital conversion was required to convert the optical probes voltage signals. A MATLAB code was implemented to convert any high voltage signal to a 1 and any low voltage signal to a 0. This conversion to a digital signal was performed in order to improve the algorithm's time performance processing phase shift measurement.

Further filtering was carried out to ensure that any spikes in the middle of pulses were smoothed out. This was accomplished by...
comparing each data point with the previous 400µs of data as well along with following 400µs. If all of these data points matched except the one being examined, a noise spike was detected and converted to match the other 800µs of data points. Examination of these spikes showed they had a less than 40µs duration, therefore analysing each data point using a range ten times larger than this assures that checks are made on the digital state of the pulse rather than on noise spikes. A larger analysis period than 400µs risked analysing beyond a transition stage which means errors would not be detected through this method.

Preliminary experimental results showed that the physical optical probes did not display the transition in the pulse trains as a sharp edge but oscillated from previous to final state for up to 200µs before settling. A filter was then designed to detect any change in digital state between consecutive time steps. It inspected the state of the pulse in the previous 400µs and the state of the pulse for the next 400-800µs. A 400µs period was chosen for the same reason as mentioned above whilst analysing from 400µs after each state change was to ensure that the state of the pulse after a transition was checked rather than the state during a transition. At a transition, these two sets should give the exact opposite of each other (i.e. a set of 1’s and a set 0’s) and if this was detected, the entire oscillating transition period was converted into the final state of the transition.

Finally, a low pass filter with cut-off frequency of 1 kHz was implemented to filter out periodic noise due to high frequency components in the signal.

7. Experimental Results

The algorithm has been fully developed by experimentally defining the relationship between torque and twist. Tests were performed according to the procedure below:

1) Run the motor up to 1600rpm;
2) Take a no-load measurement (0V applied to the generator stator using the VARIAC);
3) Record pulse and transducer data for 60s;
4) Use the VARIAC to apply a torque of -0.5Nm;
5) Record pulse and transducer data for 60s;
6) Repeat steps 4-5 for increasing magnitude of torque;
7) Repeat 1-6 for different super-synchronous speeds.

Pulse data were analysed using part of the algorithm to calculate the twist. For each 60s experiment, the means of the measured twist and torque were calculated and plotted to find the experimental relationship between torque and relative twist (Figure 5). The non-linear relationship between torque and twist described by equation (5) suggests that steady conditions during the experiments were not exactly obtained, especially at low magnitude torque values, and that dynamic conditions played a crucial role according to that predicted by the theoretical relationship (1).

Tests were then performed to validate the proposed algorithm under both steady state and transient conditions. The shaft speed and torque responses were calculated by implementing the proposed algorithm in MATLAB and compared with the transducer measurements. Figure 6 shows results for a steady state test at 1600 rpm and -3 Nm torque. The algorithm mean speed predictions show good agreement with transducer measurements with a percentage error of 0.06% and noise of 20%. The algorithm mean torque predictions overestimate the transducer measurements by 40% with 200% noise. It is believed that the reasons for the overestimation is due to the large amount of noise which occurred when calculating the twist, linked to the sampling frequency.

The proposed algorithm was then tested under transient conditions with the purpose of producing signals comparable to those encountered on an operational WT. Figure 7 shows results for transient conditions obtained by running the shaft up to 1900 rpm and smoothly varying the torque from 0 Nm to -10 Nm and back to 0 Nm. Both algorithm speed and torque track the transducer measurements well, particularly speed showing a percentage error of below 0.1%.

Figure 8 shows results for transient conditions obtained by keeping the generator stator voltage constant at 50% of the maximum whilst ramping the motor speed from 1525 rpm to 1750 rpm, holding for 30 s and then ramping back to 1500 rpm. The algorithm speed shows again good agreement with measurements with percentage errors less than 0.1%. For torque above 2 Nm, the average error was consistently around 25%, suggesting a systematic error was present. Figure 9 shows the effects of a step change in torque. The shaft speed was initially set at 1590 rpm and, starting from an initial torque of -3 Nm, four torque step changes were applied. The algorithm speed and torque follow the step changes well and without any timing delay.
algorithm predictions show good agreement with the measurements, with systematic errors lower than 0.1% for the speed and a torque mean percentage error of 16.25%. It is believed that the systematic error is due to limitations in the signal acquisition system. By increasing the sampling frequency during data acquisition it is expected that the systematic error associated with the measurement of the phase shift between the two pulse trains would be reduced. This would result in improved predictions by the algorithm of the shaft twist angle, calculated by using equation (3), and of the relative torque values, calculated by using equation (5).

Conclusions

The proposed methodology is relatively cheap and non-intrusive technique for WT CM. The proposed algorithm was validated, computationally and through physical testing, under steady state and transient conditions. In both cases the derived algorithm torque correlated closely with the torque transducer measurements, with ±3% and 16-25% torque mean percentage errors, respectively.

Higher sampling frequency of the data acquisition system is expected to reduce noise and the systematic error associated with the algorithm output.

Experimental investigation is currently carried out at Durham University with the aim to address the role played by the shaft moment of inertia, damping coefficient and torsional stiffness in predicting the speed and torque values during the WT operation.

Despite the promising results obtained in this study, the reliability of the proposed approach for CM purposes is currently under further investigation. In particular, drive train seeded-fault testing and analysis will be performed on the torque test rig with the aim of developing reliable torque signal processing algorithms for fault detection.

9. Conclusions

This paper presents a non-intrusive technique for torque measurement on a WT drive train. It can be concluded that:

- Torque measurement is achieved by measuring the angle of twist from the timing between pulse trains produced by two sets of bar codes and optical probes.

- The proposed algorithm was validated, computationally and through physical testing, under steady state and transient conditions.

- The proposed algorithm torque correlated closely with the torque transducer measurements, with ±3% and 16-25% torque mean percentage errors, respectively.

- Higher sampling frequency of the data acquisition system is expected to reduce the noise and the systematic error associated with the algorithm output.

- Unlike conventional torque transducers, the proposed approach does not require any embedded sensors on the rotating shaft, overcoming the majority of problems limiting the industrial application of CMSs based on shaft torque measurements.

- Experimental investigation is currently carried out at Durham University with the aim to address the role played by the shaft moment of inertia, damping coefficient and torsional stiffness in controlling the torque predicted by the theoretical relationship given by equation (1), for both steady and transient conditions.

- Future work will focus on further validating the method using experimental data and developing suitable and reliable signal processing algorithms for fault detection.

Figure 8: Algorithm speed (a) and torque (b) response to motor speed variation at fixed generator voltage.

Figure 9: Algorithm speed (a) and torque (b) response to step torque inputs.

8. Discussion

Although further investigation is required to reduce noise and tune the algorithm, the experimental results show that the proposed technique is successful in predicting changes in shaft speed and torque similar to those typically encountered by operating WTs.

Previous work has shown the strong potential of using the WT torque signal for CM purposes [8-13]. The major obstacle to its industrial application is the costly and intrusive nature of the required measurement equipment, which is impractical for long-term use on operating WTs. For this reason, in some cases, operators are only able to run short measurement campaigns by using specially installed torque transducers. Given the increasing awareness about the importance of long-term torque measurements for fully understanding the WT dynamics and for CM purposes, the wind industry is showing increasing interest in measuring the torque with cheap and non-intrusive techniques.

This work presents a novel approach to measure the drive train shaft torque by using a non-intrusive technique and could be a viable tool for WT CM. The proposed methodology is relatively simple and cheap to implement into a commercial WT CMSs for non-intrusive torque monitoring.

Although still at the small-scale stage implementation the economic benefits of the proposed technique, based on the use of two barcodes and two optical probe sensors, over the conventional in-line torque transducer are evident. While the non-intrusive equipment costs overall less than €100, the in-line motor sensor cost for a small shaft of 470 mm goes well beyond €5000. This difference in costs will be even larger in a commercial WT application due to the bigger WT drive train shaft diameter, which would increase the fitting cost of an in-line torque transducer.

The torque imposed on a rotating shaft has been measured in the past using strain gauges through a wireless telemetry or a slip ring system. However, the accuracy of the torque measurements provided by strain gauges often does not meet engineering requirements because the uncertainty of such measurements is rather large due to electromagnetic interference [17]. The results of the proposed non-intrusive technique correlate closely with the transducer measurements and it is believed that, once the sampling frequency of the data acquisition system will be increased and the main sources of signal noise and systematic errors removed, the algorithm should show a higher accuracy, compared to other methods, in predicting the speed and torque values during the WT operation.

Although further investigation is required to reduce noise and tune the algorithm, the experimental results show that the proposed technique is successful in predicting changes in shaft speed and torque similar to those typically encountered by operating WTs.

The proposed algorithm was validated, computationally and through physical testing, under steady state and transient conditions. In both cases the derived algorithm torque correlated closely with the torque transducer measurements, with ±3% and 16-25% torque mean percentage errors, respectively.

Higher sampling frequency of the data acquisition system is expected to reduce the noise and the systematic error associated with the algorithm output.

Unlike conventional torque transducers, the proposed approach does not require any embedded sensors on the rotating shaft, overcoming the majority of problems limiting the industrial application of CMSs based on shaft torque measurements.

Experimental investigation is currently carried out at Durham University with the aim to address the role played by the shaft moment of inertia, damping coefficient and torsional stiffness in controlling the torque predicted by the theoretical relationship given by equation (1), for both steady and transient conditions.

- Future work will focus on further validating the method using experimental data and developing suitable and reliable signal processing algorithms for fault detection.
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Abstract
Monitoring of performance and loads of wind energy systems supports reliable and efficient operation. This is emphasized by the typically harsh and non-stationary operating conditions especially at offshore but also onshore sites. These external conditions also form substantial challenges to both the sensor equipment and the data analysis methods. Due to strong fluctuations and site specific situations, currently such monitoring is dependent on long term data. Here we present results obtained by stochastic methods which reliably extract the deterministic machine characteristics even under strongly fluctuating and non-stationary conditions. Moreover, we achieve an efficient load monitoring from standard operational data, without the need for additional measurement hardware.

1 Introduction

Wind energy systems operate under harsh and strongly changing conditions. Reliably monitoring the power performance of wind farms under such conditions is of great importance to all wind farm operators. Due to the strong fluctuations and site specific situations, currently such monitoring is dependent on long term data.

Stochastic methods have proven to be efficient tools in this field. Here we present latest results which confirm and considerably extend the fields of application for stochastic methods in wind energy. After shortly introducing the approach in section 2, in section 3.1, we present examples of performance monitoring results, namely for inhomogeneous inflow conditions as well as several effects in special situations. Section 3.2 presents results on wind farm performance monitoring, and in section 3.3 we show new results of stochastic load modeling and a connected monitoring approach.

2 Approach

A conditional Langevin approach was shown to be successful for systems with strong and non-stationary variability [1], among others for the dynamic power characteristics of wind energy converters (WEC), the so-called Langevin Power Curve [2,3].

The conditional Langevin equation models an observed time series (such as power, force, or torque) in terms of a first-order stochastic differential equation

\[ \dot{X}(t) = D(t)(X, y) + \sqrt{D(t)(X, y) \cdot f(t)} \] (1)

Here, X is the observable (e.g., power, force, or torque), y represents an external operating condition (typically the wind speed), and f(t) denotes an uncorrelated, Gaussian noise of variance two [1]. Thus, for each value of y we obtain a stochastic differential equation defined by the functions D(t)(X, y). These functions are estimated directly from measurement data in a mathematically rigorous way, cf. [1–3].

3 Results

3.1 Wind turbine performance monitoring

From the stochastic model (1) the dynamic power characteristics of a wind turbine, the Langevin Power curve (LPC), is derived as the fixed points of its dynamics [2,3]. In most cases operational data of the SCADA system can be used, given that a 1 Hz resolution is available. The LPC constitutes a fingerprint of the wind turbine’s performance characteristics, and is widely independent of external conditions such as turbulence, stability, wake condition, etc. Because it is derived from high-frequency measurements, typically only very few days of measurement are needed, given that the wind speeds of interest are covered.

3.1.1 Icing of nacelle anemometer

During winter, unrealistically high power values occurred in the LPC of a 5 MW Senvion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”. Also for performance monitoring of wind farms the traditional power curve measurement following IEC 61400-12 is known to depend on site characteristics such as shear and turbulence conditions, which leads to a necessity of elaborate data filtering and long measurement times. Given a high quality wind inflow measurement, the Langevin Power curve provides turbine-specific performance characteristics independent of site-specific influence or, in this case, possible wake situations.

3.1.2 Power reduction

At the same turbine a short disturbance in operation lead to an automatic reduction in power output for less than 8h in a month. Even for this short period of anomalous behavior, the LPC clearly points out the leakage, see Fig. 1(a). It turned out later that the reason was icing on the nacelle anemometer, leading to reduced wind speed measurements [4]. The power curve similar to IEC 61400 is almost unaffected by this effect.

3.1.3 Control strategy effects

For a different multi-MW offshore wind turbine an interesting effect of the control system on the performance characteristics was observed, see Fig. 2. Around \( u/\nu_{\infty} \approx 0.4 \) we observe a characteristic step in the LPC (Fig. 2(a)) [5].

In the power histogram (Fig. 2(b)) we observe that around the respective power value the probability for lower power output is significantly higher than for higher power values. In other words, a certain amount of energy production is lost due to this effect. In contrast to the LPC, the IEC power curve added to Fig. 2(a) does not give any hint of this situation.

3.1.4 Free stream vs. wake

A recent measurement campaign using a scanning nacelle-based wind lidar [6] demonstrated that the LPC is indeed turbine-specific and not sensitive to site characteristics, such as different turbulence levels. In Fig. 3 two LPC measurements at the same turbine are compared, where only wake or free stream inflow conditions have been used, respectively [7]. Also here, the measurements were performed on a 5MW Senvion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”.

3.2 Wind farm performance monitoring

Also for performance monitoring of wind farms the Langevin Power Curve turns out to provide sensitive and helpful information. In an onshore wind farm of 12 turbines of the 2MW class the cumulative electrical power output was recorded, and both ten minute averaged (denoted as IEC power curve) and LPC power characteristics of the wind farm were derived. The case of a downtime of one turbine was simulated in the power data in several variants. The LPC showed higher sensitivity to detect the downtimes in all cases [8]. In this case, turbine type and location are confidential.

Fig. 4 shows results for the case of 12h downtime of one turbine. While the IEC power curve of the wind farm (left) is not affected at all, whereas the drift coefficient \( D(t) \) (cf. eq. (1)) shows significant variation (middle). Because the affected wind speed regime is narrow, in the LPC (right) only one additional fixed point is obtained for the respective wind speed. It nevertheless clearly and quantitatively points out the temporal performance reduction.

\[ \text{Power characteristics similar to IEC 61400 are shown for comparison in Figs. 1, 2, and 4.} \]
Figure 1: Langevin Power Curve (LPC) of a multi-MW offshore wind turbine. (a) Icing of the nacelle anemometer caused unrealistically high power values for low wind speeds around $u/u_{\text{max}} \approx 0.3$. (b) Due to a short disturbance in operation the power output was reduced by the control system for less than 8 h in a month. Despite the short duration of anomalous behavior it is clearly detected by the LPC. A power characteristic similar to IEC 61400 is shown as gray line for comparison in both cases. The turbine in both cases is a 5 MW Senvion 5M in the German offshore wind farm "alpha ventus".

Figure 2: Langevin Power Curve (LPC) of a multi-MW offshore wind turbine. (a) A step in the LPC appears at wind speeds around $u/u_{\text{max}} \approx 0.4$, which appears to be connected to the transition from variable-speed to variable-torque operation. A power characteristic similar to IEC 61400 is shown as gray line for comparison. (b) In the power histogram it is visible that this step leads to a certain loss of higher energy production times in favour of lower energy ones.

Figure 3: Langevin Power Curves (LPC) of a multi-MW offshore wind turbine. Wind speed was measured by a nacelle-based scanning lidar system [6]. Power performance is shown for free stream (blue line) and wake conditions (red line). Same turbine as in Fig. 1.

Figure 4: Wind farm performance monitoring by 10 minute averages as in IEC 61400 (left), by the drift coefficient $D^{(1)}$ of eq. (1) (middle), and using the LPC (right). Line styles of the left graphic apply to the middle one as well, here showing clearly a transition between two power performance states. The measured cumulative power output of twelve turbines was used, where the contribution of one turbine was artificially set to zero for 12 h and for the complete time, respectively.
A stochastic model following Eq. (1) has been set up for the torque on the main shaft of a multi-MW offshore wind turbine. Here we analyzed again operational data of the 5MW Senvion 5M offshore wind turbine in the German offshore wind farm “alpha ventus”. The torque on the main shaft $T$ is computed from the measurements of the power output and the rotor rotational speed. The model was shown to accurately estimate the load time series from a given, respective wind speed signal. In a next step the model was generalized in order to reproduce the load time series measured at another turbine of the same type within the same wind farm, see Fig. 5. While the stochastic model had been estimated at turbine 1, for the reproduction of the loads at turbine 2 only the wind speed time series of its nacelle anemometer was used. The load statistics as presented in Fig. 6 show very good correspondence [9]. In Fig. 7 we additionally present the respective load duration distributions (LDD) for the same case. Also here, a good correspondence is achieved. The method therefore offers a quick way to obtain load collectives of a turbine in arbitrary wind conditions, once it has been calibrated on a specific turbine type.

The method thus allows to monitor loads in wind farms without any additional measurement equipment. Once the stochastic model has been derived for a certain turbine type, loads are obtained using only available nacelle anemometry. The benefits are apparent for offshore and remote windfarms.

3.3 Load monitoring in wind farms

A considerable extension of the method was achieved by modeling specific load signals in wind turbines. The stochastic model turned out to be transferable between turbines of the same type and still deliver accurate results. This approach allows for an extremely efficient load monitoring from standard measurement signals without the need to install additional monitoring equipment, which is especially important for offshore locations.

For the power performance of a wind farm we showed that even by monitoring only the cumulative power output, the stochastic model can sensitively detect performance anomalies.

Using properly estimated stochastic models, power output and loads can this way be estimated and sensitively monitored both for single turbines and wind farms. The methods presented thus enable the development of extremely efficient, sensitive and reliable monitoring systems.
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Abstract

Early warning systems for critical conditions at offshore wind turbines are needed to reduce maintenance costs and avoid catastrophic failures. Monitoring of the critical scour development at monopile foundations is commonly done with cost-intensive scour depth measurements. The scour condition is regarded critical when the depth exceeds the maximum allowed design scour depth during normal operation or due to a severe storm. This practice can lead to high maintenance costs and potentially unnecessary maintenance activities such as refilling of the scour hole or reconstruction of the scour protection. Instead, the exploitation of the structural reserves of fatigue driven monopile foundation designs stemming from design assumption versus real site conditions is suggested. Damage accumulation is highly influenced by the time behaviour of the transient scouring and real soil properties. This paper elaborates on novel low cost monitoring methods to detect when a scour development is truly critical when taking site conditions into account. A combination of fatigue monitoring and natural frequency supervision is proposed for critical scour identification in the framework of an early warning system.
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1 Introduction

Unscheduled maintenance activities due to unexpected failures are a key driver of Operation and Maintenance (O&M) costs for offshore wind turbines. Increased turbine sizes and the move farther offshore, increase the risk of potentially significant losses of production. Wind farm operators seek to optimize their maintenance strategy by balancing preventive measures, costly scheduled inspections and remote wind farm surveillance. It is well accepted that continuous condition and health monitoring of the wind turbine could greatly contribute to the mitigation of operational and financial risks related to O&M. In practice, such an early warning system has to fulfil a number of requirements: be failure mode specific, assess the level of degradation or severity of failure, produce reliable alarms that are easy to understand and ideally operate in an automated mode.

This paper addresses unexpected scour development at monopile foundations as a consequence of extreme events, strong currents as well as failures of scour protection as documented in [1] and [2]. Monopiles are the most commonly used support structures used for current European offshore wind projects [3]. Scour is a serious hazard for monopiles, as it can cause a loss of stability. Furthermore the flexibility of the structure increases with this effect. Recent scour research has focused on the prediction of scour development and design of scour protection measures. The remaining uncertainties in predictions for scouring within tidal environments [2] and the substantial costs and susceptibility to failure of scour protection [1] call for continuous monitoring.

In section 2 the suitability of different scour indicators are assessed analytically. Section 3 describes the detailed analysis conducted with structural response calculations for different scenarios. As a result, the suitability of natural frequency monitoring as a critical scour depth indicator is discussed in section 4. Section 5 includes the motivation of monitoring fatigue for scour detection and refers to recently developed load monitoring approaches. The final conclusions are given in section 6.

2 Analytical assessment of scour indicators

From a design perspective, a condition is regarded critical where the structure is prone to loading that exceeds the design resistance, defined by limit states: ultimate (ULS), fatigue (FLS) and serviceability (SLS), hence, the critical scour depth is a state where due to scouring one of these limit states is violated. Violation of limit states leads to yielding, fracturing and the loss of the global stability.

Ideally, an indicator value for critical scouring directly reflects the closeness to the limit state that the support structure was designed for. An alarm is raised when the chosen threshold is exceeded. Due to the complexity of the damage mechanisms linked to scour and the consequently changed static and dynamic behaviour of the structure as well as financial and technical limitations of measurement principles, indicators for critical scour depth are indirect. For example, measuring the scour depth (indicator), allows detection of when the design scour depth (threshold) is exceeded. But only in the absence of structural reserves will this lead to a critical condition of the support structure, as defined by the limit state formulations. For optimal maintenance decisions, further information is required to truly assess the criticality.

These considerations lead to desired properties for a critical scour indicator that can be summarized in three categories:

- **Criticality**
- **Measurability**
- **Uniqueness**

Criticality means that the indicator value for critical scouring relates to all affected limit states as directly as possible. For example, the tilt of the pile as SLS can be directly monitored with low cost inclinometers but is not sufficient as an indicator for critical scour depth.

Measurability means that cost-effective and reliable measurement techniques for the indicator exist, delivering acceptable data quality in a robust and maintenance free manner. For example, the FLS of one spot can be directly monitored with strain gauges but the technology lacks robustness in the offshore environment.

Uniqueness of the indicator to describe scour is crucial to allow for root cause detection and enable target-oriented maintenance. For example, a change in the global natural frequency does not necessarily relate to a changed scour depth.

Below, the suitability of the scour depth, the global natural frequency as well as tilting and fatigue variables as indicator values are discussed in view of the above defined criteria. Table 1 gives an overview of the indicators, their ability to identify a critical state, known thresholds, possible detection methods and their uniqueness in detecting scouring. The scour depth $S$, which is the deviation of the standard mudline level around the monopile, is not directly linked with any failure or
serviceability limit state. A common criterion for the allowed scour depth relates to the pile diameter at mudline $D$ and can be estimated according to design guidelines ($S < 1.3D$ [4]).

There are several approaches to measure the scour depth directly via optical methods or float-out devices. No other effect besides scouring or seabed movement is known to affect the scour depth.

The first global natural frequency $f_0$ will decrease due to increased scouring, leading to changed fatigue life consumption (linked to FLS) and unfavourable resonance effects. There are no universal upper or lower bounds defined for $f_0$, but the frequency should not coincide with excitation frequencies. Germanischer Lloyd recommends in its guideline [5] that the ratio of a rotor-induced excitation to one of the natural frequencies of the tower shall not be between 0.95 and 1.05. Natural frequencies can be assessed by measuring accelerations and performing modal analysis [8], $f_0$ is affected by any stiffness or mass change of the system, e.g. more mass due to marine growth, less mass and stiffness due to corrosion, more or less oscillating added water mass due to changing water levels or a stiffness reduction as result of soil degradation. Furthermore, stiffness changes may occur in grouted connection, as result of cracks or other structural effects.

The pile head rotation at mudline $\phi_{\text{head}}$ increases with increasing scour and is directly linked with the SLS. The criterion $\phi_{\text{head}} < 0.25^\circ$ for the permanent accumulated rotation is listed as an example in the DNV guideline [4] as a serviceability criterion and is usually defined by the turbine manufacturer. Measurement of the non-permanent rotation can provide an indication for the loss of equilibrium and violation of the ultimate limit state. The pile rotation may be measured by an inclinometer at mudline. Similar criteria for the overturning risk as the loss of vertical tangent, zero-bow-kick and maximal displacement at mudline [9] are harder to measure. Soil degradation and the load intensity can affect the pile tilt besides scouring.

Fatigue damage as a result of accumulated cyclic loading changes as the scour hole affects the global natural frequency. The stress cycles adding up to a Damage Equivalent Load (DEL) at selected hot spots can be directly measured with strain gauges and subsequent rainflow counting. The DEL relate to the fatigue limit state via the material S-N curve. The DEL is insufficient for the detection of critical scouring as a number of environmental and operational parameters have an impact on the cyclic loading. To sum up, none of the presented values is solely capable of satisfying all requirements set out for a critical scour indicator.

### 3 Simulation study

The effects of scouring on the limit states are manifold. As argued above, a scour indicator cannot be based on a single measurement but requires a combination of different favourable monitoring approaches that relate directly to the limit state formulations of the design. To assess the structural response under scouring quantitatively, detailed load and natural frequency calculations are performed as described below.

The software used for the simulation study is Ramboll Offshore Structure Analysis Programs (ROSAP), a tool package of programs to design and optimize offshore structures. The core of ROSAP is a finite-element-based program for static and dynamic analysis of spatial frames, truss structures and piping systems. The support structure and the rotor-nacelle assembly are modelled in ROSAP as masses, moments of inertia and eccentricities. Elements are defined as Timoshenko beams considering shear deformations. The soil resistance and stiffness are implemented as a non-linear spring model according to American Petroleum Institute's standard for designing of offshore structures [7]. Natural frequency calculations consider added water masses for all structural parts. Marine growth and corrosion can be implemented and evaluated.

A sensitivity study of the natural frequency is conducted with the Natural Frequency Analysis (NFA) tool of ROSAP, in order to evaluate the impact of other environmental parameters on global natural frequency then the scour. A baseline scenario is defined for scour depth, marine growth, corrosion and water level. These parameters are individually varied up to extreme values.

The impact of scour is evaluated with ULS, FLS, SLS and NFA checks with concept study detail according to current guidelines. In the scope of this research work, distributed hydrodynamic loads are combined with concentrated loads from the wind turbine for ultimate and fatigue loading calculations. Different scour depths are investigated.

The design fatigue uncertainty is evaluated by reruns of FLS simulations with varied settings. A monopile design of an up-to-date project with a large turbine with >5 MW power and a deep water site is used for this research (Design I). Additionally, validations have been done for ULS, FLS, SLS and NFA calculations for a second realistic monopile design (Design II) with a different specific water depth and mounted turbine type.

### 4 Natural frequency as scour indicator

The NFA calculations confirm the correlation between natural frequency and developing scour. In Figure 1 the normalized values of the first global natural frequency against normalized scour depth are visualized for designs I and II. Selected results of other natural frequency calculations for scour at monopiles from [9], [8] and [10] are added. The frequency reduction by scouring is of distinctly different sizes for different designs.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Criticality</th>
<th>Threshold</th>
<th>Measurability</th>
<th>Uniqueness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>None</td>
<td>1.3 $D$ (design)</td>
<td>Sonar, radar, float-out devices</td>
<td>Yes</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Resonance (fatigue)</td>
<td>±5% of 1P, 3P</td>
<td>Accelerometers and modal analysis</td>
<td>Marine growth, corrosion, water level, soil degradation, grout...</td>
</tr>
<tr>
<td>$\phi_{\text{head}}$</td>
<td>Overturing</td>
<td>0.25° (design)</td>
<td>Inclinometer at mudline</td>
<td>Load intensity, soil degradation</td>
</tr>
<tr>
<td>DEL</td>
<td>Fatigue</td>
<td>S-N curve</td>
<td>Strain gauges, accelerometers</td>
<td>Load composition, various</td>
</tr>
</tbody>
</table>

**Table 1: Possible scour indicators**
The impact of different environmental effects on the natural frequency is investigated and the corresponding results are given in Table 2. The natural frequency reduction by scour is distinctly stronger than for corrosion, water level changes or marine growth. All minor effects together reduce the natural frequency in the order of only one eighth of the scour impact. In addition, a second limited sensitivity study for a design variant confirms the order of the impacts, although the specific values differ.

The correlation of scour and the natural frequency can be used to define a look-up table for identifying scour. Measured natural frequencies can be easily transformed to scour depths, if the function is known for the specific design. Concomitantly, scour, corrosion and water level variations are investigated. Lifetime corrosion allowances (0.3 mm/a external, internal 1 mm) and 50 year extreme water levels are combined with scour states from 0 to 1.3D in a factorial analysis. A linear interpolation between the natural frequency look-up values is assumed for the determination of scour depths. The resulting look-up error due to unknown corrosion and water level states is visualized in Figure 2. The determination of scour depth from frequency measurements can deviate by more than 0.2D in the flat part of the frequency curve near the reference. However, the error is smaller for the more critical larger scour depths where the frequency curve is steeper. The look-up table monitoring approach is mostly conservative with scour depths greater than the real scour depth if other effects interfere.

The results of ULS, FLS, SLS, and NFA calculations with different scour depths give information about the criticality of the natural frequency. In Table 3 the limits of tolerable scour depths are given for the two investigated designs. The support structure designs are fatigue driven and any scour results in an unacceptable fatigue lifetime reduction. The natural frequency change is not the most critical consequence for these designs, but fatigue is dependent on the natural frequency. The specific scour depth limits according to NFA, ULS and SLS checks varies up to 0.4D for the two designs.

All in all, the measurability and uniqueness of the natural frequency are seen as appropriate, but the direct links to the limit state formulations are missing.

5 Fatigue monitoring

5.1 Motivation

If amongst the limit state formulations during design, fatigue is the limit state with the least reserves under scouring, a monitoring of the cyclic loading is required to continuously determine the level of criticality. Several assumptions or simplifications in the site specific fatigue load calculation may even lead to a compensation of fatigue damage caused by scouring.

The main parameters that influence the fatigue loads and damage calculation are listed in Table 4 and grouped in five categories. Systematic assumptions are in accordance with the procedures described in the design guidelines. Parameters like the Design Fatigue Factor of 3

<table>
<thead>
<tr>
<th>Effect</th>
<th>Parameter limit</th>
<th>Frequency change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scour</td>
<td>S/D = 1.3</td>
<td>−5.04%</td>
</tr>
<tr>
<td>Corrosion</td>
<td>Lifetime 0.3 mm/a extern and 0.15 mm/a</td>
<td>−0.49%</td>
</tr>
<tr>
<td>Corrosion (intern restricted)</td>
<td>As above, intern ≤ 1 mm</td>
<td>−0.37%</td>
</tr>
<tr>
<td>Positive water level change</td>
<td>Upper splash zone border</td>
<td>−0.18%</td>
</tr>
<tr>
<td>Negative water level change</td>
<td>Lower splash zone border</td>
<td>−0.03%</td>
</tr>
</tbody>
</table>

Table 2: Global natural frequency changes for extreme variations of environmental parameters.

Figure 2: Uncertainty in scour depth look-up from natural frequencies due to unknown corrosion state and water levels, marked as gray area. Natural frequencies normalized to reference, scour depth S normalized to pile diameter D and given per unit (pu).

Table 3: Tolerable scour depths according to different limit states for two investigated modern monopile designs. Scour depth S normalized to the pile diameter D.
The sensitivity assessment of design parameters on FLS is idealised and highly dependent on the final structural design and site specific conditions. The study highlights qualitative changes in the resulting fatigue damage, nevertheless. The impact of the stochastic variables on fatigue damage is sufficiently high to justify the fatigue monitoring technique as a method to monitor FLS thresholds in cases of fatigue driven designs.

5.2 Realisation

Application of strain or acceleration sensors below sea level or even below mudline may provide sufficient loading data for a monitoring of fatigue. Continuous and long-term operation of these sensors could be very costly with respect to the maintenance effort. However, more cost-efficient load monitoring approaches have been developed recently by [11], [12] and [13].

If continuous load measurements or estimations are available, stress cycles can be counted to generate a parameter similar to the design process. With the Palmgren-Miner rule damage can be estimated and compared with the corresponding design damage. Fatigue monitoring can additionally contribute to the opportunity of lifetime extension. This may be reasonable in the opposite case, if the real damage is smaller than the assumed damage calculated in the design.

Fatigue monitoring is linked with the dynamic failure caused by scour for fatigue driven designs. Dynamic load measurement and estimation have been investigated in research projects recently and an adequate measurability with low costs is presumed. Uniqueness for detecting critical scour is not given at all for fatigue monitoring.

6 Conclusions

The suitability of different methods for critical scour monitoring is assessed at two example fatigue driven support structure designs. A global natural frequency look-up approach is found reasonable to monitor critical conditions due to scouring with respect to ULS and SLS. The accuracy of scour depth prediction is good despite the presence of other frequency changing effects. The check on the defined criteria – criticality, measurability, uniqueness – on a scour indicator reveals a lack of a direct link to FLS.

The FLS calculation is based on a number of parameters that lead to conservatism. Different over- or underestimated effects may compensate each other when monitoring fatigue loads at the site. A sensitivity study revealed that fatigue monitoring is suitable to detect structural reserves and allow for temporarily deeper scour depth than the design scour depth without the need for maintenance activities.

A combination of fatigue monitoring and natural frequency supervision is suggested for the detection of critical scour conditions in the sense of ULS, FLS and SLS. However, in order to establish an early warning system using effective thresholds for natural frequency changes and yearly damage accumulation the design conditions of the support structure have to be known.

Future research may focus on the implementation of the suggested combined measurement strategy to check the measurability criterion in more detail. According to in-house experience, fatigue or natural frequency limits are most likely to be driving for upcoming designs of monopile substructures. If extreme loads are decisive, the supposed method will not succeed and other approaches will have to be investigated.
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Abstract This paper presents a whole life cost (WLC) analysis framework for offshore wind farms throughout their lifespan (~25 years). A mathematical tool is developed to evaluate all the costs associated with five phases of offshore wind projects, namely, pre-development and consenting (P&C), production and acquisition (P&A), installation and commissioning (I&C), operation and maintenance (O&M), and decommissioning and disposal (D&D). Several critical factors such as geographical location and meteorological conditions, power rating and capacity factor of wind turbines, reliability of subassemblies, and availability and accessibility of transportation means are taken into account in cost analyses. A net present value (NPV) approach is used to calculate the current value of future cash flows, and then, a bottom-up estimate of the overall cost is obtained. Finally, the model is tested on an offshore 500 MW baseline wind farm project. Our results indicate that the capital cost of wind turbines and their sub-assemblies as well as the installation cost account for the largest proportion of LCC, followed by the O&M costs.
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1. Introduction

Along with the growth of the market for offshore wind energy, the investors and developers need to accurately evaluate the feasibility of future offshore wind projects. Presently, the cost per kilowatt hour of electricity generated by onshore wind turbines is approximately 8.66 cents, while offshore wind is estimated to cost 22.15 ¢/kWh (i.e., 2.55 times more expensive than onshore wind) [1]. In order to reduce this extra cost, the impact of some critical factors (e.g., failure rate of wind turbines, water depth, spare parts lead times, weather conditions) on offshore wind project costs needs to be properly quantified. For this purpose, the capital expenditure (CAPEX), operating expenditure (OPEX) and the levelized cost of energy (LCOE) must be calculated by considering all the costs over the project's life cycle, from the pre-development to the decommissioning phase [2].

The life cycle cost (LCC) modelling and analysis of wind power systems has received a significant attention during the last few years due to the growing investment in new wind projects. Several organizations such as European Wind Energy Association (EWEA) and the National Energy Renewables Laboratory (NREL) publish annual statistical reports on wind power generation costs. Kaiser and Snyder [3] addressed all aspects concerning the installation and decommissioning phases of offshore wind projects and then developed a model to calculate the associated costs. The LCC analysis of wind power systems has also been addressed in Nilsson and Berthlin [4] and Nordahl [5], however, these works mainly focus on evaluating the operation and maintenance (O&M) costs. A comprehensive methodology for the economic evaluation of the floating offshore wind turbines was recently presented in Castro-Santos and Díaz-Casas [6]. Myhr et al. [7] presented an analysis model to compare the cost of electricity produced by various offshore floating wind turbine concepts. Madaniaga et al. [8] point out that the development of a realistic and accurate method for LCC analysis of offshore wind farms with taking into account all important aspects of project is a very complex task. To the best of authors' knowledge, there is no universal and integrated framework for LCC analysis of off shore wind farms enabling to compare different projects on a same basis. Therefore, it is crucial to develop an enterprise cost analysis model not only to assist stakeholders in evaluating the performance of ongoing projects, but also to help the decision makers undertake long-term profitable investments and make the offshore wind power generation price-competitive with onshore.

This paper aims to present a whole life cost (WLC) analysis framework for offshore wind farms considering all the costs that will be incurred throughout the project life cycle. The key cost drivers of offshore wind projects are identified and a mathematical tool is proposed to evaluate the associated costs. Several critical factors, e.g. geographical location and meteorological conditions, power rating and capacity factor of wind turbines and reliability of subassemblies are taken into consideration in cost analyses. A net present value (NPV) approach is also used to calculate the current value of future cash flows, and then, a bottom-up estimate of the overall cost is obtained.

The rest of this paper is organized as follows. In Section II, the whole life cost analysis framework is presented. In Section III, the model is applied to an offshore baseline wind farm project. In Section IV, the results are presented. Section V concludes our study.

2. Proposed framework

In this Section a "parametric" whole life cost analysis framework for offshore wind farms is presented. The developed model is based on a combined multivariate regression/neural network approach in which the cost experience of completed projects provides a baseline for estimating the costs of future offshore wind projects. The cost drivers of offshore wind projects mainly fall into five categories: pre-development and consenting (P&C), production and acquisition (P&A), installation and commissioning (I&C), operation and maintenance (O&M), and decommissioning and disposal (D&D). These cost categories are then broken down into their constituent elements and a database/spreadsheet is built for each cost element. All costs are estimated based on the current prices data and using a NPV method. In this method, cash flows arising at different points in time are converted to a common reference point (i.e., present time) by using the following formula [9]:
The total cost of support structure is divided into two parts, one for material costs (\(\text{CSS-mat}\)) and another for transport and installation (\(\text{CSS-trans}\)). Thus, 
\[
\text{CSS} = (\text{CSS-mat} + \text{CSS-trans}) \times \text{NWT}.
\]  
(Dicorato et al. [13] modelled the cost of materials used for a support structure by: 
\[
\text{CSS-mat} = 339,200 \times \text{PR} \times (1+0.02 \times (\text{WD} - 8))
\]  
(14)
where \(h\) and \(d\) represent the hub height and the rotor diameter of a wind turbine in meter, respectively.

### 2.2.2. Support structures

The cost of a support structure is divided into two parts, one for material costs (\(\text{CSS-mat}\)) and another for transport and installation (\(\text{CSS-trans}\)). Thus, 
\[
\text{CSS} = (\text{CSS-mat} + \text{CSS-trans}) \times \text{NWT}.
\]  

### 2.2.3. Power transmission system

The power transmission system is composed of a number of cables that connect wind turbines to the grid and onshore/offshore substations. So, 
\[
\text{CPTS} = \text{Cables} + \text{Cof-subs} + \text{Con-subs}.
\]  

### 2.2.4. Monitoring system

The cost of SCADA and condition monitoring systems (CMSs) for an offshore wind farm depends on the number of wind turbines installed [14]. Then, 
\[
\text{Cmonitoring} = (\text{SCADA} + \text{CMS}) \times \text{NWT}.
\]  

### 2.3. Installation and commissioning (I&C)

The I&C phase involves all activities related to the construction of offshore wind farms. The costs incurred at this stage include those related to port (\(\text{Cport}\)), installation of the components (\(\text{Ccomp}\)), commissioning of the wind turbines and electrical system (\(\text{Ccomm}\)), and the construction insurance (\(\text{Ccomp}\)). Hence, 
\[
\text{Ctotal} = \text{Cport} + \text{Ccomp} + \text{Ccomm}.
\]  

### 2.3.1. Port

Annual fees must be paid to local authorities for the use of port infrastructure, quayside docking, and the permission for crane use [15], which all are assumed to be fixed in this paper (\(\text{Cport}\)). In addition, the annual payments to wind farm labourers who carry out project activities must be taken into account (\(\text{Cport-labour}\)). Then, 
\[
\text{Ctotal} = \text{Cport} + \text{Cport-labour}.
\]  

### 2.3.2. Installation of the components

Several operations need to be performed during the installation process of an offshore wind farm project. The cost of installation, according to the type of
components installed, divided into four parts: foundation, wind turbine, offshore and onshore electrical system. Then,
\[ C_{\text{O&M}} = C_{\text{M-direct}} + C_{\text{M-indirect}} + C_{\text{trans}} \]  
(23)

2.3.3. Commissioning
Before starting up an offshore wind farm, the wind turbines, electrical systems, SCADA and CMSs are detected for early failures as well as improving the reliability [14]. The cost of commissioning (\(C_{\text{comm}}\)) mainly consists of the costs associated to hiring vessels and crew members which can be calculated similarly as given in Eqs. (12) and (22).

2.3.4. Insurance
The cost of insurance packages during the installation and commissioning phase often varies in accordance with the capacity of offshore wind farm:
\[ C_{\text{CM}} = C_{\text{transmission}} \times IC = C_{\text{transmission-unit}} \times IC \]  
(28)
where \(C_{\text{transmission-unit}}\) represents the transmission charges per unit installed capacity (MW).

2.4. Operation and maintenance (O&M)
The O&M cost of an offshore wind farm is divided into two parts, one for the operational expenses (\(C_O\)) and the other one for the maintenance expenses (\(C_M\)). Thus,
\[ C_{\text{O&M}} = C_O + C_M \]  
(25)

2.4.1. Operation
The operational expenses of an offshore wind project include the rental/lease payments (\(C_{\text{rent}}\)), insurance costs (\(C_{\text{CM-ins}}\)) and the transmission charges (\(C_{\text{transmission}}\)). Thus,
\[ C_O = C_{\text{rent}} + C_{\text{CM-ins}} + C_{\text{transmission}} \]  
(26)

2.4.1.1. Rental (lease)
The amount of rental fees is generally expressed as a fraction of the wind farm's revenue. We assume that rental charges are calculated using:
\[ C_{\text{rent}} = \lambda \times E \times P_E \]  
(27)
where \(0 < \lambda < 1\) is the rental percentage, and \(E\) and \(P_E\) respectively represent the amount of energy and the average price of unit energy produced by wind farm.

2.4.1.2. Insurance
The operational insurance packages are contracted in order to secure the offshore wind infrastructures against design faults, collision damages or substation outages. The cost of insurance packages can be calculated similarly as given in Eq. (24).

2.4.1.3. Transmission charges
The transmission charges are generally determined according to the capacity of wind farm. Thus,
\[ C_{\text{transmission}} = C_{\text{transmission-unit}} \times IC \]  
(28)
where \(C_{\text{transmission-unit}}\) represents the transmission charges per unit installed capacity (MW).

2.4.2. Maintenance
The maintenance costs can be categorized into two types of direct (\(C_{\text{M-direct}}\)) and indirect (\(C_{\text{M-indirect}}\)). Thus,
\[ C_M = C_{\text{M-direct}} + C_{\text{M-indirect}} \]  
(29)

2.4.2.1. Direct maintenance cost
Direct maintenance cost consists of the costs related to transport of failed components, maintenance technicians who carry out the repair/replacement actions, and all consumables and spare parts required for wind farm maintenance. In general, the maintenance strategies for offshore wind farms are categorized into two classes: corrective maintenance (CM) and proactive maintenance (ProM). The main difference between these two classes is that in CM, the repair is carried out after the system failure whilst in ProM, the latter takes place prior to any failure (i.e., before a failure occurs) [2]. The cost of a CM action varies depending on the type of component being failed. Let \(n\) represent the number of components in a wind turbine system and denote by \(C_{\text{CM}}\) the cost of performing a CM action for component \(j\) (\(j = 1, 2, \ldots, n\)). Thus,
\[ C_{\text{CM}} = C_{\text{transmission}} \times IC \]  
(30)
where \(C_{\text{transmission}}\) represents respectively the transportation cost, maintenance labour cost and consumables cost. In order to reduce the costs of CM, two proactive strategies, namely scheduled maintenance (SM) and condition-based maintenance (CBM) are employed by wind farm managers. Under SM, the repair tasks are undertaken at predetermined regular intervals, but CBM activities are initiated in response to a specific system condition (e.g. temperature, vibration, noise) [17].

Let \(\lambda_j\) represent the annual failure rate of component \(j\) and \(0 < \lambda_j < 1\) be the probability that an event can be detected at a reasonably long time ahead of failure occurrence. Thus, the annual direct maintenance cost for a wind turbine can be expressed by:
\[ C_{\text{M-direct}} = \left(1 - (1 - \lambda_j)^{1/n}\right) \times \sum_{j=1}^{n} \lambda_j C_{\text{CM}} + \sum_{j=1}^{n} \lambda_j C_{\text{consum}} \]  
(31)
where \(C_{\text{CM}}\) represents the direct cost corresponding to a scheduled maintenance action.

2.4.2.2. Indirect maintenance cost
Indirect maintenance cost consists of the cost of activities that are undertaken to maintain the direct effort involved in providing repair services. The indirect maintenance cost is expressed by the following Equation:
\[ C_{\text{M-indirect}} = C_{\text{in-port}} + C_{\text{in-ved}} + C_{\text{ind-labour}} \]  
(32)
where \(C_{\text{in-port}}, C_{\text{in-ved}}\) and \(C_{\text{ind-labour}}\) respectively, the port fees, vessel-hiring costs and maintenance labour costs.

2.5. Decommissioning and disposal

2.5.1. Decommissioning
The decommissioning cost consists of the costs associated with port preparation (\(C_{\text{port}}\)) and removal operations (\(C_{\text{remov}}\)). Thus,
\[ C_{\text{remov}} = C_{\text{O&M}} + C_{\text{transmission}} \]  
(33)

2.5.2. Waste management
The main disposal options available for wind farm elements are: reuse, recycle, incineration with energy recovery, and disposal in a landfill site [19]. The materials must be first processed into smaller pieces and then transported to predetermined locations which incur the costs \(C_{\text{W-proc}}\) and \(C_{\text{W-trans}}\) respectively. A fixed fee has to be paid when the materials are taken to a landfill (\(C_{\text{landfill}}\)). Thus,
\[ C_{\text{W-trans}} = C_{\text{W-proc}} + C_{\text{transport}} + C_{\text{landfill}} - SV \]  
(35)
where \(SV\) represents the salvage (residual) value of the decommissioned assets.

2.5.2.1. Waste processing
The waste processing cost varies in accordance with the complexity and size of components. In this paper, \(C_{\text{W-proc}}\) is modelled as a function of the total weight of waste material being treated. Hence,
The O&M activities are coordinated onshore, but two service vessels are always available to carry out offshore operations. Wind turbines undergo a preventive maintenance (PM) program once a year, whereas the scheduled inspections of foundations and array cables are carried out every five years [20]. CMS detectability level is set at 90\%. The costs associated with corrective maintenance are calculated according to the system's failure rate.

3. Application

In this Section, the proposed whole life cost methodology is applied to an offshore wind farm consisting of 100 MW wind turbines. This baseline case has so far been studied in several articles (see [6, 7, 12]) and therefore, it enables us to compare our results and validate the model. In order to implement the model, some further aspects of the offshore wind project were identified and are presented briefly below:

- The offshore wind farm is decommissioned at the end of its service life. The waste materials are processed and transported to a landfill whose point is 10 km. We denote by \( W_j \) and \( W_{j}^{R} \) the weight of, respectively, recyclable and non-recyclable materials for component \( j \), where \( W_j = W_j^{R} + W_{j}^{NR} \). The non-recyclable materials are disposed in a landfill whose associated cost is calculated by multiplying the fixed cost per truck \( C_{\text{landfill}} \) by the total weight of non-recyclable materials disposed, i.e.,

\[
C_{\text{landfill}} = \sum_{j} W_j^{NR} \times C_{\text{landfill}}\text{-unit}.
\]  

2.5.3. Site clearance

The cost associated with site clearance is calculated by multiplying the site area in \( \text{km}^2 \) (\( A \)) by the clearance cost per unit area \( C_{\text{SC-unit}} \), i.e.,

\[
C_{\text{clear}} = A \times C_{\text{SC-unit}}.
\]  

2.5.4. Salvage value

The salvage value of the items removed from an offshore wind farm depends on the type, quantity and the quality of their materials and is expressed by the following formula:

\[
SV = \sum_{j} W_j^{R} \times C_{\text{SV}}\text{-unit}.
\]  

4. Results and discussion

In this Section, the results obtained from our whole life-cycle cost model are presented and discussed. The LCC analysis is carried out in terms of three elements, namely, CAPEX, OPEX and LCOE. The CAPEX consists of the P&C, P&A and I&C costs, whereas the OPEX only includes the O&M costs. Fig. 1 shows the relative contribution of each cost driver to CAPEX and OPEX of the baseline wind farm project. As can be seen, wind turbine costs account for the largest proportion of the CAPEX (29\%), followed by foundation costs (25\%) and installation costs (19\%). On the other side, transmission charges account for the largest proportion of the OPEX (44\%), followed by PM costs (22\%) and CM costs (16\%). The I&C insurance packages cost 2\% of the CAPEX, whereas the operational insurance charges represent 9\% of the OPEX.

The LCOE is determined using the following equation:

\[
\text{LCOE} = \frac{\sum C_t (1 + d)^t / \sum E_t (1 + d)^t}{t},
\]

where \( C_t \) and \( E_t \) represent the cash flow and the yield output at time \( t \), respectively. Our results indicate that the costs incurred over the P&A phase have the greatest impact on LCOE (47\%), followed by O&M costs (26\%). Among five phases of the project life cycle, the D&D phase contributes the least percentage (\( \sim 1\% \)) to the LCOE. When comparing the results obtained from our LCC analysis model with other research, very minor differences are found which shows that the model has captured the general trend in the data quite well.

5. Conclusions and topics for future research

The development of a realistic and accurate method for life cycle cost (LCC) analysis of offshore wind farms is a very complex task. In this paper, a parametric whole life cost (WLC) analysis model was
developed to identify the key cost drivers of offshore wind projects. The proposed model is based on a combined multivariate regression/neural network approach in which the cost experience of completed/ongoing projects provides a baseline for estimating the costs of future projects. A cost breakdown structure (CBS) was presented to identify various cost elements involved in five phases of offshore wind projects, namely, pre-development and consenting (P&C), production and acquisition (P&A), installation and commissioning (I&C), operation and maintenance (O&M), and decommissioning and disposal (D&D). A database/spreadsheet was also built for each unit cost and several mathematical tools were used to evaluate all costs incurred during the life of the project.

Our results indicated that the capital cost of wind turbines and support structures as well as the costs associated with installation account for the largest portion of overall cost, followed by the O&M costs. The installed capacity of wind farms, distance from shore, and fault detection capability of condition monitoring system were identified as factors having the greatest impact on levelized cost of energy (LCOE). Since the service lifetime of a wind farm is relatively long, the variation of interest rates could also significantly affect the whole project cost. The results of this study not only assist stakeholders in evaluating the performance of ongoing projects, but also help the decision makers to undertake long-term profitable investments and make the electricity generated more price-competitive.

The proposed model will be extended in the nearest future by taking into account more of the factors which are known to affect the cost of electricity generation from offshore wind.
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1 Abstract

The here presented results are part of a paper that is submitted and accepted with minor revisions by the Boundary-Layer Meteorology journal.

The wake zone behind the escarpment of the Bolund peninsula in the Roskilde Fjord, Denmark, has been investigated with the help of a continuous-wave Doppler lidar. The instrument measures the line-of-sight wind speed 390 times per second in highly resolved 7-m tall profiles by rapidly changing the focus distance and beam direction. The profiles reveal the detailed and rapidly changing structure of the wake induced by the Bolund escarpment. The wake grows with distance from the escarpment, with the wake height depending strongly on the wind direction, such that the minimum height appears when the flow is perpendicular to the escarpment. The wake increases by 10% to 70% when the wind direction deviates $\pm 15^\circ$ from perpendicular depending on the distance to the edge and to a lesser degree on the method by which the wake height is determined.

Keywords: Bolund, Wake height, Complex flow, WindScanner

2 Introduction

The WindScanner, aligned on the 270$^\circ$ axis, was operated during westerly wind conditions to scan the area downstream of the Bolund escarpment. The wind speed was measured in seven, 7-m high vertical profiles with distances between 8 m and 31 m from the scanning lidar (Fig. 2). In addition to the seven vertical profiles a horizontal arc extending $\pm 60^\circ$ was scanned 120 m away from the instrument. The line-of-sight wind speeds of the eighth profile were used to determine the undisturbed inflow wind speed and wind direction.

While westerly wind directions prevailed, lidar measurements were recorded continuously during an almost 24 hour long measurement period.

3 Approach

The WindScanner, aligned on the 270$^\circ$ axis, was operated during westerly wind conditions to scan the area downstream of the Bolund escarpment. The wind speed was measured in seven, 7-m high vertical profiles with distances between 8 m and 31 m from the scanning lidar (Fig. 2). In addition to the seven vertical profiles a horizontal arc extending $\pm 60^\circ$ was scanned 120 m away from the instrument. The line-of-sight wind speeds of the eighth profile were used to determine the undisturbed inflow wind speed and wind direction.

4 Method

The characteristic of the escarpment-induced wake height is further investigated by identifying the boundary between the turbulent wake layer and the freestream flow above. Due to the high measurement-sampling rate a precise determination of the interface between the two distinctly different layers is possible. We determine the wake height $\delta$ using three different methods.

1. The first approach determines the displacement thickness, $\delta_1$, that is defined as the distance that the boundary layer is displaced to compensate for the reduction in flow rate on account of the wake formation, where $u(z)$ is the line-of-sight wind speed at height $z$ and $u_\infty$ is the freestream velocity [11]

$$\delta_1 = \int_0^\infty \left(1 - \frac{u(z)}{u_\infty}\right) dz.$$  (1)

2. The second approach identifies the height of the maximum gradient of the line-of-sight wind speed, $\delta_2$, at each vertical scan [12, Sect. 2.2.2]

$$\delta_2 = \arg \max_z \left(\frac{du(z)}{dz}\right).$$  (2)

3. The third approach identifies the height at which the average between the integral of the two atmospheric layers is the greatest, $\delta_3$, which resembles [13] and [12, Sect. 2.2.3]. Here, $z_{top}$ is the top of the profile,

$$\delta_3 = \arg \max_z \left[\frac{1}{z_{top} - z} \int_z^{z_{top}} u(z)dz - \frac{1}{z} \int_z^\infty u(z)dz\right].$$  (3)

![Figure 1: Photo of Bolund, taken south of the peninsula.](image)

![Figure 2: The position and height of the 7 vertical profiles scanned by the lidar relative to the Bolund escarpment. The position of the WindScanner itself is indicated by the circle.](image)
The results of the wake height identifications of all three methods are presented in Fig. 3. All three methods manage to identify a wake height, although the actual height differs between the methods. Method 1 gives the highest value of the wake heights.

Figure 3: The line-of-sight projected wind speed of profile 3, 12 m away from the WindScanner lasting for 30 s with the defined wake heights using three different methods.

The calculated wake height for each profile location can be placed in relation to the undisturbed wind direction and speed (Fig. 4). With increasing distance from the escarpment, the wake heights show a stronger dependence on the wind direction. The lowest wake heights of every profile is located at a wind direction of 270°. Depending on the distance from the escarpment the wake height increases between 10% and 80% when the wind direction deviates from west ±15°. At larger direction deviations the height seems constant.

Figure 4: Dependence of the determined wake height and the wind direction. The solid lines depict the average wake height. The profile number increases with increasing distance from the WindScanner. The wake height is calculated through the definition of the displacement thickness.

5 Conclusion

The new remote sensing based wind profile measurements provide a unique data set for validation of unsteady flow modelling over complex terrain for wind energy. Based on the analysis of the high frequency atmospheric measurements with a rapidly scanning continuous-wave Doppler lidar a relationship between the escarpment induced wake height and the wind direction could be shown.
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Abstract:
We present experimental spatial distributions of turbulence intensity components over a 1:115 scale model of the Bolund hill. Our measurements are determined in a boundary layer wind tunnel (WT) without stratification. Our results are compared with full scale (FS) ones. The FS results are obtained from the analysis of the database provided by RISK-1-DTU after the Bolund experiment. This experiment was conducted by them during a 3-month period in the winter of 2007-2008. Three component time resolved hotwire anemometry (3CHW) and two-component particle image velocimetry (PIV) are used in our experiment in order to explore the dependence of the results on the experimental technique.

Keyword
Bolund experiment, atmospheric boundary layer, wind tunnel, particle image velocimetry, hotwire anemometry.

1 Introduction
Bolund is a hill of about 130 m (75 m m-12 m) surrounded by water with a long uniform fetch for most of the up-stream directions of interest. Due to the number and quality of sensors deployed during the Bolund experiment campaign and the amount of numerical flow modeling involved, the Bolund experiment is probably the most relevant test case of model flows oriented to wind energy analysis in this case, over highly complex terrains, in neutral conditions and non-affected by Coriolis forces. The mentioned FS conditions make the Bolund test an ideal case for wind tunnel modeling. Several numerical and physical models have been applied during the Bolund experiment and also after it, Beckmann et al. [2, 3], Berg et al. [4], Prospaathopolou et al. [10], Yeow et al. [15], Conan et al. [8].

One of the main geometric characteristics of Bolund is the escarpment facing westerly winds (see figure 5.1). For westerly winds, the geometry of Bolund guarantees that flow detaches at the edge of the escarpment, provided a sufficiently large Reynolds number. The long (in the mean flow direction) flat top ensures reattachment of the flow on the island. For this direction, the lee side of the hill presents a slope with a maximum inclination around -40°, leading as well to intermittent recirculation patterns. The existence of detachment at the escarpment has been verified by full-scale measurements of intermittent recirculation patterns downstream of the escarpment edge (see Mann et al. [9] and figure 13 in Berg et al. [4]). Intermittent recirculation patterns have been also visualized by means of PIV in wind tunnel, for the 270° wind direction, Yeow et al. [14, 15].

2 Approach
Since we are specially concerned in how the turbulent kinetic energy (TKE) is distributed among the velocity components, the accuracy in the determination of the different components of the instantaneous flow velocity is a must for us. This is why we have extremely cared about the positioning and orientation of the sensors (3CHW probe, PIV camera and laser head) and the calibration process, see figure 5.2. (Left). With this regard, we have developed a new directional calibration algorithm for 3CHW probes which leads to a higher directional accuracy. In figure 5.2 (right), we present results for the inclination flow angle, $\gamma_0$, versus the direction flow angle, $\chi_0$, determined by the 3CHW probe during one of our directional calibration tests.

The results obtained after applying the new calibration method (Measured Directional) compare better with the true values (Geometric) than the results determined by means of the standard calibration algorithm (Measured RMS, root mean squared) in the mentioned figure.

The surface finishing of the mock-up is smooth. The front area of the mock-up is estimated to be less than 2% of the test section area, so blockage effects were expected to be minimized. No additional boundary layer (BL hereafter) generators were used. The floor along the fetch was made out of plywood without any added roughness elements. During the wind tunnel test, the 3CHW probe was sampled at 8 kHz during 130 s. 3 kHz low-pass hardware filtering was used when required. During the PIV test, 1000 image pairs were sampled during approximately 6 minutes. The characteristic size of the sensor part of the 3CHW was about 1 mm, whereas the size of the PIV interrogation window was well below this value.

3 Main results
The flow field in the empty test section of our WT has been measured using three techniques (PIV, 2CHW and 3CHW) to have redundancy measurements in order to cross check the quality of the results. The velocity profiles from the empty WT were used as reference in flow conditions. Reference measurements were taken at the two tests Reynolds numbers based in the maximum height of the island, $h$, and the upstream speed at this height, $U_0: U_0 = 15 \times 10^{-5}$ m/s and $U_0 = 21 \times 10^{-5}$ m/s. The main characteristics of the inflow boundary layer are presented in table 1 and in figure 5.3. From the $U_i$ values reported in table 1, a roughness Reynolds number $u_i \nu = 0.12$ was adopted. Thus, the inflow in the wind tunnel should be considered transitionally rough, taking into account the lower limit of the fully rough regime, $u_i \nu = 5$, and the upper limit of the fully smooth one, $u_i \nu = 0.2$, as indicated in [5]. Although in Snyder and Castro [12] the lower limit for the fully rough regime is reduced down to $u_i \nu = 1$ and even down to $u_i \nu = 0.5$, for certain roughness geometries. Similar conditions were described for the wind tunnel simulations of Askervein in Teunissen et al. [13] where values $u_i \nu = 0.16, 0.54$ and 1, respectively, were declared; or in Rahkenes and Krogstad [11], where a value $u_i \nu = 0.13$, well within the smooth regime, was reported. As in the mentioned experiments, the present case should be understood as the simplest possible reference case. One of the weak points of our experimental set-up, related to this low roughness value, is that the boundary layer height of our wind tunnel is only two times the height of the island (see value $h' = 2$ in table 1) whereas in the FS case is much larger. One consequence is that in the full-scale BL, the upstream reference point, $z = 5 m$, is well immersed in the constant flux layer and the inflow TKE is homogeneous in z direction, whereas in our wind tunnel it is not (at the equivalent scaled value $z = 5 \times 15 m$ height, as can be seen in figure 5.3). Some possible effects of the reported low value for $u_i \nu = 0.12$ are discussed in Yeow et al. [15].

We analyze the flow field for a 270° wind direction and we present results along transects at two heights ($z = 2 m$ and $z = 5 m$ a.g.l) along line 2 in the Bolund community section, see figure 5.1.

In figures 5.4, 5.5 and 5.6 we present the values of the longitudinal, lateral and vertical turbulence intensities, respectively. The results are normalized with the corresponding value at the reference upstream location ($z = 5 m$). The results are presented for transects at $z = 2 m$ and $z = 5 m$ height a.g.l, the two mentioned test Reynolds numbers and for the 3CHW and PIV techniques. The full scale results are also indicated for comparison purposes. The velocity components are expressed in the Bolund reference system to allow the comparison between the two component PIV measurement, 3CHW and full-scale results.

The evolution of the normalized increment of TKE for line 8 and westerly winds presented in previous works (see Yeow et al. [15] and Beckmann [3]) showed a large increment of TKE in M6 location, mainly at $z = 2 m$ height, moderated values in M3 locations, and larger values again in the lee side, M8 in this case, at $z = 5 m$ height. These patterns are also reproduced by the parameters $I_{\gamma_0}$ and $I_{\chi_0}$ in figures 5.4, 5.5 and 5.6. Our PIV results reproduce the high values of the three parameters $I_{\gamma_0}$ and $I_{\chi_0}$ around M7. These high values are
due to very reduced speed values (in front of the escarpment at low heights) rather than to high values of the standard deviations of the velocity components.

In figures 5.4 and 5.5 we present the value of the ratio of the standard deviations of the velocity component fluctuations. In the case of the normalized turbulence intensity, $I_u/I_w$, and the ratio, $\sigma_u/\sigma_w$, no results for PIV are presented since our PIV technique is not steeper PIV, and the $\kappa$ component of the flow velocity is not resolved. As in the cases of the normalized turbulence intensities, the velocity components are expressed in the Bolund reference system to allow the comparison between the two component PIV measurement, 3CHW and full-scale results.

In tables 2 and 3 we present the bias of our WT results related to the FS results at the met mast locations, according to the expression

$$e_{I_u} = \frac{\bar{I}_u - I_{FS}}{I_{FS}}$$

for the normalized turbulence intensities, and

$$e_{\sigma_u/\sigma_w} = \frac{\sigma_u/\sigma_w - \sigma_{FS}/\sigma_{FS}}{\sigma_{FS}}$$

for the ratios of the standard deviations of flow velocity fluctuations.

After observing the figures 5.4, 5.5 and 5.6, and the table 2, it is evident that the worst predicted location at $z=2m$ is M6 for almost all the analyzed parameters. This was also a general conclusion for most of the models compared in the Bolund blind experiment, see Bechmann [1]. One possible reason for this mismatch is that the mock-up does not reproduce the sharpness of the real escarpment edge. More information can be found in Yeow et al. [15]. The values in M6 are also poorly predicted in general. Both locations, M6 and M4, are affected by flow detachment processes from the escarpment edge and the lee side, respectively.

The influence of the test Reynolds number and the used experimental technique on the results has been analyzed by comparing the mean of the absolute bias values for met mast M6 and M3 to the lowest bias (6.8%) for $I_u/I_w$ in M6 at $z=2m$. The predictions of the ratios $\sigma_u/\sigma_w$ are better for some parameters such as $I_u/I_w$ and $\Delta \kappa$. The differences between the two Reynolds number cases are neither so evident nor so systematic, but in the case of $\Delta \kappa$, where the test at higher Reynolds number leads to a mean value of the absolute value of the bias in the determination of $\Delta \kappa$ about 5 to 7 percentage points lower (see Lim et al. [8] for effects of Reynolds number in the determination of second order statistics of flow velocities around sharp edged bodies).

Table 4 indicates that typical absolute values of the bias in our wind tunnel for the three normalized turbulence intensities (longitudinal, lateral and vertical) are 95%, 42% and 42% respectively. These values are close to two times the typical absolute bias value for the speed-up (20%). This is an expected result since turbulence intensities involve the calculation of second order statistics of velocity component fluctuations. We put the focus on the low value of the ratio $\sigma_u/\sigma_w$ (14%) which indicates that the relative value of velocity fluctuation components that form the TKE is better predicted than the value of the components themselves.

4 Conclusions

We have measured the flow field over a 1:15 scale model of the Bolund hill in our boundary layer wind tunnel. Two experimental techniques: three components hotwire anemometry and two components particle image velocimetry, have been used in order to detect any dependence of the measurements on the test technique. Additionally the tests have been run at two Reynolds numbers. Different statistical flow parameters have been compared with full scale values and the corresponding biases have been determined.

The bias results show that, for the normalized turbulence intensities, the bias values are higher (as expected) for $z=2m$ then for $z=5m$, ranging from the largest bias ($\sim 65$%) for $I_u/I_w$ in M6 at $z=2m$ to the lowest bias (6.8%) for $I_u/I_w$ in M6 at $z=5m$. The predictions of the ratios $\sigma_u/\sigma_w$ are rather good, meaning that the energy of the fluctuation of one flow velocity component relative to another is well captured. The PIV predictions are better for some parameters such as $I_u/I_w$ and $\Delta \kappa$. Systematic differences in the bias for the two analyzed Reynolds numbers are only detected for $\Delta \kappa$.
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Appendix. Figures and tables

Figure 5.1: Left: Mounting of the 3CHW probe SS91 and its support, see [7], [x, y, z] is the Bouard reference system. Right: View of the Bouard mock-up in the ACLA16 wind tunnel, seen from west.

Figure 5.2: Left: The used 3CHW probe DANTEC SS91 during a directional calibration test in our ACLA16 WT. Right: Inclination angle $\theta$, versus direction angle $\theta_{\gamma}$, reproduced during a directional calibration test.

<table>
<thead>
<tr>
<th>$\delta$ [m]</th>
<th>Full-scale</th>
<th>3CHW</th>
<th>PIV</th>
<th>Full-scale</th>
<th>3CHW</th>
<th>PIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_\infty$ [m/s]</td>
<td>0.209</td>
<td>0.209</td>
<td>0.209</td>
<td>0.209</td>
<td>0.209</td>
<td>0.209</td>
</tr>
<tr>
<td>$u_\infty \times 10^2$ [m]</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
<td>1.08</td>
</tr>
<tr>
<td>$\theta \times 10^2$ [m]</td>
<td>2.03</td>
<td>1.97</td>
<td>1.97</td>
<td>2.03</td>
<td>1.97</td>
<td>1.97</td>
</tr>
<tr>
<td>$h \times 10^3$ [m]</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
<td>2.14</td>
</tr>
<tr>
<td>$I_{\text{f}}(h) \times 10^4$</td>
<td>12.0</td>
<td>10.0</td>
<td>9.0</td>
<td>12.0</td>
<td>10.0</td>
<td>9.0</td>
</tr>
<tr>
<td>$I_{\text{f}}(h) \times 10^5$</td>
<td>8.4</td>
<td>7.1</td>
<td>6.6</td>
<td>8.4</td>
<td>7.1</td>
<td>6.6</td>
</tr>
<tr>
<td>$I_{\text{f}}(h) \times 10^6$</td>
<td>3.8</td>
<td>5.5</td>
<td>4.4</td>
<td>3.8</td>
<td>5.5</td>
<td>4.4</td>
</tr>
<tr>
<td>$h I_{\text{f}}$</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$I_{\text{f}}(h) \times 10^7$</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 1: Main characteristics of the undisturbed inflow boundary layer for $Re_{\text{m}} = 4.35 \times 10^5$ and $Re_{\text{m}} = 8.21 \times 10^5$. The lengths $h$ and $u_\infty$ for the wind tunnel simulations are shown in WT scale. The declared interval for the FS Reynolds number is $4.25 \times 10^5 \leq Re_{\text{m}} \leq 10.2 \times 10^5$. A reference value for the boundary layer height $h = 0.22$ m is selected hereafter. $\delta$ is the momentum thickness.

<table>
<thead>
<tr>
<th>%</th>
<th>M7</th>
<th>M6</th>
<th>M3</th>
<th>M8</th>
<th>MAE</th>
<th>MAE*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>40.9</td>
<td>-58.3 [W]</td>
<td>-54.4</td>
<td>46.5</td>
<td>46.5</td>
<td>46.5</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>-68.9 [W]</td>
<td>-66.9 [W]</td>
<td>-73.5 [B]</td>
<td>49.8</td>
<td>53.7</td>
<td>53.7</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>-8.1</td>
<td>-6.4</td>
<td>-9.2</td>
<td>-16.7 [W]</td>
<td>9.7</td>
<td>10.3</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>9.2 [B]</td>
<td>9.7</td>
<td>12.6 [W]</td>
<td>11.5</td>
<td>11.5</td>
<td>11.5</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>1.5 [B]</td>
<td>2.8 [W]</td>
<td>4.0</td>
<td>21.8</td>
<td>28.3</td>
<td>28.3</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>12.6 [B]</td>
<td>-190.1 [W]</td>
<td>-34.6</td>
<td>-39.3</td>
<td>69.0</td>
<td>88.0</td>
</tr>
</tbody>
</table>

Table 2: Bias in the determination of turbulence intensities, ratios of standard deviations, speed-up and normalized increase of TKE, $z = 2$ m. MAE indicates the absolute mean bias from M7, M6, M3 and M8, and MAE* from M6, M8 and M8. $\epsilon_{\text{c}}$ and $\epsilon_{\text{c}}$ have been reproduced from [15]. (W) worst predicted, (B) best predicted. Mean values of PIV,3CHW, $Re_{\text{m}}$, and $Re_{\text{m}}$.

<table>
<thead>
<tr>
<th>%</th>
<th>M7</th>
<th>M6</th>
<th>M3</th>
<th>M8</th>
<th>MAE</th>
<th>MAE*</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>23.3</td>
<td>-13.2 [B]</td>
<td>-25.1 [W]</td>
<td>-23.8</td>
<td>21.4</td>
<td>20.7</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>-28.6 [B]</td>
<td>-34.2</td>
<td>-36.1 [W]</td>
<td>-33.0</td>
<td>-33.0</td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>12.9</td>
<td>6.9 [B]</td>
<td>37.4 [W]</td>
<td>36.5</td>
<td>23.4</td>
<td>26.9</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>27.7 [B]</td>
<td>23.2 [W]</td>
<td>-8.4</td>
<td>-9.1</td>
<td>13.9</td>
<td>17.8</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>-23.2 [W]</td>
<td>-14.1</td>
<td>-12.0 [B]</td>
<td>-15.4</td>
<td>-15.4</td>
<td></td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>1.7 [B]</td>
<td>-6.1</td>
<td>11.3</td>
<td>16.0 [W]</td>
<td>8.8</td>
<td>11.1</td>
</tr>
<tr>
<td>$\epsilon_{\text{c}}$</td>
<td>11.7 [B]</td>
<td>-23.8</td>
<td>-43.3 [W]</td>
<td>-34.6</td>
<td>20.8</td>
<td>35.9</td>
</tr>
</tbody>
</table>

Table 3: Bias in the determination of turbulence intensities, ratios of standard deviations, speed-up and normalized increase of TKE, $z = 5$ m. MAE indicates the absolute mean bias from M7, M6, M3 and M8, and MAE* from M6, M8 and M8. $\epsilon_{\text{c}}$ and $\epsilon_{\text{c}}$ have been reproduced from [15]. (W) worst predicted, (B) best predicted. Mean values of PIV,3CHW, $Re_{\text{m}}$, and $Re_{\text{m}}$. 


Figure 5.5: Normalized lateral turbulence intensity \( I_u/I_{u05} \) at \( z = 2 \) m a.g.l. and \( z = 5 \) m a.g.l.: Squares, 3CHW for \( \text{Re}_h \); triangles, 3CHW for \( \text{Re}_h \). Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line \( B \). Wind direction 270°.

Figure 5.6: Normalized vertical turbulence intensity \( I_w/I_{w05} \) at \( z = 2 \) m a.g.l. and \( z = 5 \) m a.g.l.: Continuous lines, PIV for \( \text{Re}_h \); dashed lines, PIV for \( \text{Re}_h \); squares, 3CHW for \( \text{Re}_h \); triangles, 3CHW for \( \text{Re}_h \). Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line \( B \). Wind direction 270°.
Table 4: Mean of the absolute bias values for the three normalized turbulence intensities, $I_u/I_{u,0}$, the ratio of sigmas, $\sigma_{w}/\sigma_{u}$, speed-up, $\Delta S$, and normalized increase of TKE, $\Delta k$, for met mast M6, M3 and M8 and for both heights, $z = 2$ m and $z = 5$ m, obtained for each experimental case (3CHW, PIV, Re$_{h_1}$ and Re$_{h_2}$).

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_{u,1}$</th>
<th>$\epsilon_{u,2}$</th>
<th>$\epsilon_{u,3}$</th>
<th>$\epsilon_{u,4}$</th>
<th>$\epsilon_{u,5}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3CHW</td>
<td>36.2</td>
<td>34.0</td>
<td>41.85</td>
<td>41.85</td>
<td>44.15</td>
</tr>
<tr>
<td>PIV</td>
<td>31.95</td>
<td>30.6</td>
<td>-</td>
<td>-</td>
<td>38.85</td>
</tr>
<tr>
<td></td>
<td>$\epsilon_{w,1}$</td>
<td>$\epsilon_{w,2}$</td>
<td>$\epsilon_{w,3}$</td>
<td>$\epsilon_{w,4}$</td>
<td>$\epsilon_{w,5}$</td>
</tr>
<tr>
<td>3CHW</td>
<td>12.9</td>
<td>14.5</td>
<td>20.67</td>
<td>19.40</td>
<td>69.38</td>
</tr>
<tr>
<td>PIV</td>
<td>13.5</td>
<td>14.75</td>
<td>17.96</td>
<td>21.05</td>
<td>60.53</td>
</tr>
</tbody>
</table>

Figure 5.7: Ratio of standard deviations $\sigma_{w}/\sigma_{u}$ on a isoheight line at $z = 2$ m a.g.l. and $z = 5$ m a.g.l. Squares: 3CHW for Re$_{h_1}$, and triangles: 3CHW for Re$_{h_2}$. Full-scale results (yellow dots with uncertainty bars). Velocity components expressed in Bolund reference system. Line B. Wind direction $270^\circ$.

Figure 5.8: Ratio of standard deviations $\sigma_{w}/\sigma_{u}$ on a isoheight line at $z = 2$ m a.g.l. and $z = 5$ m a.g.l. Continuous lines: PIV for Re$_{h_1}$, dashed lines: PIV for Re$_{h_2}$, squares: 3CHW for Re$_{h_1}$ and triangles: 3CHW for Re$_{h_2}$. Velocity components expressed in Bolund reference system. Full-scale results (yellow dots with uncertainty bars). Line B. Wind direction $270^\circ$. 
ABSTRACT: For many wind farms close to a shoreline, the atmospheric conditions at the site can be markedly affected by the transition between sea and land, and vice versa. This can be especially pronounced in the case of a smooth to rough transition, with unstable conditions upstream (i.e. potential temperature gradient of 3.3 K/km). The surface conditions upstream of the transition are adiabatic, with a roughness of 0.03 m. Downstream of the transition, the surface roughness is reduced to 0.0002 m and a temperature profile is imposed. In the simulated case, SST only for the real site, an island off the Norwegian coast, was used as input.

1. INTRODUCTION

The surface layer can lead to significant overestimation of the hub height wind speed when comparing numerical data with measured data. Turbulence is modelled with a two-equation model, and through the study of the development of the IBL downstream of the transition, we find that the IBL height from the CFD is well fitted by the expression:

$$h_{IBL} = 0.09z_{0}^{\alpha}$$

where $z_{0}$ is the fetch. For neutral flows, with a smooth to rough transition, the dependency is $h_{IBL} = 0.146z_{0}^{\alpha}$.

2. APPROACH

In this paper, we consider the effect of a smooth to rough transition on the atmospheric conditions at the site. The CFD simulations are solved with a transient RANS approach, carried out with ANSYS Fluent. The simulations are validated with data recorded on a mast located within the wind farm, with a height of 90 m above ground level (AGL), and with wind speed data gathered at a mast on a real site, an island off the Norwegian coast.

3. VALIDATION

The validation of the CFD simulations is carried out with a model that uses wind speed data gathered at a mast on a real site, an island off the Norwegian coast. The model includes atmospheric stability effects and a transport equation for the dry potential temperature. The CFD results agree well with equation (2) with a modified value of $\beta = 0.47 \pm 0.04$.
between the land and the sea in excess of 5K. In this case, the IBL height 10km downstream of the transition is typically less than 70m, a typical hub height for turbines.

3.3 Real site: Smøla island

This approach has also been applied to the coastal transition with roughness and thermal discontinuity for the site of the Smøla wind farm, located on an island off the coast of Norway. Before the wind farm was built, the site was equipped with 4 masts, M102, M121, M122 and M123, as shown in Figure 3, all of them with instruments at 10, 30 and 50m. A taller, more recent mast, Mnew, was installed to collect data once the wind farm was operational. This mast measures the wind conditions at 10, 29, 65 and 68m, and is unaffected by turbine wakes for directions from the south-east to the north-west. The wind resource assessment at the wind farm was carried from the earlier data set, gathered at the shorter masts. A comparison between the actual and predicted net P50 for this wind farm shows that the predicted P50 was over-estimated by about 20%. Additional background information about the Smøla wind farm can be found in [10].

The terrain on the island is of moderate complexity, with elevations from sea-level to about 200m. The roughness increases with height above sea level, and varies between the land and the sea in excess of 5K. Locally, the complexity results more from the jagged topography of the coastline than from changes in elevation. Note that because of the many small islands, upstream of the main island, the exact distance to the coast is not very well defined. For mast Mnew for example, for a direction from the southwest, the fetch can vary between 6 to 10km depending on how many of the small islands are accounted for as land. Further out (at distances of the order of 20km) the site wind conditions are influenced by abrupt terrain changes located to the south/south-east of the island.

In this analysis, we focus on wind directions from the south-west for which the flow upstream of the island travels over long fetches of the Norwegian Sea. The conditions modelled for the coastal transition assume a well-mixed boundary layer over the sea (roughness of 0.002m) with adiabatic surface conditions and impose a temperature contrast of 0K between the sea and the land (increased roughness of 0.03m, and imposed to elevations above 1m). While stationary boundary conditions are maintained, the flow field is solved via transient simulations, and solutions are analysed after having reached a stationary state. A range of temperature offsets was used, with values of -2K, -5K and 10K for stable surface conditions, and +2K, +5K, and 10K for unstable conditions.

The implications of the slow IBL growth in stable conditions are best illustrated by looking at the developing velocity profiles, examples of which are shown in Figure 4, for the mast locations Mnew and for the wind direction 225°. As clearly seen from these profiles, the resulting IBL height in stable conditions is strongly reduced as the temperature contrast increases. For temperature contrasts between the sea surface and the land that are larger than 5K, the thickness of the IBL is typically 50m or even less at 6-10 km downstream of the sea. The wind shear in the internal layer is significantly stronger than in the layer above. A comparison between the profiles at Mnew obtained with adiabatic conditions, and the upstream profile, demonstrates that the roughness increase on its own is reducing the wind speed in the lower levels. Because the turbulent mixing is not hindered downstream of the transition in the adiabatic case, the resulting profile shows a relatively constant shear exponent throughout the boundary layer (i.e. a more or less constant slope for the profile when plotted vs \( \ln(z) \)). When stable conditions are combined with an increased roughness, however, the reduced turbulent mixing hinders the vertical momentum flux near the ground, which leads to an increased velocity deficit and the development of an inner layer with strongly increased shear.

Figure 2. IBL height vs fetch for a land to sea transition with stable surface conditions over the sea. Isolated symbols: CFD results. Continuous lines: Multitemporal correlation with a slightly modified \( \beta \) of 0.43. From light grey to black: Sea/Land temperature contrasts of -2K, -5K, -10K and -20K.

Figure 4. Velocity profiles for the sector 225° at location Mnew on the real site, located approx. 8km from the coast. The upstream profile over the sea is shown with a dashed line. The profiles at Mnew from neutral (adiabatic) to increasingly stable conditions are shown, labelled with the applied sea/land temperature contrast. The horizontal dashed line marks a typical hub height of 70m.

The implications of the slow IBL growth in stable conditions are best illustrated by looking at the developing velocity profiles, examples of which are shown in Figure 4, for the mast locations Mnew and for the wind direction 225°. As clearly seen from these profiles, the resulting IBL height in stable conditions is strongly reduced as the temperature contrast increases. For temperature contrasts between the sea surface and the land that are larger than 5K, the thickness of the IBL is typically 50m or even less at 6-10 km downstream of the discontinuity. The wind shear in the internal layer is significantly stronger than in the layer above. A comparison between the profiles at Mnew obtained with adiabatic conditions, and the upstream profile, demonstrates that the roughness increase on its own is reducing the wind speed in the lower levels. Because the turbulent mixing is not hindered downstream of the transition in the adiabatic case, the resulting profile shows a relatively constant shear exponent throughout the boundary layer (i.e. a more or less constant slope for the profile when plotted vs \( \ln(z) \)). When stable conditions are combined with an increased roughness, however, the reduced turbulent mixing hinders the vertical momentum flux near the ground, which leads to an increased velocity deficit and the development of an inner layer with strongly increased shear.
Figure 5. Velocity profiles for the sector 225° at location Mnw on the real site, located approx. 6km from the coast. The upstream profile over the sea is shown with a dashed line. The profiles at Mnw from neutral (adibatic) to increasingly stable conditions are shown, labelled with the applied sea/land temperature contrast. The horizontal dashed line marks a typical hub height of 70m.

An attempt was made to compare the wind speed ratios obtained between pairs of anemometers at mast Mnw, with those simulated under various stability conditions. Without relevant temperature measurements on the site, surface stability conditions were instead derived and classified by the gradient Richardson number (between 2 and 65m) from a WRF reanalysis data set concurrent with the mast data set. The WRF reanalysis was carried out with a 6 km resolution for a period from 1979 to 2012, with ERA interim as boundary conditions. The planetary boundary layer scheme was the 1.5 order scheme of Mellor and Yamada (1982). In order to filter out poorly correlated records between the mast data set and the WRF data set, both data sets were binned by gradient Richardson number (between 2 and 65m).

Figure 6. Wind speed ratios between 10 and 65m (grey) and 29 and 65m (black) for the wind direction 225°. Continuous line: CFD results, dashed line: Monin-Obukhov theory, symbols and error bars: data at the mast binned by gradient Ri from WRF simulation.

To investigate this apparent deficiency of the CFD model, we carried out some comparisons between the simulated and measured velocity profiles at the location Mnw. In order to reduce potential issues associated with fast transient, we identified events with good persistence of the wind direction 225° (i.e. wind direction within 10° of the specified direction for a period of 4 hours). Figure 7 shows two such events. In the top chart, 4 consecutive measured profiles (labelled t, t+1h, t+2h, t+3h) were classified as strongly stable conditions. Comparing the measured profiles with the CFD simulation results (lines) suggests that for this stability classification, the wind data and the CFD are in good agreement. The chart at the bottom of Figure 7 shows measured profiles which were all classified as being strongly unstable from the Ri derived from the WRF analysis. For this event again, we have good agreement between the WRF classification, the wind data and the CFD results.

Other events however show that the agreement between the wind data, CFD and WRF classification is not so good. Such an event is shown in Figure 8. In this case, based on the Ri from WRF, the conditions at the site are classified as strongly stable, yet the comparison between the measured profiles and the CFD suggest that the conditions are rather unstable. Turbulence intensity measurements at the mast for this event show high values, also suggesting that the conditions at the time were unstable. We conclude from this that the WRF classification of the stability conditions can be unreliable. A consequence of this is that events, which are wrongly classified as between 10 and 65m when in fact they are unstable, will lead to large values of the ratio v(10m)/v(65m) attributed to stable cases. This will introduce an upwards bias to the values of the averaged v(10m)/v(65m) at high Ri shown in Figure 6. We would therefore argue that what may have looked like a deficiency in the CFD model, with the ratio v(10m)/v(65m) from the CFD under-predicting the measured ratio, is in fact an issue with the stability classification. We expect that the true measured v(10m)/v(65m) would be lower than shown with a more robust stability classification.
is also affected by the stability conditions. We have attempted to quantify this by calculating the ratio between the REWS and the hub height wind speed for all 68 turbines on site. Table 2 gives the average of this ratio across the wind farm for adiabatic and stable surface conditions. With increasingly stable conditions, this ratio decreases. The implications is that, for a given hub height wind speed, the available power, proportional to the cube of the REWS, will decrease too as the conditions become increasingly stable.

The errors associated with the extrapolation and reduction in REWS are of similar magnitude. In strongly stable conditions (thermal discontinuity of ~5K or more), the superposition of both errors can lead to an overestimation of ~7-8% for the wind speed. In the cubic part of the power curve, this can translate to errors in the P50 of ~21-24%. Since the surface conditions on Smøla appear to be predominantly stable in about 5/6 of the time according to the distribution of gradient (ii) for this site, this will seriously impact the resources for this site and goes a long way in explaining the gap between the predicted and actual P50.

Table 1. Overestimation of wind speed at 70m, when extrapolating data from 30 and 50m, assuming a constant shear. Location Mnew, conditions: 10 m/s @ 50m

<table>
<thead>
<tr>
<th>Surface stability</th>
<th>REWS/hub (wind speed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adiabatic</td>
<td>98.5%</td>
</tr>
<tr>
<td>-2K</td>
<td>96.9%</td>
</tr>
<tr>
<td>-5K</td>
<td>95.7%</td>
</tr>
<tr>
<td>-10K</td>
<td>95.8%</td>
</tr>
</tbody>
</table>

Table 2. Ratio of Rotor Equivalent Wind Speed to hub height wind speed in adiabatic and stable conditions.

5. CONCLUSIONS

This investigation demonstrates that the CFD model is able to capture IBL growth downstream of a discontinuity, across which both roughness and surface stability conditions change. The resulting IBL growth agrees well with correlations from the literature, for both neutral and stable conditions downstream of the discontinuity. This has significant implications for wind farms sited close to the coast. We show that when stable conditions prevail downstream of the coastal transition, the IBL grows very slowly. For fetches of the order of 5-10 km, the resulting IBL height tends to be smaller than a typical hub height of 70m, when the sea/land temperature contrast is in excess of 5K. If such conditions are frequent on site, then using mast data from within the surface layer can lead to significant overestimation of the resource at hub height when extrapolating with the measured shear. In addition to the vertical extrapolation error, the change in the shape of the velocity profile also negatively impact the rotor equivalent wind speed (i.e. the available energy) when stable surface conditions prevail. Both these effects go a long way in explaining the gap between the actual P50 and the P50 predicted without accounting for the presence of the coastal transition with predominantly stable conditions. In the case of the Smøla wind farm the shortfall was approximately 20%.

ACKNOWLEDGEMENTS

The authors wish to thank Statoil for funding this analysis, and providing access to the information about the Smøla site.

REFERENCES

The new UK wide offshore wind dataset is also based on NWP model data, combining a 30 year archive at 4.4km resolution with an operational dataset, summarised in Section 2.2. The Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4+ year archive of these data. The MetUM is a recognised state-of-the-art forecast and climate seamless modelling system. The range of model resolutions used, from the hindcast and the operational archive, provides site-specific guidance on wind resources which can be used to produce wind maps. The increased resolution in the 30 year dataset improves the spatial coverage of high wind speeds as shown in Figure 2. The remainder of this paper is set out as follows. A summary of the models used is provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset. The approach has been verified against met mast measurements and an improvement is seen above just using the 30 year dataset, especially in the absolute biases. The increased resolution in the 1.5km model results in a better resolved coastline which enables the new UK wide offshore wind dataset to be a comprehensive and efficient method and shows the advantages that are possible to gain through combining different forecast datasets, including operational models.
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### 1. Introduction

The offshore wind resource of the UK is amongst the best in the world and The Crown Estate works with industry and government to bring investment into this industry. The Crown Estate was awarded a contract by The Crown Estate to produce a new UK wide offshore wind dataset at a height of 110m. This has been created using two forecast datasets produced using the Met Office’s numerical weather prediction (NWP) model, the Unified Model. One of the datasets is a 30 year hindcast at a height of 10m, while the other is a 4 year operational forecast at the same height. The new UK wide offshore wind dataset is produced at two resolutions 4.4km and 1.5km over UK offshore areas (Figure 1). Since December 2010 the Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4 year archive of these data. The MetUM is a recognised state-of-the-art forecast and climate seamless modelling system. The range of model resolutions used, from the hindcast and the operational archive, provides site-specific guidance on wind resources which can be used to produce wind maps. The increased resolution in the 30 year dataset improves the spatial coverage of high wind speeds as shown in Figure 2. The remainder of this paper is set out as follows. A summary of the models used is provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset. The approach has been verified against met mast measurements and an improvement is seen above just using the 30 year dataset, especially in the absolute biases. The increased resolution in the 1.5km model results in a better resolved coastline which enables the new UK wide offshore wind dataset to be a comprehensive and efficient method and shows the advantages that are possible to gain through combining different forecast datasets, including operational models.

### 2. NWP model data used

#### 2.1 High resolution 1.5km data

The new UK wide offshore wind dataset is also based on NWP model data, combining a 30 year archive at 4.4km resolution with an operational dataset, summarised in Section 2.2. The Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4+ year archive of these data. The MetUM is a recognised state-of-the-art forecast and climate seamless modelling system. The range of model resolutions used, from the hindcast and the operational archive, provides site-specific guidance on wind resources which can be used to produce wind maps. The increased resolution in the 30 year dataset improves the spatial coverage of high wind speeds as shown in Figure 2. The remainder of this paper is set out as follows. A summary of the models used is provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset. The approach has been verified against met mast measurements and an improvement is seen above just using the 30 year dataset, especially in the absolute biases. The increased resolution in the 1.5km model results in a better resolved coastline which enables the new UK wide offshore wind dataset to be a comprehensive and efficient method and shows the advantages that are possible to gain through combining different forecast datasets, including operational models.

### 2.2 Euro4 hindcast

The purpose of the project was to provide a reliable and comprehensive forecast for the offshore wind energy industry. The Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4 year archive of these data. The MetUM is a recognised state-of-the-art forecast and climate seamless modelling system. The range of model resolutions used, from the hindcast and the operational archive, provides site-specific guidance on wind resources which can be used to produce wind maps. The increased resolution in the 30 year dataset improves the spatial coverage of high wind speeds as shown in Figure 2. The remainder of this paper is set out as follows. A summary of the models used is provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset. The approach has been verified against met mast measurements and an improvement is seen above just using the 30 year dataset, especially in the absolute biases. The increased resolution in the 1.5km model results in a better resolved coastline which enables the new UK wide offshore wind dataset to be a comprehensive and efficient method and shows the advantages that are possible to gain through combining different forecast datasets, including operational models.

### Figure 1: UKV Domain - purple shows 1.5km

The UKV has 70 terrain following vertical levels with a resolution of 1.5km (purple area in Figure 2), but a model top of 40km. The UKV uses incremental 3D variational data assimilation (3D-Var), on a grid that is 4km × 4km (or 4km × 1.5km), dark blue shows area of variable resolution.

### Figure 2: Euro4 hindcast

The hindcast at 4.4km resolution with an operational archive of 4 years of 1.5km resolution data. Further details on the models are provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset.

### Summary

The new UK wide offshore wind dataset is also based on NWP model data, combining a 30 year archive at 4.4km resolution with an operational dataset, summarised in Section 2.2. The Met Office has been running a configuration of the MetUM called the UKV [3], resulting in a 4 year archive of these data. The MetUM is a recognised state-of-the-art forecast and climate seamless modelling system. The range of model resolutions used, from the hindcast and the operational archive, provides site-specific guidance on wind resources which can be used to produce wind maps. The increased resolution in the 30 year dataset improves the spatial coverage of high wind speeds as shown in Figure 2. The remainder of this paper is set out as follows. A summary of the models used is provided in Section 2. The post-processing techniques used to generate TAFs at a height of 110m (15m above the model top) were applied to the full 30 years of 4.4km data to produce a dataset which utilised the high resolution, optimal configuration and data assimilation of the operational 1.5km archive as well as benefiting from the long term variability of the 30 year hindcast dataset. The approach has been verified against met mast measurements and an improvement is seen above just using the 30 year dataset, especially in the absolute biases. The increased resolution in the 1.5km model results in a better resolved coastline which enables the new UK wide offshore wind dataset to be a comprehensive and efficient method and shows the advantages that are possible to gain through combining different forecast datasets, including operational models.
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this inclusion of mesoscale models either forced by reanalyses or operational forecast models reduce the biases substantially compared to modern reanalyses alone [4].

The Met Office has produced a hindcast dataset covering 1979-present at 4.4km resolution over Europe, created to provide a long-term, high resolution and consistent dataset. This is something that could not be achieved using the operational systems as this 4.4km domain over Europe (Euro4) has only been running since 2013 and so there is only a short archive of operational data available.

The MetUM is used to downscale the complete period of ERA-Interim [5] since 1979 to provide a hindcast for this period, allowing there to be a consistent long-term hourly dataset. Operationally the Euro4 downscales directly the Met Office’s operational global model, however this has a much higher resolution (~17km) than ERA-Interim (~80km); as a result for the hindcast another model was nested in between ERA-Interim and the Euro4 domain at a resolution of 12km to address this step change, as well as the change in model formulation. The domains of the 12km model and the Euro4 can be seen in Figure 3.

![Figure 3: Euro4 domain - Euro4 domain (blue) nested inside 12km model domain (green)](image)

The 12km model was reinitialised from ERA-Interim every 24 hours and used the 6-hourly ERA-Interim analyses at the boundaries. The 12km model in turn provided the initial and boundary conditions (hourly) for the Euro4 domain. The Euro4 started 6 hours in to the 12km forecast, and the first 6 hours of the Euro4 forecast were discarded to account for model spin up, the next 24 hours of forecast data were stored as the hindcast. This set-up resulted in the hindcast dataset comprising of 10,957 forecasts to span December 1984 to November 2014 inclusive (the period used for this work).

### 2.3 Benefits of UKV over Euro4 hindcast

The UKV is the primary forecast model used at the Met Office for UK forecasts and as a result there has been significant investment in the configuration, which means through using the archive of this forecast system the new offshore wind dataset is benefitting from many years of work to produce an optimised weather forecast model. It is corrected to be a state-of-the-art forecasting model and is extensively verified daily over a variety of weather regimes and circulations. As an operational model it uses the optimal configuration and is driven by the operational global model, which until July 2014 was at ~25km horizontal resolution at mid-latitudes; July 2014 it was upgraded to ~17km resolution.

The UKV contains data assimilation and as such the results should be much closer to observations. The Euro4 hindcast does not contain data assimilation, though ERA-Interim does.

The increase in resolution of the UKV over the Euro4 (1.5km vs. 4.4km) means that there is an improved land sea mask, which is important when looking at winds in coastal regions. In addition the better resolved orography will also make an impact on the winds in coastal regions.

### 3. Processing

To produce the 1.5km resolution dataset, both the 4.4km and 1.5km datasets were combined to utilise the benefits of the very high resolution and data assimilation of the UKV, retaining the climatological information from the long Euro4 hindcast. A direction dependent linear regression was used to do this.

Four forecasts per day were used from the UKV archive, where the data were taken from T+3. Only one forecast per day is available in the Euro4 hindcast, which takes the data from T+4. A schematic of which forecast runs were used is shown in Figure 3. All of the matching forecast pairs (i.e. same validity time) between the UKV forecasts and the Euro4 hindcast were found over 4 calendar years December 2010 to November 2014. These matched pairs of data were binned dependent on the Euro4 wind direction into twelve 30° wind direction bins (-15°≤d<15°, 15°≤d<45°, …, 315°≤d<345°). For each of these bins linear regression coefficients were found. These were then applied to the 30 years of Euro4 hindcast data to produce the dataset which is representative of the 30 year climatology, but corrected using the directional dependent linear regression.

<table>
<thead>
<tr>
<th>UKV</th>
<th>Euro4</th>
</tr>
</thead>
<tbody>
<tr>
<td>T+3</td>
<td>T+6</td>
</tr>
<tr>
<td>T+4</td>
<td>T+7</td>
</tr>
<tr>
<td>T+5</td>
<td>T+8</td>
</tr>
<tr>
<td>T+6</td>
<td>T+9</td>
</tr>
<tr>
<td>T+7</td>
<td>T+10</td>
</tr>
<tr>
<td>T+8</td>
<td>T+11</td>
</tr>
<tr>
<td>T+9</td>
<td>T+12</td>
</tr>
<tr>
<td>T+10</td>
<td>T+13</td>
</tr>
<tr>
<td>T+11</td>
<td>T+14</td>
</tr>
<tr>
<td>T+12</td>
<td>T+15</td>
</tr>
<tr>
<td>T+13</td>
<td>T+16</td>
</tr>
<tr>
<td>T+14</td>
<td>T+17</td>
</tr>
<tr>
<td>T+15</td>
<td>T+18</td>
</tr>
<tr>
<td>T+16</td>
<td>T+19</td>
</tr>
<tr>
<td>T+17</td>
<td>T+20</td>
</tr>
<tr>
<td>T+18</td>
<td>T+21</td>
</tr>
<tr>
<td>T+19</td>
<td>T+22</td>
</tr>
<tr>
<td>T+20</td>
<td>T+23</td>
</tr>
<tr>
<td>T+21</td>
<td>T+24</td>
</tr>
<tr>
<td>T+22</td>
<td>T+25</td>
</tr>
<tr>
<td>T+23</td>
<td>T+26</td>
</tr>
<tr>
<td>T+24</td>
<td>T+27</td>
</tr>
<tr>
<td>T+25</td>
<td>T+28</td>
</tr>
<tr>
<td>T+26</td>
<td>T+29</td>
</tr>
</tbody>
</table>

Table 1: Schematic showing forecast runs for UKV and Euro4 for each hour of the day

Both the calculation of the linear regression coefficient and the application to the Euro4 winds were done on the model level heights. Hence the results shown and discussed in this section are at 93.3m, the closest model level height to the final hindcast height of 110m.

For each bin the correlation coefficient, $r^2$, was calculated. As expected due to the regression being between two modelled datasets both produced using the MetUM, there is a good level of correlation. Depending on the wind direction bin, between 48% and 98% of the points have a value of $r^2 \geq 0.70$, with an average of 80% across all the bins. The areas with the lowest values of $r^2$ are mostly either downwind of land or very near coast, i.e. an inlet. For some very near coast points the values of $r^2$ are very low, however this tends to be for the bins where the wind direction is less frequent.

When looking at the values of $r^2$ for just the prevailing wind direction the lowest value is 0.29, with a maximum of 0.98 and an average of 0.89, Figure 4. Although the lowest value is still low, 98% of the domain has a value of $r^2 \geq 0.70$. Most of the areas which still have low values of $r^2$ are the inlets and areas around small islands, at these points this is where there will be the biggest differences between the land sea masks of the Euro4 and UKV models as this is very resolution dependent.

Once the regression has been applied the model level data was interpolated to the dataset output height, 110m, assuming a neutral logarithmic profile between the nearest two model levels, 93.3 and 133.3m.

### 4. Results

As both 4.4km and 1.5km resolution data are available in the new UK wide offshore wind dataset, it is possible to compare them and make some comparisons to show what the inclusion of 4 years of the high resolution forecast data adds to the dataset.

#### 4.1 Validation

In this paper, 7 offshore and 4 near-shore met mast observations, some with multiple heights, were used to verify the dataset. The met mast data does not span the full 30 years, nor is much of it at the 110m height of the dataset; as a result time series at the met mast locations have been produced using the same method but at the height of the observation, so that the hourly data can be compared and also at the correct heights without any additional interpolation. It should be noted that all the near-shore and 2 of the offshore met mast observation periods are less than 1 year in length.

The observed and model wind speeds, at hourly frequency, show good agreement with $r^2$ values in the range 0.75–0.84 for both the 4.4km and 1.5km resolution data offshore and 0.63–0.75 for both the 4.4km and 1.5km near-shore. The inclusion of the 1.5km data at these sites only made a small, but mainly positive impact on the $r^2$ values.
Table 3 shows a summary of the verification of the 4.4km raw model data and the 1.5km regression-corrected data. Table 3 (and also later Table 4) have a weighting applied so that short observational periods do not dominate the results, a linear weighting is applied to any site with less than 360 days of observations. Where more than one height is available for a site a mean across all the heights is taken as the value for that site.

By using the 1.5km data, generally the bias and absolute bias are reduced except for the near-shore mean bias. The best values of the standard deviations of the biases are evenly split between the 4.4km and the 1.5km data.

When looking at the sites individually (Table 2), for offshore 47% of the site-height pairs (7 out of 15) have an improved bias through the application of the 1.5km regression, but 100% have an improved absolute bias. For near-shore 78% of the site-height pairs (7 out of 9) have both an improved bias and absolute bias by applying the 1.5km regression, however 22% (2 out of 9) are degraded by the application.

The dataset has been verified against as many observations as were available to us (11 offshore and 4 near-shore combined across both verification data sets) giving 45 site-height pairs, spanning over 41 site-years of hourly data (108 site-height-years). However, 15 sites for a dataset comprising 37,828 points (4.4km data) and 74,474 points (1.5km data) is still a very small sample.

### 4.2 Resolution comparison

As shown in Section 4.1, depending on the statistics used to assess the data the magnitude of the benefits of the inclusion of the 1.5km regression over using the raw 4.4km resolution data varies. However, especially when considering absolute bias, there is a clear benefit.

The other feature, which is not possible to verify without an extensive network of observations is the increased resolution of the data itself, giving more spatial variability to the winds and increased coastal detail. The difference between the two datasets is shown in Figure 5.

This shows that in general the application of the regression using the 1.5km data in general decreases the wind speeds slightly.
decadal datasets the full sampling of a multi decadal period is often overlooked.

The approach has been verified against a number of meteorological masts both offshore and near-shore and at varying heights. It has been shown that in general there is an improvement by applying directional dependent regression based on the 1.5km data, especially in the absolute biases.

In addition to the positive impact on the absolute biases by applying the direction dependent regression based on the 1.5km resolution, there is a better represented coastline in the model, resulting in increased coastal detail in the final dataset.

The 4.4km dataset is available on the Marine Data Exchange at: http://www.marinedataexchange.co.uk/search?q=marine%20data, areas marked in pale green are those points considered to be land in the models.

5 Conclusions

A 30 year of records of wind dataset has been produced at a height of 110m above sea level, based on numerical modelling of the meteorological conditions over a 30 year period (December 1984 to November 2014). The dataset was produced at two resolutions, 4.4km over the renewable energy zone (REZ) Waters and at 1.5km over areas with a water depth of less than 40m. The 1.5km dataset used a directional dependent linear regression to combine 4 years of 1.5km resolution operational wind data with 30 years of 4.4km hindcast data.

When just looking at long term average wind speeds the effects may be smaller and more consistent and Figure 8 shows the difference in long term mean wind speed between the 30 and 15 year period. As winds, but also from the inclusion of high resolution data assimilation and four forecasts available per day, the UK scale high resolution data benefits from the variability of the multi decadal period and hence is more representative of the long term wind speed distribution. Whether the 1990s, which were windier on average, are included will make a large difference on the long term average wind speeds.

Using this operational high resolution model data means that the dataset benefits not only from increased resolution, which is particularly important over the coastal regions where a better resolved land sea mask will have a large impact on the wind speed distribution. Due to the computational time and cost to produce multi decadal datasets at the full sampling of a multi decadal period is often overlooked.

Both the 4.4km and 1.5km datasets are at a significantly higher resolution than the wind speed distribution is very important. Due to the computational time and cost to produce must be used in order to capture the inter-annual wind speeds.
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Abstract: The present article proposes a framework for validation of stationary wake models that wind developers can use to predict the energy production of a wind power plant more accurately. The application of this framework provides a means to quantify the uncertainty of annual energy production predictions. Additionally, this methodology enables the fair comparison of different wake models. Furthermore, the methodology enables the estimation of how much information can be obtained from a measurement dataset to quantify model inadequacy. In the present work, the proposed framework is applied to the Horns Rev 1 offshore wind power plant. The model uncertainty of a modified N. O. Jensen wake model under uncertain undisturbed flow conditions was studied. Evidence of model inadequacy is found in terms of a bias in the predicted AEP distribution. It was found that the use of the official power curve compensates the errors in the wake model, as a consequence a larger uncertainty of the overall model is predicted. Furthermore, a study of wake model benchmarking based on filtered flow cases indicates that measurement uncertainty in the wind speed and wind direction is large enough to obtain any evidence of model inaccuracy even for the simplest wake models.
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1. Introduction
There is a need in the wind energy industry for better predictions of wind farm power production. In particular inventories and financial institutions are interested in understanding the uncertainty of production predictions in order to help them take better decisions about investing in a particular wind energy project. Previous efforts for wake model benchmarking and validation using offshore wind plant supervisory control and automation (SCADA) data have been performed in the past, some examples are the work of Barthelemy et al. [1], Hansen et al. [5], Gaumond et al. [4], and Rother et al. [13] and Moriarty et al. [10]. These studies were based on the filtering of the measurement datasets into wind speed and wind direction bins, also called flow cases. All the publications pointed out that due to the large uncertainties in the inflow conditions it has not been possible to obtain statistical evidence about model inaccuracy. Furthermore, the large number of wake models that have been evaluated produce a wide spread of power production predictions for apparently simple flow cases.

In general filtering of SCADA datasets is still a common practice and uncertainties in the inflow conditions are usually disregarded. The limitations of filtering the flow cases in terms of wind direction uncertainty has been studied in Gaumond et al. [4]. It was concluded that for large enough wind direction bins around 30° an accurate prediction of the mean power production can be done even with the most simple models. In contrast for narrow wind direction bins the mean power production can not be accurately predicted if the wind direction uncertainty is neglected. Additionally the flow cases that have been used in the literature reduce the observed data to only the very few cases in which all the wind turbines (studied) are available and under normal operation. Réthoré et al. (14) reported that for a wind power plant with 80 turbines only between 9 to 20% of the observations can be used. This limited number of observations has made it challenging to conclude about the uncertainty in annual energy production (AEP) predictions due to the low representation of the flow cases observed in which all turbines are under normal operation.

1.1. Objectives of the present study
The present study has the following objectives:

(1) To map the wake model prediction error for a given wind power plant energy production as a function of the uncertain undisturbed flow conditions.

(2) To estimate the wake model uncertainty to predict the mean power production of a given wind power plant when there is measurement uncertainties in each variable.

(3) To estimate the wake model uncertainty of the undisturbed wind power plant. It is important to remark that in this work uncertainty in AEP refers to the probability density function or distribution of possible annual energy production and not just the standard deviation around its expected value.

1.2. Model validation under uncertainty
The present work follows the framework for verification, validation and uncertainty quantification of computer codes presented by Roy and Oberkampf [15]. This framework is very relevant for wind energy since it proposed a division between epistemic uncertainty (uncertainties that are due to lack of knowledge but that could be reduced e.g. individual measurements uncertainties, statistical uncertainty due to a limited sample size and model uncertainty) from the aleatory uncertainty (uncertainties that can not be reduced e.g. real wind speed and real wind direction distributions during a time period). In this framework, multiple realizations of the epistemic uncertainty of the inputs are sampled for each individual realization of the aleatory uncertainty of the inputs. By evaluating the model in each of these cases one can predict a set of distributions of the output. A similar approach is done for the possible realizations of the observed current output. Multiple realizations of the epistemic uncertainty are sampled for each realization of the aleatory uncertainty of the output. Roy and Oberkampf [15] and Person et al. [3] have proposed the use of the area validation metric to compare the distributions of model predictions and measured outputs under uncertainty. These articles argue that the area validation metric is a good estimator of the model uncertainty. In order to study the impact of measurement uncertainty and model uncertainty in the prediction of AEP it is important to be able to separate the natural (aleatory) variability of the flow resources from the measurement (epistemic) uncertainty of each individual 10-minutes measurement.

2. Methodology
2.1. Inputs/output measurements
The SCADA data was processed following the methodology that has been described by Réthoré et al. [14] in order to remove calibration shifts through time. In particular, nacelle position sensors tend to have large calibration shifts due to the inability to use magnetic north tracking close to large generators. Turbines are forced to perform a full 360° turn, turn to recalibrate the nacelle position signal. It is important to recognize that an individual turbine yaw angle signal is not an accurate estimator of the wind direction. The settings of the yaw control are known but the yaw control receives yaw errors and time dependence (filtering) due to the controller. Control tuning time. The present work assumes that a large scale structure uncertainty can be estimated from multiple yaw sensors, because the individual yaw errors of each turbine compensate each other.

Wind speed
The undisturbed wind speed (WS) was estimated using the average of the nacelle anemometer on the three flat-plate operating turbines at each 10-minutes period. This average represents a spatially averaged undisturbed wind speed, in individual signals were checked for measurement quality before the averaging process was applied, which means that the number of available wind speed signals varied for each 10-minutes. The quality check consisted in comparing each individual upstream nacelle anemometer with the raw spatially averaged undisturbed wind speed. Periods that showed uncommon behavior (time increasing standard deviation) were removed.

Two additional corrections were applied to the undisturbed wind speed based on multiple nacelle anemometers, the nearby met mast hub height anemometers were used to fit a non-linear nacelle transfer function (NTF). This transfer function was used to correct the estimated wind speed for flow distortion due to the nacelle geometry and due to blade shadowing. The procedure followed is inspired in the procedure described in the IEC standard 64100-12-2 (2013) [7]. The difference with respect the standard lies in the fact that the spatial average undisturbed wind speed was used instead of a single nacelle anemometer.

Finally, an air density correction was applied following the IEC standard 64100-12-1 (2005) [6]. This correction scales the wind speed by the ratio of the current air density (10-min. mean) and the standard atmosphere air density to the one third power. This correction is recommended for normalization of power wind speed measurements for pitch controlled wind turbines [6]. The 10-minutes mean density was estimated following the IEC standard and used the 10 min. mean barometer, air temperature, and water temperature signals.

The elicitation of the uncertainty of the undisturbed wind speed was done following the IEC standard [7]. The differences of uncertainty considered are shown in table 1. The air density correction uncertainty is the result of propagation of barometer, temperature and humidity measurement uncertainties through the air density correction equation [7].

The large scale structures uncertainty was predicted using the trend inside the 10-minutes [11] by computing the difference between the two consecutive undisturbed wind speeds. All sources of uncertainty were assumed to be independent and normally distributed. It is important to remark that the uncertainty for the 10-minutes is estimated for each individual 10-minutes period.

Table 1: Sources of uncertainty in spatially averaged undisturbed wind speed

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>ISO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Operation</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Mounting</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>NTF correction</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Air density correction</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Large scales structures</td>
<td>B</td>
<td>7</td>
</tr>
<tr>
<td>Statistical</td>
<td>A</td>
<td>7</td>
</tr>
</tbody>
</table>

Note that type B uncertainties need to be normalized by applying a covariance factor of $\sqrt{\frac{1}{3}}$. The total uncertainty was evaluated using eq. 1 (this equation uses a general notation for any measured variable $x$). In this equation the left term contains the type B uncertainty estimated using type $k$ sensors and the term on the right is the combination of multiple type B uncertainties. Finally, the total value of the wind speed is assumed distributed normally around the mean of the multiple sensors, eq. 2 (this equation uses a general notation for any measured variable $x$).
The undisturbed wind direction was estimated using the IEC standard [7] and is estimated for each individual 10-minutes period. The sources of uncertainty considered are shown in Table 2. The total uncertainty was calculated using eq. 1, while the real value of the wind direction is assumed normally distributed, eq. 2.

Power curve
The experimental power curve was obtained following the recommendations of the IEC standard [7]. Since SCADA databases include a large number of turbines, the experimental power curve was obtained by aggregating multiple upstream wind turbines power measurements as a function of the undisturbed wind speed for a valid wind direction sector.

2.2. Modeling
Wake model
The present work could be applied to any wind model. The wake model used in the present study is a modified N. O. Jensen (NOJ) model [8]. The modified NOJ model was selected for its simplicity and because it is a model still used in the industry. The model assumes a linear wake expansion coefficient (\( l \)) of 0.05 for offshore conditions. In contrast to the original NOJ model, the modified model includes a near wake expansion from 1-D momentum theory occurring at the rotor disc; further more the wake deflection are scaled by the local hub height wind speed at the wake generating wind turbine instead of the undisturbed wind speed. Finally the wake deflections are aggregated based on their probability distribution. The model used in the present study is open source and is available at https://github.com/DTUWindEnergy/FUSED-Wake along other wake models such as the original NOJ [8] and G. C. Larsen semi-empirical wake model [9].

The model used in this study has as inputs the undisturbed wind speed, the undisturbed wind direction, the power and thrust coefficient curves, the wind power plant layout, the linear wake expansion coefficients and the availability for each turbine. As a result the model predicts the power produced by each turbine.

It is important to note that the model was executed for each of the 10-minutes inputs. The wake model was run assuming that the unavailable turbines are not running (for which the idle thrust coefficient was used) during the 10-minutes period.

Propagation of input uncertainties
A Monte Carlo simulation based on LHS sampling was used to study the effect of input uncertainty in the power distribution prediction. Each 10-minute distribution of the real wind direction and wind speed are considered independent due to their epistemic nature [15]. 100 different possible realizations of the real undisturbed flow conditions during the 3 years of analysis were calculated. This enabled to separate the aleatory component of the wind resources from the epistemic uncertainty of the measurement/estimation of undisturbed flow conditions. The present approach can be summarized as a full time series reanalysis with detailed availability and uncertainty for each 10-minutes period.

Power measurement uncertainty sampling
A Monte Carlo simulation based on a 100 LHS sample was used to study the uncertainty that the measurement uncertainty of the observed power distribution. This approach produced 100 possible realizations of the real active power through the three years of analysis.

2.3. Model validation
Area validation metric
A validation metric describes a methodology to compare an experimental distribution of a variable (with measurement uncertainty) to a certain distribution of input measurement uncertainties (e.g. a model). In the current work the area validation metric was used to characterize the error in the prediction of the expected power of the wind power plant (\( P_{WF \, real} \)). The area validation metric quantifies the model uncertainty by comparing the measured rank based cumulative density function (CDF) of the measured and predicted powers, and not only their mean values [3].

Due to the (epistemic) measurement uncertainty, the CDF of the total power measurements is defined as the region between the worst and best realization of the real power. Similarly when the uncertainty in the inputs is propagated through the model then the predicted CDF of total power becomes the region between the worst and best realizations of the model. The area validation metric is the absolute area between the two regions. If there is no area between the two regions there is no evidence of model uncertainty. This could mean that the model is too accurate or that there is too much uncertainty in the inputs. In the present work several comparisons of flow cases were done that illustrate how to use this validation metric to power production and annual energy production predictions.

The area validation metric is used to predict the confidence interval of any uncertainty of the output [15]. Therefore it can be used to estimate the expected model error in the prediction of the annual energy production. It is important to understand model uncertainty as an epistemic uncertainty at this means that it produces uncertainty around the predicted distribution of power. This means that it captures an additional uncertainty quantification for both models.

The area validation metric in both cases is around 45 [MW]. The confidence interval that includes the mean power can be estimated as the distribution obtained by the uncertainty propagation (blue region in fig. 1) [CDF(\( \pm 0.5 \)) and an additional bias (unlikely distributed) given by the validation metric:

\[
\begin{align*}
\text{Area Validation Metric} &= \text{CDF}(P_{WF \, real}) - \text{CDF}(P_{WF \, predicted})
\end{align*}
\]

Table 2: Sources of uncertainty in spatially averaged undisturbed wind direction.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-situ re-calibration</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Yaw signal resolution</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Sensor alignment</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Nacelle position</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Large scales structures</td>
<td>B</td>
<td>[7]</td>
</tr>
</tbody>
</table>

Table 3: Sources of uncertainty in power measurements.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Rel.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Current transducer</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Voltage transducer</td>
<td>B</td>
<td>[7]</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>[7]</td>
</tr>
</tbody>
</table>
Wind speed

Figure 5 presents an example of the transfer function correction based on the anemometer located at the top of the met mast M6 (height of 70 m). Note that the distance between the meteorological mast and each nacelle anemometer is larger than the limit recommended in the IEC standard 61400-12-1 (2013) [7]. Nacelle transfer functions were independently produced using M2, M6, M7 top anemometers and individual nacelle anemometers in order to assess the effect of the assumptions, similar transfer functions were obtained (not shown).

![Figure 5: Nacelle transfer function between top anemometer at M6 and the large scale averaged undisturbed wind speed for the Eastern sector.](image)

It is important to remark that the authors had not access to any information about the calibration, mounting, quality, maintenance of any of the anemometers in the wind farm. To compensate for this the uncertainty estimation is conservatively estimated. The elicitation of the uncertainty of the undisturbed wind speed is shown in table 4. This table does not present the type A uncertainty or the large scale uncertainty, since they are computed independently for each 10-min period. Some periods of non-available data can also be identified from this figure. Moreover the expected model prediction uncertainty, since they are computed independently for each 10-min period. Some periods of non-available data can also be identified from this figure. Moreover the expected model prediction uncertainty, since they are computed independently for each 10-min period.

Table 4: Estimated uncertainty in spatially averaged undisturbed wind speed.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>B</td>
<td>0.05 m/s</td>
</tr>
<tr>
<td>Operation</td>
<td>B</td>
<td>class: 1.7A</td>
</tr>
<tr>
<td>Mounting</td>
<td>B</td>
<td>0.2 %</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>0.05 m/s</td>
</tr>
<tr>
<td>NTF correction</td>
<td>B</td>
<td>2 %</td>
</tr>
</tbody>
</table>

Wind direction

An example of the nacelle position signal re-calibration based on the layout and the power deficit procedure is shown in fig. 6 for the turbines 04 and 14. In this figure the difference between the two blue lines represents the bias in the wind direction for the nacelle position sensor of turbine 04. The NTF correction for the wind direction consisted in removing the bias as a function of wind speed. Figure 7 shows the bias between the large scale averaged wind direction and the wind vane located at M6 at 68 m height. Similar results were obtained for M2 and M7.

![Figure 6: Nacelle position sensor for turbine 04 re-calibration based on the power ratio of turbines 14 and 04.](image)

Figure 7: Undisturbed wind direction bias with respect to the wind vane at M6 at 68 m height as a function of the undisturbed wind speed for the Eastern sector.

A conservative elicitation of the uncertainty in the undisturbed wind direction was done following the standard for single nacelle anemometer uncertainty [7], table 5. This table does not present the type A uncertainty or the large scale uncertainty, since they are computed independently for each 10-min period.

Table 5: Estimated uncertainty in spatially averaged undisturbed wind direction.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-situ calibration</td>
<td>B</td>
<td>3 [deg]</td>
</tr>
<tr>
<td>Year-signal resolution</td>
<td>B</td>
<td>2.5 [deg]</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>0.05 [deg]</td>
</tr>
<tr>
<td>Sensor alignment</td>
<td>B</td>
<td>1 [deg]</td>
</tr>
<tr>
<td>NTF correction</td>
<td>B</td>
<td>1 [deg]</td>
</tr>
</tbody>
</table>

Power

The estimated power measurement uncertainty for each 10-minutes observation is presented in table 6. Note that the power transducers have not been calibrated since installation, and it is observed that the zero power values changes between 1-2 % with reference to rated power.

Table 6: Estimated uncertainty in power measurements.

<table>
<thead>
<tr>
<th>Source</th>
<th>Type</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration</td>
<td>B</td>
<td>2 %</td>
</tr>
<tr>
<td>Current transducer</td>
<td>B</td>
<td>2 %</td>
</tr>
<tr>
<td>Voltage transducer</td>
<td>B</td>
<td>0.9 %</td>
</tr>
<tr>
<td>Data acquisition resolution</td>
<td>B</td>
<td>2 [kW]</td>
</tr>
</tbody>
</table>

3.2. Time series of the main variables

An example of the time series of the undisturbed wind speed, wind direction, total availability, measured total power and model predicted power are presented in figure 9. In this figure the colored areas represent the 99% confidence intervals for each of the variables. These confidence intervals include all sources of uncertainties and should be understood as the region in which the real value lies. It is important to remark that the predicted power confidence interval is the result of the input uncertainty propagation process. This figure superficially reveals a good agreement between measurements and predictions. Furthermore, figure 9 suggests that the confidence intervals predicted by the propagation of input uncertainty are larger than the ones caused by the measured power uncertainty. Note that the confidence intervals in the measured variables reveal that the uncertainty analysis is done for each time period. Some periods of non-available data can also be identified from this figure. Moreover the expected model prediction uncertainty is build by averaging the 100 realizations of power for each 10 minutes (black line in the lower frame in figure 9).

3.3. Wind farm power rose: experimental and modeled

An example of the wind farm power rose is presented in figure 10 for a single realization of the input uncertainty during the 3 years and for a single realization of the output uncertainty during the 3 years. This figure demonstrates that...
the use of the actual available turbines improves the amount of data available to compare the performance of wind farm models.

In order to compare the level of agreement the first step is to analyze the distribution of the prediction error, see figure 11. This figure contrast the power prediction error as a function of the input variables for two cases. Using the official power curve (left frame in figure 11) produces an over-prediction of power at wind directions with less coherent wind turbine alignment; on the contrary, an under-prediction of power occurs at the wind directions of main turbine alignment. The prediction errors of the model that used the experimental power curve show a consistent under-prediction of power through the whole wind rose.

The area validation metric was applied to the cumulative density function of the power, this validation metric gives an uncertainty estimation for the prediction of mean power production (CDF(P)). The CDF of both measured and predicted power are shown in figure 12. Note that the CDFs presented in this figure are the areas between all the possible realizations of both predicted power and measured power. It can be observed that the measurement uncertainty has negligible influence in the area validation metric. Figure 13 presents the comparison using the experimental power curve.

From figures 12 and 13, it can be observed that using the official power curve produces an over-prediction of powers below 90 MW. The opposite effect is observed when the experimental power curve is used: the power is under-predicted of powers below 90 MW. The obtained validation metrics normalized by the experimental mean power were 3% for the official power curve case, and 2% for the model that uses the experimental power curve. This suggests that the model uncertainty is lower if the experimental curve is used. The resulting model uncertainty estimations imply that using the NOJ model with the experimental power curve will predict the actual mean power with an error of ±2%. It is important to highlight that the area validation metric is given in absolute value, which means that it does not hold the sign of the bias. The reason for this is that due to the epistemic nature of model uncertainty, the modeler does not know before hand whether the model over-predicts the power or under-predicts it. Furthermore, the area validation metric penalizes a model that might predict the mean by compensating under-predictions with over-predictions [3].

The area validation metric for the total plant expected power is given in figure 12. The confidence interval presented in figure 16 is a more accurate estimation of the actual bias of the NOJ model. The reason for this is the fact that the use of the experimental power curve minimizes the compensation caused by the over-prediction of the official power curve. Finally it can be observed that the overall shape of the PDF of the AEP is well captured by the model. It can be concluded that the shape of the PDF of AEP only depends on the realization of the climate in the given year (bootstrapped sample).

The final step is to combine the CDF of model AEP with the model uncertainty that was computed in section 3.4. This process is shown in figure 15. The combination of input uncertainty propagation through the model with the expected model uncertainty gives an expected range of AEP distributions. In this figure the blue area represents the range of possible CDF predicted by propagating of input uncertainties, while the green area includes the 3% model uncertainty. It can be observed that the actual distribution of AEP based on the SCADA data (red area) lies inside the predicted range (green area).
The added uncertainty that comes from modeling the power plant at full availability and by applying a percentage of operating turbines for each 1/10 minutes period will be studied using the area validation metric methodology. Finally the model discretization uncertainty will be quantified. This means to understand the effect of creating a wake model response database using a limited number of model evaluations.

5. Conclusions

A bias in the modified NOJ wake model prediction of annual energy production has been identified. The size and sign of this bias depends on whether the official or experimental power curve is used. The use of an experimental power curve gives a larger uncertainty of the overall model based on the area validation metric of total power cumulative density function. The use of an experimental power curve or a site corrected turbulence intensity power curve indicate a lower level of superposition of turbine and wake model errors.

The standard deviation of the AEP distribution was found to be well captured by the NOJ model. It can be concluded that it mainly depends on the realizations of the possible one-year wind climates and it can be more accurately predicted if the measurement uncertainty is taken into account.

Furthermore an explanation to the problem of wake model benchmarking based on filtered flow cases indicates that the measurement uncertainty in the wind speed and wind direction is large enough that there is no statistical evidence about the accuracy of the wake model if the official power curve is used. On the contrary there is statistical evidence of model inadequacy for a narrow flow case if the experimental power curve is used. Further work is planned in which the distribution of model prediction error (model uncertainty) as a function of both wind speed and wind direction for individual wind turbine power is studied.
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4. Discussion

The presented framework can explain the difficulties seen in the previous wake model benchmarking campaigns. The main issue is the effect of input uncertainty in wind speed and direction in the binning process. As a consequence several of the observations obtained when filtering very narrow flow conditions, wind speed and wind direction outside the bin. To show an example of the consequences of this misplacement, the SCADA and modeled databases were filtered for an undisturbed wind direction in the SCADA data and modeled databases were filtered for an undisturbed wind direction inside the wind farm is planned. This study will conclude with the execution of a response surface that captures the dependence of the model uncertainty as a function of the wind speed and wind direction for each individual turbine (wake model validation region). From this results a predictive tool can be generalized such that the SCADA data from Horns Rev 1 could be used to predict the uncertainty on AEP prediction for an offshore wind farm power plant with an arbitrary layout. The proposed framework could be used to benchmark different wake models and to obtain individual validation regions for each model. This two aspects are the focus of the IEA task 31.

The experimental power curve. The combination of input uncertainty propagation through the model with the expected model uncertainty gives an expected range of AEP distributions. It can be observed that the actual distribution of AEP based on the SCADA data lies inside the predicted region.

Figure 16: AEP distribution of 1000 possible years (bootstrap) with measurement uncertainties. NOJ model with experimental power curve.

Figure 17: AEP cumulative probability distribution of 1000 possible years (bootstrap) with measurement uncertainties and wake model uncertainty. NOJ model with experimental power curve.

Figure 18: Area validation metric for CDF(P) for an individual flow case is null.

Figure 19 shows a similar analysis using the experimental power curve. In this case there is a relative model uncertainty of 3%. This evaluation of model inadequacy as a function of wind speed and wind direction requires to consider the measurement uncertainty in undisturbed flow conditions and in power.

4.1. Further work for a full wind power plant AEP uncertainty prediction

The use of area validation metrics for power prediction distributions with uncertainty for each individual turbine inside the wind farm is planned. This study will conclude with the construction of a response surface that captures the dependence of the model uncertainty as a function of the wind speed and wind direction for each individual turbine (wake model validation region). From this results a predictive tool can be generalized such that the SCADA data from Horns Rev 1 could be used to predict the uncertainty on AEP prediction for an offshore wind power plant with an arbitrary layout. The proposed framework could be used to benchmark different wake models and to obtain individual validation regions for each model. This two aspects are the focus of the IEA task 31.
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Nomenclature

AEP Annual energy production
CDF Cumulative probability density function
E[x] Expected value of a random variable
LHS Latin hyper-cube sampling
PDF Probability density function
SCADA Supervisory control and data acquisition
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Figure 16: AEP distribution of 1000 possible years (bootstrap) with measurement uncertainties and wake model uncertainty. NOJ model with experimental power curve.
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Abstract:

For a complex terrain site in Bahia, Brazil, 28 CFD-RANS simulations were carried out, representing the relevant states of a wind rose with three degree resolution. The resulting wind fields provide the background wind for the layout optimization of a wind farm with 64 wind turbines based on the AEP. The underlying wake model was deduced from CFD-RANS simulation results of an isolated actuator disk. We find that a hybrid optimization algorithm that combines genetic and gradient-based optimizers and subsequently increases the size of the wind farm yields good optimization results.
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1 Introduction

Wind farm layout optimization is crucial for advancing wind energy, since the successful minimization of wake losses both increases the annual energy production (AEP) of a wind farm and also reduces turbine loads. While in densely populated regions, like Germany, layout optimization for on-shore sites may not always be essential due to the strong constraints and the relatively small wind farm sizes, this may be different for other regions of the world. One example is Brazil, where the wind farms are typically large, the terrain is complex and wide regions are sparsely populated. Currently many wind farms in Brazil have line-dominated layouts, since easterly winds strongly dominate the wind rose. However, this may not be the most effective land usage of a given area, and eventually one may have to face the issue of wind farm optimization in complex terrain.

For a recent review on the topic of wind farm optimization and more than 20 years of related research see [1], also [2,3]. A summary on the related topic of optimised wind farm control can be found in [4]. Examples for state-of-the-art software on the industry level are WindFarmer [5], WindPRO [6] and OpenWind [7], a recent comparison of WindFarmer and OpenWind can be found in [8]. Examples from the scientific community are TOPFARM by the Technical University of Denmark [9] and flapFOAM by Fraunhofer IWES [10–12].

Most approaches in the literature that describe wind farm layout optimization focus on offshore or flat terrain scenarios. Also details from full computational fluid simulations (CFD) are usually not included in the calculation process. However, due to non-linear and non-local flow phenomena in the presence of terrain features, the latter may be the key ingredient in situations where the flow physics are complex and all other modelling fails. This paper gives the proof-of-principle that AEP optimization of a wind farm of reasonable size in complex terrain including wind potential fields from CFD calculations for a realistic wind rose and wakes from CFD simulations is possible.

All wake and wind farm modelling for this work has been achieved within the framework of the software flapFOAM, which has been developed at Fraunhofer IWES since 2011. For the optimization the software has been coupled to the powerful optimization tool box Dakota [13] by Sandia National Laboratories, USA, on a c++ library level [12]. flapFOAM was inspired by the software Flap, which had been developed earlier at the University of Oldenburg [14], without including code of the latter. The software is based on the idea of single-wake superposition, fully written in c++, and can read OpenFOAM [15] simulation results. Its strictly modular structure allows the developer to extend and improve models independently of the core functionality of the code, and the user to select between a broad range of models and settings. The proof-of-principle of the numerical wake model based on CFD solutions of the Reynolds-averaged Navier-Stokes equations (RANS) in presence of an actuator disc (AD) was presented in [10], and progress on the inclusion of complex terrain effects was reported in [11]. The order of magnitude of the uncertainty due to the choice of wake model during layout optimization was estimated in [12], which also includes a brief summary of the basic calculation algorithms of flapFOAM. A detailed description of the software will be given elsewhere.

The paper is organized as follows. In Section 2 the site of interest is briefly introduced, for which wind field simulations have been performed as described in Section 3. Section 4 summarises the numerical wake model that is applied to these background wind fields during layout optimization in Section 5. The method and results are discussed in Section 6 before we conclude in Section 7.

2 Site description

We study a fictional wind farm in complex terrain at a site in Bahia, Brazil, that features steep slopes and plateau regions. The altitude varies over a range of 336 m, cf. Fig. 1.

The wind rose from Fig. 3 contains 120 sectors and up to eight wind speed bins with 2 m/s width per sector. Since winds from east-south-east (ESE) are very dominant, as it is typical for north-eastern Brazil, only a subset of the sectors is relevant. By ignoring states with frequency below 1% we reduce the number of considered wind rose states to 28. For each of these states, consisting of the wind direction of the sector and the centre of the wind speed bin, a CFD-RANS simulation of the flow over the terrain in neutral stratification is performed. The simulation results provide the background wind fields for the relevant inflow conditions: they represent the input flow states for the AEP optimization of the wind farm.

All simulations were carried out for the same
structured cylindrical mesh with 2.8 mio. cells, a radius of 10 km and 1 km height, called the fine mesh in the following. The terrain is resolved within a square of $10^4 \times 10^4$ km$^2$, cf. Fig. 2. The horizontal resolution in the central region is 50 m. The fine mesh has 50 levels in upward direction, with first cell height of 1 m and at least 10 m resolution within 200 m above ground. All meshes used for this work were created using the IWES in-house tool terrainMesher, which is a follow-up of the open-source terrainBlockMesher [16].

The OpenFOAM solver simpleFoam (version 2.3.1) was used to solve the RANS equations with standard $k-\epsilon$ turbulence model, with parameters adjusted for ABL simulations [17]. Wall functions were used at the ground, the roughness length was chosen uniformly as 5 cm. The inflow profiles for the wind velocity field $U$ and the turbulence fields $k$ and $\epsilon$ were obtained by consistently solving a single column of cells with cyclic boundary conditions, given the mass flow according to a standard log-profile. The desired profile and the inflow wind speed at 120 m above ground were well matched by the results of this precursor simulation. For the different wind directions the inflow velocity profiles were rotated accordingly. At the cylindrical boundary of the domain either the profiles or vanishing gradients were imposed, depending on the relation of the flow vector and the face normal. The whole procedure is fully automated and parallelized, here 16 cores were used for each of the states. All simulations converged with residuals below $10^{-4}$ for pressure and below $10^{-5}$ for all other fields.

To speed up the interpolation of the background wind field results during optimization a second mesh with with 0.4 mio. cells was created afterwards, called the coarse mesh in the following. As shown in Fig. 4 it only covers $8 \times 8$ km$^2$ of the central region of interest. In the range of 50–190 m height over terrain the vertical resolution is 10 m, horizontally it is 50 m.

The 28 resulting fields are associated with frequencies, according to the wind rose. The mean wind power density can then be calculated by an integration, the result at 120 m height over terrain is shown in Fig. 5. Clearly the speed-up at the plateau and also its wake are visible. It can be expected that the optimal layout prefers the south-easterly borders of the elevation and tries to avoid the west-northern part of the domain. Note that the field shown in Fig. 5 is not used during optimization, instead the individual CFD results as stored in the coarse mesh enter the calculation.

4 Numerical wake model

Basically the 3D-RANS equations applied to an isolated actuator disk define a $(4+x)$-equation wake model, where $x$ represents the turbulence model equations. Due to the complexity of CFD simulations they are obtained before run time of flapFOAM and span the range of inflow wind speeds of interest. Details of the implementation of a numerical wake model based on pre-calculated CFD-RANS results are given in [10]. Here we apply the wake model from our previous work [12], which is briefly summarised below.

Eight CFD-RANS simulations of a single uniform actuator disk in neutral stratification were run with OpenFOAM's simpleFoam solver (version 2.3.1), at inflow wind speeds 3, 5, 8, 10, 12, 15, 18 and 20 m/s at hub height 120 m. For intermediate inflow wind speeds, local second order interpolation is applied.

The mesh has dimensions $8.8 \times 1.5 \times 1.0$ km$^3$. It consists of 2.05 million cells, including the actuator disk with 1892 cells, cf. Fig. 6. The first cell height at the ground is 1 m and standard wall functions with roughness length 5 cm were used. Both gridding and refinement were applied to improve the resolution of the wake and the near-disk region.

We applied the $k-\epsilon$–turbulence model [18] with parameters as recommended there. Compared to the standard $k-\epsilon$ model this version includes a correction of turbulent viscosity that depends on the change of velocity gradients due to the presence of the actuator disk, enhancing the wake deficit. All boundary conditions at the inlet were obtained by a one-dimensional cyclic precursor run, as described before. All variables converged to residuals below $10^{-5}$ in all simulations.

The addition of wake deficits is preformed quadratically under the square root, and no partial wake or meandering models are applied. The total wake deficit is then added to the pre-calculated CFD background wind field in terrain following manner, cf. Fig. 7. An additional deformation of the wake due to the presence of complex terrain as discussed in [11] is not included in the current study and left for future work, we refer to Section 6 for further discussion.

5 Layout optimization

The objective function that is used in throughout this work is the total wind farm AEP, normalized by the product of the number of turbines and the maximal AEP of the turbine model. Note that this quantity never exceeds the value one. The optimization variables are the horizontal positions of the wind turbines. The optimization constraints are defined by the rectangular boundary and the requirement of a minimal distance of 2 D between any two turbines. We apply a hybrid of the genetic algorithm soga, which is part of the JEGA library [19], and the gradient based optimizer commin [20], both as available through Dakota [13] (version 6.0.9). Our algorithm is sketched in Fig. 8 and described in the following. The idea of subsequent turbine optimization has been applied before, for example in WindPRO [6] and OpenWind [7] for a summary see [8].
The first turbine is initially located near the south-eastern boundary of the domain, as shown in grey colour in Fig. 9. Starting from this position, a straight forward common search with step size 0.1 D finds the ideal position with maximal wind potential, compare Fig. 5 (red disk) and Fig. 9. The normalized AEP increases from 79.1% to 97.7%. However, for general initial positions a local optimization algorithm is not sufficient, due to many local maxima of the objective function and flat regions in the domain. Hence the need for a global optimizer, in our case a genetic algorithm, which is combined with subsequent local optimization for best results.

Table 1: Parameters of the soga algorithm for details see[13]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>10</td>
</tr>
<tr>
<td>Initialization type</td>
<td>unique random</td>
</tr>
<tr>
<td>Mutation type</td>
<td>replace uniform</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.05</td>
</tr>
<tr>
<td>Replacement type</td>
<td>elitist</td>
</tr>
<tr>
<td>Constraint penalty</td>
<td>50</td>
</tr>
<tr>
<td>Max. function eval.</td>
<td>500</td>
</tr>
<tr>
<td>Convergence type</td>
<td>bga fitness (20 gen., 1%)</td>
</tr>
</tbody>
</table>

If the new wind farm size equals N the complete layout is optimized again with the local optimizer and step size 0.1 D. Finally N is increased, or the algorithm stops if the maximal number of turbines has been reached.

The resulting layouts are shown in Fig. 10. For N = 3, 8, 16, 32 all wind turbines are placed on top of the plateau, as expected from the wind potential in Fig. 5. Also the narrow transition region between the two plateaus in the south-west and the north-east has been populated. The restriction of a minimal distance of 2 D between the turbines is apparent from the solution. Wake effects are minimized according to the choice of representing the disk only by its centre point. The downstream area behind the elevation is avoided, upstream only hill tops are chosen for some of the turbines of the last optimization step N = 64.

Table 2 lists the normalized AEP values of the different steps after optimization. Clearly the single turbine case has the highest normalized AEP, since it can occupy the global maximum of the objective function. Up to limits of the genetic algorithm the turbines one after the other fill up the preferred regions of the wind potential in Fig. 5, yielding subsequently smaller AEP contributions. Finally, at large wind farm sizes, the wake effect further reduces the energy output of the wind farm.

6 Discussion
Flow over complex terrain in general is a complex phenomenon. It affects both the background wind and the wakes, in fact it remains to be shown that the superposition approach is even applicable in all cases. In this work we fully represent the effect on the background wind field by CFD-RANS simulations, which model the involved physics within the limits of the mesh and the turbulence model. Despite the fact that for realistic cases these simulations have to be validated before starting the optimization, the method is potentially more accurate for complex orography than other engineering methods.

As indicated in Fig. 7, the background wind solution captures the wake region behind hills and phenomena like flow separation. However, the wake transformation that has been applied in this work may be a very simple model to represent the real flow. A promising and more advanced CFD based approach has been studied in earlier work[11], and its generalization from isolated idealised hills to realistic orography is work in progress. In principle the flow behaviour and especially the detachment of the wake at hill tops depends on stratification, and the strictly terrain following model that is applied here may only be relevant for modelling highly stable conditions. However, more research is needed to test this hypothesis, and generally to validate wake transformation functions in complex geometry. This is beyond the scope of the work presented here. Nevertheless, the flow accuracy in the wake of the plateau is not crucial for the studied layout optimization, since the wind rose clearly prefers south-eastern winds. Hence for the presented virtual wind farm one may argue that simple terrain following wakes may be sufficient, assuming that upstream and on top of the plateau the influence of model details is less significant, but again, this remains to be shown by comparing to measurement data.

Our optimization algorithm is a combination of a genetic and a gradient-based local optimizer, cf. Fig. 8. The turbines are added subsequently, and adding turbine number N = 64 was not sufficient. Note that in that case the number of variables is 128 and the number of constraints is 2272. On a single core of a work station computer this required less than 48 hours, the algorithm from Fig. 8 less than 24.

As described in Section 5 and sketched in Fig. 8, our algorithm optimizes the complete layout with a local optimizer only when specific wind farm sizes N have been reached. This is a trade-off that has been made in order to speed-up the optimization as a whole, but in principle one may perform this step also after each turbine insertion. Furthermore it is straightforward to generalize the algorithm such that it ends after reaching the optimal number of wind turbines that complies with the optimization constraints.

The final layout from Fig. 10 reflects pure AEP optimization. For a realistic application more constraints need to be included, for example representations of the soil conditions and their suitability for realizing the turbine foundation. Such constraints would possibly significantly influence some of the turbine positions, especially in the narrow transition region between the two plateaus at the site.
7 Conclusion

We demonstrated how CFD simulations of wind flow over complex terrain and CFD simulations of the flow through isolated rotors can be combined to realise wind farm layout optimization in complex orography based on CFD results. We found that a combination of a genetic algorithm for subsequently placing new turbines and gradient-based local optimization yields satisfying results.

All calculations were performed within the Flap-FOAM software framework. Once the pre-calculated CFD simulations were available, the computational time of the complete optimization on a single core of a workstation computer for a wind farm with 64 wind turbines was less than 24 hours.

One open issue is the validation of wake transformation functions in complex terrain. Also stratification and its impact on wakes at complex sites has to be included in the calculation. Furthermore the objective function and the optimization constraints need to be extended, for example to represent cable costs and other economic considerations. This is work in progress, as is the inclusion of turbulence intensity and wind turbine loads into the wind farm optimization.
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Abstract:
In this paper, the contribution of offshore wind farms connected through multi-terminal DC (MTDC) grids to onshore frequency regulation is investigated, employing a communication-based approach to emulate onshore frequency fluctuations at each offshore AC grid. A dynamic model of the MTDC grid and the interconnected offshore wind farms is developed in Matlab/Simulink, where time-domain simulations are performed applying different frequency control implementations to the individual wind turbines. The main goal is to provide insight to the possibilities offered by MTDC grids to provide primary frequency response and synthetic inertia emulation, exploiting the frequency response characteristics of the state-of-the-art offshore wind turbines.
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1 Introduction
Technical requirements imposed to wind farms and other power stations are gradually extending to high-voltage DC (HVDC) connections, including offshore wind power plants (OWPPs) [1]. Among these, particularly important is the provision of over- and under-frequency response, combined with synthetic inertia emulation. Fig. 1 depicts a typical frequency response characteristic, from the draft ENTSO-E network code for DC-connected power park modules [1], where two operating modes are identified:
- “Frequency sensitive mode – Over-frequency (FSM-O)”: The HVDC system is expected to curtail active power proportionally to the frequency increase Δf, where f is the nominal system frequency. This operating mode is limited by the minimum regulating level that the station is allowed to operate.
- “Frequency sensitive mode – Under-frequency (FSM-U)”: If under-frequency events occur, the HVDC system is expected to release additional active power up to its maximum capacity Pmax. The resulted under-frequency response depends on the operating reserve policy applied to the DC-connected primary source (e.g. de-loaded operation of OWPPs).

2 System description
The single-line diagram of the conceptual MTDC grid under study is depicted in Fig. 2, where two 300 MW OWPPs are connected to a two-area four-generator power system, introduced in [5], which consists of four 900-MVA conventional generators, split into two areas. Each generator incorporates an automatic voltage regulator and a generic power system stabilizer, available in Matlab/Simulink library. For the purposes of this study, power plants 1-4 are modeled as steam turbine generators, using the IEEEG1 speed governor model [6].

The MTDC grid comprises the onshore and offshore VSCs and submarine HVDC cables. The length of each cable line is depicted in Fig. 2; electrical characteristics are provided in the Appendix. To simplify converter modeling and reduce computational burden, an aggregate 300-MW WT based on full-power converters (FCWTs) is used to represent each OWPP, as further explained in Section 3.3. Since the main focus is on the frequency response of the MTDC grid, all high-frequency components related to the switching of power converters are neglected and the WT and HVDC converters are described by the fundamental frequency model of [7].

3 Controllers

3.1 Onshore VSC controller

The overall control scheme employed for the onshore VSCs is depicted in Fig. 3. VSCs
### 3.3 WT controller

The overall system response is presented in Fig. 7, following a 200 MW step increase of the load connected at bus 7, at t=10 s. Each OWPP initially generates approximately 250 MW, while the reserve command r is dispatched to the offshore WTs (see Fig. 5) is set to 10%. The droop constant and the virtual inertia gains shown in Fig. 6 are respectively 5\% and 20. The response of the system frequency in Fig. 7(a) is obtained using the different control implementations to the offshore WTs. The study-case system of Fig. 2 is dispatched to the offshore WTs (see Fig. 5) and #4 export DC power to the onshore grid by regulating the HVDC voltage via a DC voltage-power droop control concept [8]. The droop constant \( p_{\text{RD}} \) is set to 10%. The droop constant and the virtual inertia gains shown in Fig. 6 are respectively 5\% and 20.

### 4.1 Frequency response capability

The objective of this section is to assess the under-frequency response capability of the MTDC grid, applying different frequency control implementations to the offshore WTs. The study-case system of Fig. 2 is simulated in SimPowerSystems Toolbox of Matlab/Simulink using the phasor simulation method [12].

The overall system response is presented in Fig. 7, following a 200 MW step increase of the load connected at bus 7, at t=10 s. Each OWPP initially generates approximately 250 MW, while the reserve command r is dispatched to the offshore WTs (see Fig. 5) is set to 10%. The droop constant and the virtual inertia gains shown in Fig. 6 are respectively 5\% and 20.

The response of the system frequency in Fig. 7(a) is obtained using the different frequency control approaches presented in Fig. 6. If operation in FSM is suspended, a maximum frequency dip of approximately 0.38 Hz occurs, following the load increase (blue curve). Droop control alone (green curve) achieves a reduction of post-disturbance frequency deviation by approximately 8\%, while a slight increase of the damping ratio of the dominant electromechanical mode is observed. When inertia control is applied (red curve), both the maximum frequency excursion and rate of change of frequency (ROCOF) are notably reduced. The combined droop and inertia (PD type) control (black curve) expectedly provides best results, as the maximum frequency excursion is reduced by 18\%. In all cases, the DC voltage-power droop controllers of VSCs #3 and #4 successfully compensate DC voltage fluctuations (Fig. 7(b)); thus the frequency-dependent active power modulation of the WTs is reflected at the MTDC network output by the onshore VSCs (Fig. 7(b)). As for the WT rotor dynamics, the rotor speed deviations (Fig. 7(d)), assisted by the action of the pitch regulator, are acceptable in all cases.

### 4.2 Operation with adjustable power reserves

In this section, the ability of the MTDC grid to provide adjustable power reserves during normal operation, exploiting the de-loaded operation of the offshore WTs, is...
Figure 7: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, following a 200 MW step increase of bus 7 load at t=10 s, for alternative frequency control approaches (RWT=5%, KIN=20).

demonstrated in Fig. 8, for different levels of the power reserve command r (0%, 10% and 20%), applying the combined frequency controller. Comparing Figs. 7(a) and 8(a), it is evident that the MTDC grid is still able to filter-out fast frequency excursions even in the case where no power reserve is maintained, however the provision of sustained under-frequency response is not possible, since the WTs are unable to release additional active power permanently.

Figure 8: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, for the same disturbance as in Fig. 7, assuming operation at different reserve levels with combined (droop & inertia) control.

demonstrated in Fig. 8, for different levels of the power reserve command r (0%, 10% and 20%), applying the combined frequency controller. Comparing Figs. 7(a) and 8(a), it is evident that the MTDC grid is still able to filter-out fast frequency excursions even in the case where no power reserve is maintained, however the provision of sustained under-frequency response is not possible, since the WTs are unable to release additional active power permanently.

Figure 9: (a) System frequency, (b) HVDC voltage at VSC #3 station, (c) onshore active power (VSC #3), (d) WT rotor speed of OWPP #1, for the same disturbance as in Fig. 7. Droop-type WT frequency controller, with different droop parameter values.
4.3 Effect of droop and virtual inertia values

To examine the response of the droop-type frequency controller in more detail, additional time-domain simulations are presented in Fig. 9, assuming different values of the droop constant K_d. From Fig. 9, it is evident that low droops lead to improved response characteristics during under-frequency events, however larger WT rotor speed deviations are excited.

The system response using solely the inertia frequency controller (without droop) is demonstrated in Fig. 10, for different values of the synthetic inertia gain K_i. Increased K_i values are more effective in reducing both ROCOF and frequency excursions of the onshore AC grid, resulting in a notable damping of the system.

Nevertheless, such observations may depend on the particular characteristics of the study-case system, including the characteristics of the speed governor and the power system stabilizer of the individual generators operating in the onshore AC grid.

4.4 Impact of communication system latency

The robustness of the communication-based approach in the presence of different communication delays T_{com} is demonstrated in Fig. 11, assuming the application of the combined WT frequency controller, where it is evident that even large delays in the range of 100-500 ms do not alter the expected frequency response characteristics.

5 Conclusions

In this paper, the contribution of OWPPs connected through MTDC grids to onshore frequency regulation has been investigated, utilizing the existing communication infrastructure of the VSC-HVDC links in order to emulate onshore frequency fluctuations in each offshore AC grid and thus excite the frequency response capabilities of the WTs.

Results obtained from time-domain simulations demonstrate an important potential for the contribution of the MTDC grid to frequency control. The droop-type controller of the offshore WTs contributes to the reduction of post-disturbance frequency deviations, while the inertia controller increases the apparent system inertia and provides substantial damping to the dominant electromechanical modes of the power system. It is noteworthy that even if no power reserve is maintained by the offshore WTs, the OWPPs are still able to contribute to frequency regulation, utilizing the stored kinetic energy of the individual WTs as an energy buffer during frequency transients.

The communication-based frequency modulation approach is entirely feasible in practice, while the impact of communication system latency on the frequency response is insignificant, due to the slow nature of frequency variations in large onshore systems. For the study-case system examined in this work, the provision of frequency response by the MTDC grid becomes feasible without the need to implement additional droop-type or inertia frequency controllers in the control units of the onshore converter stations.

Acknowledgements

The work of Sotiris Nanou is supported by the IKY Fellowships of Excellence for Postgraduate Studies in Greece - Siemens Program.

Appendix: System parameters

<table>
<thead>
<tr>
<th>HVDC VSC</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>300 MW</td>
</tr>
<tr>
<td>Pole-to-pole DC voltage</td>
<td>300 kV</td>
</tr>
<tr>
<td>DC capacitance</td>
<td>290 μF/km</td>
</tr>
<tr>
<td>Resistance</td>
<td>0.022 Ω/km</td>
</tr>
<tr>
<td>Inductance</td>
<td>0.191 mH/km</td>
</tr>
<tr>
<td>Shunt Capacitance</td>
<td>0.295 μF/km</td>
</tr>
</tbody>
</table>
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Abstract – The presented work shows the proof-of-concept operation of a HVDC diode rectifier (DR) station connected to a multi-terminal HVDC grid. Previous work by the authors and others has shown that the wind power plant (WPP) can adequately control the off-shore ac-grid frequency and current and also deliver optimum power to the HVDC grid mainly in point-to-point configuration. This work aims to show the operation of the HVDC-DR in a multi-terminal HVDC grid and to study up to which extent the WPP can be controlled to minimise the currents flowing through the HVDC-DR station during cable (pole-to-ground) faults. It has been found that reasonably fast DR station current reduction can be achieved and hence an active control of the WPP can help on simplifying the protections of the DR station in a multi-terminal environment.

Index Terms—Fault analysis, HVDC diode rectifier, HVDC grid, off-shore wind power plant.

I. INTRODUCTION

HVDC diode rectifier (HVDC-DR) stations offer substantial benefits in terms of installation and operational costs for the connection of distant off-shore wind power plants [1]-[6]. Moreover, they have been put forward as one of the most promising solutions for off-shore WPP connection. HVDC-DR converters use relatively simple, robust and low cost devices and do not require complex control installations. Moreover, a substantial reduction on off-shore platform footprint can be achieved if reduced filter banks are used [7], together with integrated oil-immersed diode rectifier units and compact SF6 switchgear [8].

Moreover, the HVDC-DR solution also exhibits very good efficiency figures. These low losses, together with the inherent robustness of a diode rectifier will contribute to overall low operational costs.

The authors would like to thank the support of the Spanish Ministry of Economy and FUERDER funds under grant DPI2014-53245-R, the project CONICYT/FONCIA/1517019 is also kindly acknowledged.

Previous work by the authors and others has shown that the WPP can adequately control the off-shore ac-grid frequency and current and also deliver optimum power to the HVDC grid [1]-[3], [5], [6]. However, there are little previous literature concerning the connection of DR stations to multi-terminal HVDC grids. This paper shows a proof-of-concept study for such kind of connection and how the WPP control deals with cable faults [7].

Cable faults will cause a voltage dip on the off-shore ac-grid. At the same time, there will be a sharp increase in the reactive power demand of the HVDC-DR station. These two effects can be used by the wind turbines to detect the fault and act accordingly.

The proposed distributed protection mechanism includes the use of a Voltage Dependent Current Order Limit (VDCOL) in each wind turbine. The overall wind farm current limit is shared between active and reactive current components. It will be shown that giving priority to the reactive current component leads to a faster reduction of fault currents.

The combined action of the VDCOL and the reactive current priority limit lead to the wind turbines current to go to zero very rapidly, based only on local measurements. When the currents through the HVDC-DR station are close to zero, the no-load switch of the corresponding pole is opened. Once the no-load switch is opened, then power injection is resumed in the healthy pole.

The proposed approach has been verified by means of detailed simulations using PSAT, including a clustered model of the wind farm (5 clusters of different power) and a wide frequency model of the cables. The proposed protection has been designed to detect various types of faults (i.e. ground, phase, phase-phase, phase-ground) and to respond within a reasonable time frame.

The system under study is represented in Figure 1. Fig. 2 shows the considered multi-terminal HVDC system.

II. SYSTEM DESCRIPTION

The proposed system consists of a HVDC grid with four terminals, Figure 1.

One of the terminals is an off-shore WPP represented by five aggregated wind turbines of different ratings: 5, 40, 80, 120 and 155 MW. Figure 2 shows the considered type-4 wind turbines (i = 1, 2, 3). The wind turbines are connected to the bus PCC, through a full scale back-to-back converter and a transformer T\_1 and T\_2 are the rectifier transformers. These transformers connect to a bipolar 12-pulse diode-based rectifier. I\_d is the rectifier smoothing reactor. Details about the distributed WPP description and modeling can be found in [1].

The other three terminals of the HVDC system consist of three (i = 1, 2, 3) identical bipolar Voltage Source Converters (VSCs) connected to the on-shore ac-grid at PCC, Figure 3. Each converter has one step-up transformers T\_1. The on-shore ac-grid is modelled by a wide frequency model of the cables.

III. WPP and HVDC-VSC Station Control

40, 80, 120 and 155 MW. Figure 2 shows the considered type-4 wind turbines (i = 1, 2, 3). The wind turbines are connected to the bus PCC, through a full scale back-to-back converter and a transformer T\_1 and T\_2 are the rectifier transformers. These transformers connect to a bipolar 12-pulse diode-based rectifier. I\_d is the rectifier smoothing reactor. Details about the distributed WPP description and modeling can be found in [1].

The other three terminals of the HVDC system consist of three (i = 1, 2, 3) identical bipolar Voltage Source Converters (VSCs) connected to the on-shore ac-grid at PCC, Figure 3. Each converter has one step-up transformers T\_1. The on-shore ac-grid is modelled by a wide frequency model of the cables.

Fig. 1: Considered multi-terminal HVDC system

Fig. 2: Wind turbine cluster (i = 1, 2, 3) connected to the off-shore PCC.

Fig. 3: HVDC-VSC terminal VSC, (i = 1, 2, 3) connected to the on-shore PCC.
The HVDC link voltages $V_{F1}$ and $V_{F2}$ are set by VSC1 and VSC3, and the reactive power $Q_{VSC}$. Therefore, they will evacuate the active power injected to the HVDC grid by the WPP, and by converter station 2 (VSC2), which operates at constant power reference.

Converter station 2 active and reactive power control is achieved by using standard inner current ($I_{VSC}$) control loops. A detailed description of the control loops can be found in [3].

B. Protection devices

The considered protection devices include ac and dc circuit breakers to isolate parts of the circuit during faults. BK1, BK2, and BK3 are the ac-breakers connecting the WPP to the positive and negative poles of the diode rectifier, respectively. Figure 3 shows the ac-breakers of the VSCs, also connected to both poles, BK1, BK2, and BK3.

Regarding the HVDC grid, dc-breakers have been considered on each one of the cables reaching the bus PCC1, as shown in Figure 1. Clearly, each one of the cable sections can be isolated by a combination of ac and dc-breakers.

C. Fault-ride-through strategy during DC grid faults

During short-circuit faults it is imperative to protect the components of the WPP and the multi-terminal HVDC system. A Voltage Dependent Current Order Limit (VDCOL) has been introduced in the wind turbines in order to limit their ac-currents during faults, as shown in Figure 5.

The VDCOL operation is relatively straightforward. The off-shore voltage $V_{F1}$ will drop during cable faults, leading to the reduction of the current limits $|I_{VDCOL}|$ to their corresponding VDCOL characteristic, Figure 6. The overall current limit is distributed between active and reactive current components prioritizing frequency control:

$$|I_{VDCOL}| = \min\left(\frac{V_{F1}}{Z_{Fe}}, |I_{dcmax}|\right)$$

A rate limiter is applied to the $V_{F1}$ measurement, before using it to calculate the current limit ($|I_{dcmax}|$) using the characteristic in Figure 6. The downwards rate limit on the $V_{F1}$ measurement is almost non-existent to allow for fast response at the fault onset. On the other hand, the upwards rate limit can be tailored to avoid large current $dI/dt$ during fault recovery. This strategy allows for fast wind turbine response during faults, without the need for communication.

III. CASE STUDIES

The proposed fault ride through procedure will be validated by considering positive pole to ground short circuits at two different locations, namely the midpoint of the cable connecting converter station 1 (VSC1) to the bus PCC2, and the junction of the positive pole cable with the DR station. The locations of these faults are clearly shown in Figure 1.

A. Case 1: Pole-to-ground fault at the midpoint of VSC1-PCC2 cable

This case aims at verifying the co-ordination of the HVDC-DR station proposed fault-ride-through strategy with the complete HVDC grid protection mechanism.

To this avail, a pole-to-ground short-circuit is considered at the midpoint of the cable connecting VSC1 to PCC2. It is assumed that the fault is cleared by the dc-breaker in about 20 ms (including processing delay and breaker operating time).

Figure 7 shows the relevant voltages and currents of both rectifier station and wind power plant during the cable short circuit occurring at $t = 0$ s.

The step-by-step evolution from fault onset to recovery is as follows:

1. At $t = 0$ s the short-circuit reduces both the ac-voltage $V_{F1}$ and the ac-voltage $V_{F2}$.

2. Then the front-end VDCOL of the wind turbines reduces the current limits $|I_{dcmax}|$, saturating the current control loops and driving both active and reactive currents to zero. Active and reactive currents go to zero in about 11 ms. At this stage, neither the off-shore grid ac-voltage $V_{F2}$ nor its frequency $\omega$ follow their references.

3. At $t = 0.12$ s the dc-breaker isolates the VSC1 cable and the fault currents are removed from the rectifier, VSC2 and VSC3.

4. Wind Power Plant remains blocked for 100 ms to allow for dcfault clearance (a relatively large delay has been introduced for illustration purposes, but can easily be shortened). At $t = 0.2$ s, the wind turbine grid control is resumed, albeit with limited active power references $P_{F}$.

5. Once the off-shore grid is stabilised, the wind turbine active power limits are increased and full power generation in both poles is restored from $t = 0.6$ s.

Figure 8 shows the ac-grid voltage $V_{P2}$, rectifier transformer and Wind Power Plant currents ($I_{F2}$ and $I_{P2}$, respectively). Clearly, the proposed strategy leads to the absence of large voltage or current peaks during the fault and recovery. The aforementioned recovery steps can also be clearly appreciated, where the wind farm starts delivering reactive power to control the ac-grid voltage from $t = 0.2$ s onwards. Also at $t=0.6$ s the rectifier transformer current ramps up, as the WPP ramps up its power production.

Figure 9 shows the total active power delivered by the rectifier station and by each one of the HVDC-VSC.
stations. Initially the WPP is delivering its rated power (400 MW), and VSC2 is delivering its 200 MW power set point to the ac-grid 2.

VSC stations 1 and 3 participate in the overall droop control and both deliver 100 MW to complete the power injected by the WPP.

After the fault, the WPP resumes full power operation, and VSC2 also reaches its 200 MW set-point. However, now VSC1 is operating only with a single pole, so now the power delivered by VSC1 is below 100 MW, and the additional power is injected into the on-shore grid 3 by VSC3.

Figure 10 shows the details of the positive pole, negative pole and ac-side voltages for each of the VSC stations ($E_{i,p}$, $E_{i,m}$ and $V_{i}$ respectively).

The positive pole voltage traces $E_{i,p}$ clearly show that the fault propagates almost instantaneously through the HVDC grid. They also show that the dc-breaker clears the fault in about 20 ms. Clearly, the positive pole voltage of the faulted line remains at a very low or zero voltage from $t = 0.1$ s onwards.

Negative pole voltages are affected by the fault and their traces ($E_{i,m}$) show small oscillations, due to the positive and negative coupling via the corresponding ac-grids.

This coupling can be easily seen by looking at the ac-side voltage traces ($V_{i}$). Clearly, the cable fault causes a voltage dip in all the ac-grids. The depth of the ac-side voltage dip is smaller than that of the dc-side, helped by the transformer and ac-side line impedances.

Once the dc-fault is cleared, the ac-side voltages of VSC stations 2 and 3 quickly recover. However, the ac-side voltage of VSC1 only recovers when the positive pole ac-breaker finally isolates the faulted pole and cable.

B. Case 2: Pole-to-ground fault at the junction of the positive pole cable with the HVDC-DR station

This case assumes that a fault occurs at the junction of the positive pole cable with the HVDC-DR station, see Figure 11. This case aims to show up to which extent the proposed strategy can isolate a fault close to the HVDC-DR station switching the ac-side breaker at zero current.

Figure 11 shows the behaviour of the DR station and the off-shore ac-grid during the diode rectifier cable fault. The step-by-step evolution from fault onset to recovery is as follows:

1) A positive pole-to-ground short-circuit reduces both the diode voltage $E_{Di}$ and the ac-voltage $V_{Di}$.

2) At the same time, the reactive current demand of the rectifier station increases (this happens even before the voltage dip in $V_{Di}$ is large enough to generate zero current references). Therefore, the wind turbine reactive current components increase while the active components decrease, as reactive current injection has been prioritised, see Eq. (2).

3) When $V_{Di}$ goes below 0.7 pu, the front-end VDCOL reduces de current limits $I_{W_{line}}$ and the current control loops are saturated. The wind turbine currents go to zero in about 10 ms.

4) The ac-side breaker disconnects the faulted cable in about 20 ms (processing delay plus breaker operating time).

5) Once the rectifier station current $I_{Di}$ goes to zero (or to a very small value), the DR ac-side breaker is tripped. Up to this stage both wind turbine grid-side converter active and reactive current references are set to zero, therefore the off-shore ac-grid voltage ($V_{Di}$) and frequency ($\omega_{Di}$) cannot follow their references.

6) Once the fault is cleared, the wind turbines start the energisation procedure with relatively small limits on the delivered power. The ac-grid voltage is restored to its rated value in about 200 ms, allowing for controlled energisation of transformers, cables and filter banks.

7) When the negative pole rectifier starts conducting, the power limits are ramped up to 0.5 pu and the WPP power is delivered through the healthy negative pole.

As shown in Figure 11, the complete process takes less than 700 ms, although some waiting times can be reduced, and some delays are system specific.

Figure 12 shows the detailed behaviour of the WPP at the onset of the fault. At the beginning of the fault, the voltage drop in $V_{Di}$ is relatively small, so the wind turbines tend to keep constant power delivery and hence $I_{W_{line}}$ increases slightly.

As the DR station positive pole current increases due to the fault, the rectifier draws a relatively large amount of reactive power, which limits the amount of active current available for power delivery. At $t = 0.05$ s, $V_{Di}$ goes below 0.7 pu and the VDCOL reduces both
It is also worth stressing that the positive pole current reaches its maximum 2.5 pu value 6 ms after the fault onset. Therefore, its initial reduction is not due to the dc-breaker action.

Note also that the positive pole current is reduced to zero, in preparation to ramp up the off-shore ac-grid voltage once the breaker clears the fault. In any case, the change of $V_{ph}$ does not take any part in wind power plant current reduction.

Figure 13 shows the ac-grid voltage $V_{ph}$ that affects the Wind Power Plant current ($I_{ph}$) and $I_{ph}$ respectively). These graphs show that BKR 12 is operated at nearly zero current ($I_{ph} = 0.2 \text{pu}$). Clearly, the proposed strategy leads to the absence of large voltage or current peaks during the fault and recovery. The aforementioned recovery steps can also be clearly appreciated, where the wind farm starts delivering reactive power to control the ac-grid voltage from $t=0.3 \text{ s}$ onwards ($I_{ph} = 0$), while $I_{ph}$ is still zero. Finally, at $t=0.6 \text{ s}$ the rectifier current ramps up, as the WPP ramps up its power production.

Figure 14 shows the total active power delivered by the rectifier station and by each one of the HVDC-VSC stations. Initially the WPP is delivering its rated power (400 MW), and VSC2 is delivering its 200 MW power set point to the ac-grid 2.

VSC stations 1 and 3 participate in the overall droop control and together deliver the remaining 200 MW to complete the power injected by the WPP ac-plant. After the fault, VSC2 starts delivering its 200 MW power set point. However, during fault recovery ($t=0.5 \text{ s}$ to $t=0.6 \text{ s}$), the WPP is still not delivering any active power, so the 200 MW delivered by VSC2 are injected into the HVDC grid by VSC1 and VSC3, by virtue of their aforementioned droop control.

After the fault, the WPP can only operate at half power, as only the healthy negative pole is available for operation. VSC2 is still operating at a constant 200 MW set point. Therefore, both VSC1 and VSC3 will not draw or inject any power to the HVDC grid.

It is worth noting that it is desired that both VSC2 poles deliver the same power (100 MW each). Additional studies are incurred in the system. Clearly, the WPP power plant and the diode rectifier station for 50% and 200% of their respective power set points.

The positive pole voltage traces $E_{P,h}$ clearly show that the fault propagates almost instantaneously through the HVDC grid and that the dc-breaker clears the fault in about 20 ms.

Negative pole voltages are affected by the fault and their traces ($E_{N,h}$) show small oscillations, due to the positive and negative coupling via the corresponding ac-grids.

This coupling can be seen easily by looking at the ac-side voltage traces ($V_{ac}$). Clearly, the cable fault causes a voltage dip in all the ac-grids. The depth of the ac-side voltage dip is smaller than that of the positive pole, helped by the transformer and ac-side line impedances.

C. Effect of the smoothing reactance

Clearly, the presented results depend on the particular installation, therefore, extensive study was carried out to find the optimal value of the smoothing reactance $L_{dc}$.

The positive pole voltage traces $E_{P,h}$ clearly show that the fault propagates almost instantaneously through the HVDC grid and that the dc-breaker clears the fault in about 20 ms.

Negative pole voltages are affected by the fault and their traces ($E_{N,h}$) show small oscillations, due to the positive and negative coupling via the corresponding ac-grids.

This coupling can be seen easily by looking at the ac-side voltage traces ($V_{ac}$). Clearly, the cable fault causes a voltage dip in all the ac-grids. The depth of the ac-side voltage dip is smaller than that of the positive pole, helped by the transformer and ac-side line impedances.

Which are very almost the same as the nominal case (Figure 11).

The key difference between high and low $L_{dc}$ is clearly shown in the detailed traces shown in Figures 18 and 19. Figure 18 shows that the peak value of the positive pole current ($I_{ph}$) increases to 3pu, while the current decreases much faster due to the smaller energy stored in the smoothing reactor.

On the other hand, Figure 18 shows that the peak $I_{ph}$ fault current is now 2.4 pu. However, the fault current decreases much faster due to the smaller energy stored in the smoothing reactor.

The following conclusions can be drawn from the sensitivity studies:

1. It is possible to select a value of $L_{dc}$ in order to find an acceptable trade-off between peak diode current and $I_{ph}$ fault current peak time dependence on the wind power plant dynamics and is largely unaffected by changes in $L_{dc}$.

IV. DISCUSSION AND CONCLUSIONS

This work shows the technical feasibility of the connection of a large wind power plant to a multi-terminal HVDC grid by means of a HVDC Diode Rectifier station. Particularly, this work has studied the possibility of using fast current control on the off-shore wind turbines to reduce short circuit currents through the HVDC-DR during cable faults in multi-terminal HVDC grids.

For the considered 400 MW wind farm, it has been found that the proposed approach leads to over-currents through the HVDC-DR of about 2.5 pu, which is generally considered within the short-time over-current capability of diode rectifiers. Afterwards, both ac-side and dc-side currents reduce to zero reasonably fast.

Two case studies have been carried out, namely, a response to cable faults not directly connected to the
HVDC-DR station and response to faults on cables connected to the HVDC-DR station.

In the former case, it has been shown that the proposed strategy operates adequately to reduce diode rectifier fault currents until the distant fault has been cleared by the corresponding dc-breaker.

For the latter case, the proposed fault-ride-through strategy can be used, in conjunction with the corresponding dc-breaker, to isolate the faulty cable and converter. The faulty pole DR converter is isolated by means of zero-current opening of its ac-side breaker.

The obtained results suggest that, provided the wind turbine current control is reasonably fast, it might be feasible to substitute the HVDC ac-side breakers by no-load switches.

The presented study considered type-4 wind turbines. Clearly, type-3 wind turbines current control during faults is not sufficiently fast. Moreover, a metallic ground return is considered. Although it is envisaged that configurations without a metallic ground return would also benefit of the presented strategy, detailed studies are required at this point.

This work shows that fast turbine current control can be used to reduce over-currents during cable pole-to-ground short circuits. Moreover, it shows that it is possible to reduce the peak value and clear diode rectifier station fault current in reasonable time by means of wind turbine control.

A sensitivity study shows that it is possible to select the value of the smoothing reactance to obtain a reasonable trade-off between peak diode station fault current and \( I_{Rdc} \).

### Appendix: Aggregated Wind Turbine

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
<td>10 m/s</td>
</tr>
<tr>
<td>Rated power</td>
<td>6 MW</td>
</tr>
<tr>
<td>Wind power rating</td>
<td>6 MW</td>
</tr>
</tbody>
</table>

### HVDC-DR Station and ac-grids

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated voltage</td>
<td>25 kV</td>
</tr>
<tr>
<td>Rated power</td>
<td>200 MVA</td>
</tr>
<tr>
<td>Voltage droop</td>
<td>0.1 pu</td>
</tr>
</tbody>
</table>

### PI Controller Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional gain</td>
<td>0.1 pu</td>
</tr>
<tr>
<td>Integral gain</td>
<td>0.1 pu</td>
</tr>
</tbody>
</table>
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Abstract

The modern wind turbines (WT), equipped with power converters (full or partial power converters) connected to the grid, have increased rapidly in recent years. Harmonic assessment of the power quality is a necessary study for interconnection of future wind farms to the grid. Normally, the power quality assessment in wind farm is done considering the power converter as an ideal harmonic current source, then, the injected harmonic currents are considered constant in any grid. This approach is not always valid since it neglects any grid harmonic impedance impact as well as the converter reaction to background harmonic voltages.

In this study it has been modelled the Alstom Haliade 150 6MW wind turbine converter as a harmonic voltage source, including its filter and transformer harmonic model; with the theoretical harmonic impedance model and the background harmonic voltages of Le Carnet Wind farm (France). The predicted voltage and current harmonics have been compared with real data measurement. The accuracy of this evaluation is much closer to reality than considering converters as ideal current sources as usual.

Keywords

Grid Integration, wind turbine, power quality, harmonic distortions, full power converters, DFIG converters

1 Introduction

A standard approach about a theoretical wind farm power quality assessments are done considering each WT as an ideal harmonic current source [1]. In this case, the different harmonics currents are often taken during the WT prototype power quality certification [2] and these are measured in a particular site with a particular grid. This grid could be completely different than the future grids where this sort of WT will be installed; even this specific grid harmonic impedance could have some serial or parallel resonances in some particular frequencies [3]. Thereby, the Power Quality assessment of a particular site only shows the injected harmonic currents of this specific site. If the ideal injected harmonic currents are used in other sites, it is neglected their dependency with the harmonic grid impedance and the converter reaction to background harmonic voltages. Hence, the estimation of harmonic distortions obtained with this approach might deviate of the real harmonic distortion.

The intention on this proposal is using the real voltage source of harmonics and the grid characteristics (harmonic impedance and background voltage harmonics). So, from one side the converter inner harmonic voltages, the ones generated by the IGBT bridge which are almost constant and quasi-independent of the grid, and secondly face them against the grid model taken from the DSO (Distribution Systems Operators) data. It is shown the results of a site evaluation example in Alstom Haliade150 WT prototype site (Le Carnet, France), where is demonstrated a good accuracy of this methodology to make a power quality assessment using the converter voltage harmonics and the grid model (harmonic impedance and background voltage harmonics).

2 Evaluation process

The converter and grid harmonic currents are calculated separately in this methodology. A first model includes the harmonic impedances of the wind turbine and the grid; with the voltage harmonic source belongs to power converter side in order to get the current harmonics really caused by the converter. A second model includes the harmonic impedances of the wind turbine and the grid as well, but with the background voltage harmonics in order to get the current harmonics caused by the converter reaction to background voltage harmonics.

2.1 Voltage harmonics.

As the case analysed deals with a full power converter, the only sources of harmonics at the wind turbine level are coming from the Line Side Converter on the IGBT output and the voltage harmonics coming from the grid as background harmonics before connecting any WF.

The voltage harmonics from the converter have been measured directly on the IGBT side of the line side converter (Fig. 1) switching at fs=4kHz, and the background voltage harmonics coming from the grid have been measured on the MV of the transformer having the WT disconnected (Fig. 2).
2.3 Voltage and current harmonics calculation.

The voltage and current harmonics have been obtained with the method of Modified Nodal Analysis (MNA) [5] which is an extension of classical Nodal Analysis [6], per each harmonic. The procedure is depicted in Figure 5.

Figure 5. Voltage and current harmonics calculation procedure

Converter and grid harmonic currents are calculated separately: the 1st simulation for calculating only the impact of the power converter harmonics (Fig. 6), having then the background grid harmonics off, i.e. voltage source short-circuited; and the 2nd simulation for getting only the converter reaction to the background voltage harmonics coming from the grid (Fig. 7) and having then the power converter source short-circuited.

Figure 6. Voltage and current harmonics in the MV WT side (converter source)

Figure 7. Voltage and current harmonics in the MV WT side (Grid source)

3 Conclusions

The estimation of the voltage and current distortion on the WF PCC is more realistic by using the voltage harmonics source method coming from the power converter and the grid harmonics background than only forcing an injection of current harmonics which are coming from measurements done in a particular site (WT prototype certification).

The theoretical Z_h(h) get with the DSO data ("PI" modelled sections + transformers) has the same trend to the real Z_h=V_h/I_h get by direct measurements on the MV side. It means the grid could be simulated quite accurately without the real voltage and current harmonics previously measured on the site.

The voltage and current harmonics in the lower range, so the 3rd, 5th, 7th, 11th..., which are normally detected in all the WT power quality assessment are normally coming from the background harmonics already existing in the grid and the power converter has nothing to do with them.
The power converter is usually responsible from the harmonics around the switching frequency and all its multiples.
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Abstract—This paper describes an alternative approach based on symbolic computations to simulate wind turbines equipped with Doubly Fed Induction Generator (DFIG). The actuator disk theory is used to represent the aerodynamic part, and the one-node model simulates the mechanical part. The 5th-order induction generator is selected to model the electrical machine, being this approach suitable to estimate the DFIG performance under transient conditions. The corresponding non-linear integro-differential equatation system has been reduced to a linear state-space system by using an ad-hoc local linearization. This novel Symbolic Computation (SYMB) method has been implemented by using two different software packages, with the purpose of solving simultaneously a remarkable number of individual wind turbines models submitted to different wind speed profiles and/or grid voltage waveforms.

The obtained results are compared with traditional Finite Difference Discretization (FDD) method, widely proposed for this type of studies. The results offer a good agreement between the proposed SYMB method and the FDD solutions, considering real wind speed profile and electrical transient event.
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I. INTRODUCTION

The basic scheme of a wind turbine equipped with DFIG is represented in Fig. 1. In this configuration, the stator terminals are directly connected to the grid and the rotor terminals are connected through a back-to-back converter, which size is determined for its capacity of handling around 25–30% of the rated power of the wind turbine [15]. The pitch angle β is fixed to zero in all simulations. The wind turbine model proposed in this paper involves the following conditions and assumptions [16]:

- All quantities are referred to the stator-side and taken in per unit (p.u.), except \( \psi_a \) that is in electrical rad/s and \( t \) in is seconds.

\[
\begin{align*}
\dot{I}_{st} &= R_{st} I_{st} + j\omega_{sl} I_{st} + \frac{1}{j\omega_{sl}} \psi_a \\
\dot{\psi}_a &= R_{st} I_{st} + j\omega_{sl} I_{st} + \frac{1}{j\omega_{sl}} \psi_a
\end{align*}
\]

- The stator current is considered as a positive value when flowing towards the machine, since traditionally the proposed induction machine models have been studied in motor mode [17].
- The \( d \) and \( q \) windings are magnetically decoupled, allowing to control independently active and reactive power variables [16, 19].
- The \( (d, q) \) reference system rotates at the same speed value and direction as the stator flux \( \psi_a \) (corresponding to the grid frequency speed), becoming the stator parameters (voltage, current and flux) close to their steady-state values.

Fig. 1: Basic scheme of a DFIG wind turbine

Fig. 2: Wind turbine electrical equivalent circuit (all quantities are referred to the stator-side).

The wind turbine model considered in this work is based on the model developed in [20] with the following additions from [21]: the Grid Side Converter control and the 5th order DFIG model have been implemented. In [20] the 3rd order DFIG model was utilized and the GSC control was omitted.

A. Generator

The DFIG model is represented by [21]:

\[
\dot{I}_{st} = R_{st} I_{st} + j\omega_{sl} I_{st} + \frac{1}{j\omega_{sl}} \psi_a
\]

\[
\dot{\psi}_a = R_{st} I_{st} + j\omega_{sl} I_{st} + \frac{1}{j\omega_{sl}} \psi_a
\]
where \( \omega_w = 2\pi f_s \) rad/s, \( f_s = 50 \) Hz is the grid frequency, \( \omega_w = 1 \) rad/s is the synchronous speed, \( p = 2 \) is the pair of poles, and \( \omega_is \) is the mechanical speed of the generator in \( \text{rad/s} \).

The relation between stator and rotor fluxes and currents is given by the following expressions [22]:

\[
\psi_s = L_s i_s + L_m i_r,
\]

\[
\psi_r = L_m i_s + L_r i_r,
\]

being \( L_s = L_{sq} + L_{sd} \) and \( L_r = L_{sq} + L_{rd} \), where \( L_{sq} \) is the stator leakage inductance, \( L_{rd} \) is the rotor leakage inductance and \( L_{sq} \) is the mutual inductance.

With regard to the motion equation of the generator, the following expression is proposed,

\[
2H_s \frac{d^2 \omega}{dt^2} = T_m - T_L,
\]

where \( \omega \) is \( \frac{1}{\Omega} \Omega \), and \( \Omega \) is the mechanical speed generator in \( \text{rad/s} \).

B. Grid-Side and Rotor-Side Converter Control Model

DFIG control is usually divided into Grid-Side Control and Rotor-Side Control. Variables are set in a synchronously rotating \((d, q)\) axis frame with the \(q\) axis aligned along the stator flux vector position, which ensures decoupling control of stator active and reactive power flows into the grid [18]. This orientation frame leads to \( v_{sd} \approx 0 \) and \( v_{sq} \approx 0 \) that means \( u_{sd} \approx 0 \) and \( u_{sq} \approx 0 \). It is also usually to neglect \( R_L \), hypothesis affordable for a MW class wind turbine connected to a strong grid [18].

Grid-Side Converter (GSC) is modeled through a current \((i)\) source. Under these assumptions, the proposed model is suitable for both dynamic simulations and transient stability studies [23, 24, 25]. This current source should be able to maintain constant the DC-bus voltage as well as the power exchange between the rotor and the grid. Fig. 1. Taking into account the stator flux alignment of the control reference frame, and assuming the electrical losses as zero in both converters, \( i_r dq \) components can be calculated as follows [22].

\[
v_{sd} = R_{sd} i_{sd} + j \omega L_{sd} i_{sd} + \frac{L_{sd}}{L_{sq} + L_{sd}} v_{sq} + \omega_w i_{sq},
\]

Rotor-Side Control is modeled according to the following expressions, involving references and controlled variables:

\[
\begin{align*}
\omega_{ref} &= \frac{Q_{ref}}{\omega_{wref}} \\
\omega_{qref} &= \frac{f(t, \omega)}{\omega_{wref}}
\end{align*}
\]

While the Grid-Side Control is modeled as follows:

\[
\begin{align*}
\omega_{ref} &= \frac{Q_{ref}}{\omega_{wref}} \\
\omega_{qref} &= \frac{f(t, \omega)}{\omega_{wref}}
\end{align*}
\]

III. AN APPROACH TO A LINEAR WIND TURBINE MODEL

The wind turbine model can be divided into two parts: the electrical part and the aerodynamic-mechanical part. In the next two subsections is discussed how to linearize both parts.

1) Linear state-space model for the electrical part:

If \( \omega_0(t) \) is assumed as constant along a simulation time interval \( \tau_j = [t_{j-1}, t_j] \), the non-linear integro-differential electrical part model defined in section II can be arranged in a linear state-space form. The suitability of this assumption \( \omega_0(t) \) constant is based on the fact that for power system simulations involving grid disturbances taking time intervals usually lower than 30 seconds, being possible to assume wind speed values as constant [28]. It must be pointed out that this assumption \( \omega_0(t) \) as constant is only applied for the linearization process of the electrical part, and it is not considered as a constant variable along the whole time interval of the simulation. In fact, the evolution of \( \omega_0(t) \) along a \( \tau_j = [t_{j-1}, t_j] \) is obtained by solving the linearized motion equation described in Section III.2.

The equation system can be transformed into a differential equation system by extending the number of space-state variables. The following change of variables is proposed, [27], [28], in order to adapt the expressions of the Proportional Integral controllers of the Rotor Side Converter and the Grid Side Converter to the state-space form of the model:

\[
\begin{align*}
\epsilon_{ref} &= \int c(t) - \omega_0 dt \\
\epsilon_{qref} &= \int c(t) - \omega_0 dt \\
\tau_{rd} &= \int \tau(t) dt \\
\tau_{rq} &= \int \tau(t) dt \\
\epsilon_{dq} &= \int c(t) - \omega_0 dt \\
\epsilon_{eq} &= \int c(t) - \omega_0 dt
\end{align*}
\]

A first order linear differential equation system can be then deduced and written as:

\[
M \begin{bmatrix} \dot{X}(t) \\ \dot{U}(t) \end{bmatrix} = N \begin{bmatrix} X(t) \\ S \end{bmatrix} + U(t),
\]

\[
\begin{bmatrix} \dot{X}(t) \\ \dot{U}(t) \end{bmatrix} = A \begin{bmatrix} X(t) \\ F(t) \end{bmatrix},
\]

where \( A = M^{-1} N \) and \( F(t) = M^{-1} S \), \( U(t) \).

This rearrangement can be carried out due to the existence of \( M \) inverse. Further discussion about the matrix structure of (17) can be found in the Appendix. The state-space variables \( X(t) \) and the input vector \( U(t) \) are respectively, \( X(t) = [x_1, x_2, \ldots, x_m, u_1, u_2, \ldots, u_n] \), and \( U(t) = [u_1, u_2, \ldots, u_n] \).

2) Linear model of aerodynamical-mechanical part:

To obtain the analytical expression for the rotational generator speed \( \omega_0(t) \) along a \( \tau_j = [t_{j-1}, t_j] \) time interval, the motion equation defined in (20) has to be linearized.

\[
\frac{\omega_0}{\tau_j} = \int \frac{1}{\tau_j} (T_m - T_L(t)) dt,
\]

The inputs to the linearized aerodynamical-mechanical model of the wind turbine are: the profile of wind speed \( v(t) \) and the stator and rotor currents \( i_{sd}(t), i_{rd}(t), i_{rq}, i_{sq} \) expressed in function of time \( t \).

V. CASE STUDY DESCRIPTION AND RESULTS

A. Proposed wind turbine model solution

Fig. 3 shows schematically the process proposed for symbolic resolution. The simulated global time interval \( \tau \) is divided into \( n \) time intervals to be solved analytically, \( \tau = [\tau_1, \tau_n] \). In this case, \( X(t) \) and \( U(t) \) can be determined for each specific time interval \( \tau_j = [t_{j-1}, t_j] \), \( \forall j \in [1, n] \).

Regarding \( \omega_0(t) \), \( X(t) \), and the input variables of the model \( \{U(t)\} \) and \( \{v(t)\} \), they have to be updated each \( \tau_j \). The value of \( \omega_0(t) \) for a \( \tau_j \) time interval (with \( j > 1 \)) is equal to the value of \( \omega_0(t) \) at the end of the previous interval, \( \omega_0(t_{j-1}) \), to preserve continuity function properties. A similar process is carried out to obtain the initial conditions of the state-space variables, \( X(t_0) = X(t_{j-1}) \). In our case, these values are known before the initialization of the time interval simulation. Nevertheless, contributions focused on solving initial value problems for a system of linear integro-differential equations can be found in [29].

The corresponding state-space model for the electrical part, (17), is solved analytically by the method of Variation of Parameters described in [9]. The analytical expression of the solution is:

\[
X(t) = \phi(t)X(t_0) + \int_0^t \phi(t)F(s)ds,
\]

where \( \phi(t) \) is named fundamental matrix of the equation system and it can be determined according to [9].

Considering the linearization of the motion equation described in Section III.2, \( \omega_0(t) \) can be determined as the analytical solution of (21) given by [9], \( \forall j \in [1, n], \)

\[
\omega_0(t_j) = e^{-\int_{t_{j-1}}^{t_j} \frac{1}{\tau_j} \cdot \omega_0(t) dt},
\]

Finally, the estimation of active and reactive power for rotor, stator and grid side converter \((P_r, P_s, Q_r, Q_s)\) and \(Q_{ds} \) along the whole time interval can be calculated.

V. CASE STUDY DESCRIPTION AND RESULTS

A set of simulations considering real-measured wind turbine voltage waveforms have been carried out to evaluate the proposed symbolic technique based on symbolic simulation and PDD solution. For PDD solution, software package MATLAB-Simulink [30] is used to simulate the wind turbine model according to [31]. Software package Mathemagica [32] is selected to solve the process involving symbolic operations. For the rest of the paper, the non-linear wind turbine model solved by FDD approach will be labeled as FDD model, and the linearized wind turbine model solved by symbolic form will be referred as SYMB model.

The table II contains most relevant parameters of the DFIG wind turbine used in the simulations, [33].

According to Section III. A, both \( U(t) \) input and wind speed profile must be known a priori for the global time interval. The numerical values are fitted through a polynomial structure \( u(t) = a_0 + a_1 t + a_2 t^2 + \cdots + a_n t^n \) avoiding high-order polynomials (\( k > 5 \)) since their computation is more complex and usually involves a higher number of local maximum and minimum candidates. Moreover, wind speed profile, when there are not transient events it is recommended \((k = 4)\) for electrical inputs and \((k = 4)\) for wind speed profiles. The case of study involves a global simulation time of \( \tau = 30 \) seconds. The Grid Side Converter is connected directly to the grid, so \( u_{sd} = u_{sq} = u \). It has been divided into three linearization time intervals with different time durations: \( \tau = [13.4, 12.0, 19.18, 99] \). The second time interval involves the voltage dip [34], that is illustrated in Fig. 4 in instantaneous values. After being filtered and
components dq calculated, the voltage dip is assumed to be a three phase balanced voltage dip.

Fig. 6: Voltage grid FDD vs reference current $\omega_{ref}$ FDD; and $\omega_{ref}$ FDD vs SYMB comparison

Fig. 7: Stator currents, $i_{sd}$ and $i_{rq}$, FDD vs SYMB comparison

Fig. 8: Stator currents, $i_{sd}$ and $i_{rq}$, FDD vs SYMB comparison detail

Something similar occurs with the Grid Side Converter currents, Fig. 11 and Fig. 12. For the $i_{sd}$ component, associated with power reactive control, both methods match correctly but for the $i_{rq}$ component, associated with DC-bus control, there are some differences. This is caused by how $\omega_{ref}$ is obtained for to be used as input in the linearized model. As it was pointed out in (1), $\omega_{ref}$ is obtained from the grid voltage and wind speed. In Fig 5 are depicted the grid voltage and the $\omega_{ref}$ calculated by the FDD model, it can be appreciated that the behaviour of both variables are related between them. As an initial approach, the $\omega_{ref}$ for the SYMB model can be obtained multiplying the grid voltage by a constant and making some basic mathematical arrangements. This constant is obtained from the division in one instant of time between the grid voltage and $\omega_{ref}$ (Fig 5). In Fig 6 is show the comparison of $\omega_{ref}$ used by the FDD and SYMB models, paying attention during the voltage dip. In Fig 15 are depicted the error between stator currents, rotor currents and Grid Side Converter currents. It can be observed how the error is maintained below 9%.

For the case of rotational generator speed $\omega_{rot}$ (see Fig 13) the differences between FDD and SYMB models are not significant, considering the small values of the differences in per unit. Regarding the wind speed profile depicted in Fig 14, the difference observed is due to the trade-off of complexity of the polynomial form and its accuracy respecting the numerical value for the wind speed profile. The wind speed profile is one of the inputs to the model and for the analytical model the input must have a polynomial form, as it was mentioned at the beginning of this section. A high degree polynomial form can lead to instability issues when symbolic solution is applied and increases the computational cost.

With the aim of offering a proper study of the computational cost requirements, the proposed analytical solutions have been divided into two computational times: analytical solving for the local linearized differential equations (SYMB CALC, independent of the size of time interval and integration step ) and the computational time required to evaluate those analytical functions (SYMB EV, that depends on the size of the time vector employed for the evaluation). FDD represents the wind turbine model obtained from blocks and solved with discretized techniques and FDD SS represents the linearized model solved also with discretized techniques. In Fig 16, Fig 17 and Fig 18 are showed the computational costs of FDD and SYMB methods for a different number of wind turbines. It can be observed that SYMB method maintains an appreciable advantage of computational cost respect to FDD method when the number of wind turbines is high, a small time step and long time interval is considered. Moreover, the computational cost is not only related with the speed of calculate, also must be considered the amount of memory necessary to store the results. In Table I is showed the huge difference between the size of the output file for the simulation considering solving method and number of wind turbines.

TABLE I: Size in Megabytes of the output file for a simulation time $t_r = 30$ [s]
A symbolic method to solve the model of a wind turbine equipped with DFIG is described and discussed. The aim of this approach is focused on simulating a large number of wind turbines with a lower computational cost in terms of speed and size of memory respect to the traditional method based on discretized techniques.

The symbolic method is compared with classical Finite–Difference Discretization technique for typical time–step values, varying the number of wind turbines considered in the simulation. These comparisons have been carried out under real wind speed conditions and transient disturbance, such as voltage dips. Real wind speed data have been collected at hub height of a Spanish wind farm and filtered through an equivalent wind speed model. The results of the comparisons provide a good agreement between the proposed symbolic method and FDD case, being this difference many orders of magnitude.

Consequently, the proposed symbolic method is highly suitable to simulate individually a substantial number of wind turbines facing different wind speed profiles and under transients events, although more work is needed in order to include pitch control and improve the references signals for the control.
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### APPENDIX

#### TABLE II: 2 MW class DFIG wind turbine parameters

<table>
<thead>
<tr>
<th>DFIG parameters (pu)</th>
<th>Base value</th>
<th>Power base</th>
<th>Voltage base</th>
<th>Current base</th>
<th>Frequency base</th>
<th>Induction speed base</th>
<th>Induction base</th>
<th>Flux base</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor resistance</td>
<td>0.025</td>
<td>0.25</td>
<td>2500</td>
<td>2500</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Machine inductance</td>
<td>0.1</td>
<td>1</td>
<td>1000</td>
<td>1000</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Machine resistance</td>
<td>0.035</td>
<td>0.35</td>
<td>3500</td>
<td>3500</td>
<td>70</td>
<td>70</td>
<td>70</td>
<td>70</td>
</tr>
<tr>
<td>Machine inductance</td>
<td>0.1</td>
<td>1</td>
<td>1000</td>
<td>1000</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Mechanical speed limit</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>1500</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
<td>3000</td>
</tr>
</tbody>
</table>

#### Matrix A and matrix F(t) from (17):

\[
A = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
F(t) = \begin{pmatrix}
(w_1(t) - w_{s1}(t)) & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s1}(t) & w_{s2}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s2}(t) & w_{s3}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s3}(t) & w_{s4}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s4}(t) & w_{s5}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s5}(t) & w_{s6}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s6}(t) & w_{s7}(t) & 0 & 0 & 0 & 0 & 0 & 0 \\
w_{s7}(t) & w_{s8}(t) & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

where

\[
\begin{align*}
w_{s1}(t) &= s_1(t), \\
w_{s2}(t) &= s_2(t), \\
w_{s3}(t) &= s_3(t), \\
w_{s4}(t) &= s_4(t), \\
w_{s5}(t) &= s_5(t), \\
w_{s6}(t) &= s_6(t), \\
w_{s7}(t) &= s_7(t), \\
w_{s8}(t) &= s_8(t)
\end{align*}
\]
ABSTRACT: The so-called Frandsen model forms the basis for the assessment of wind farm level turbulence intensity (TI) in the IEC standard 61400-1 edition 3. It is used in the choice of turbine suitable for a particular wind farm site. The Frandsen model was developed several years ago using field data when turbines and wind farms were of smaller scale than today. There is now an interest in the accuracy of models such as that of Frandsen when applied to the scale of the largest offshore wind farms. In this paper, we present the results of an analysis of the accuracy of the Frandsen model in predicting TI within the Greater Gabbard offshore wind farm. A comparison is made between measured data and predictions from: 1) the original Frandsen model; 2) a simplified version of the Frandsen model and 3) output from the ANSYS WindModeller CFD model. In general, the Frandsen model was found to perform well in the prediction of mean levels of TI but less well than a simplified model using either a freestream ambient TI or a turbine wake TI regardless of distance. Representative or 90% percentile TI levels are less well predicted under direct wake conditions due to the lack of consideration of turbine generated variance in turbulence and the manner in which the 90% percentile freestream TI is incorporated. ANSYS WindModeller was found to perform well in the prediction of mean TI and has the benefit of not requiring upstream TI data. The CFD model can be used to predict representative TI, when complemented with a model for the variance of turbulence. Predictions from the Frandsen model are more sensitive to the choice of freestream data than those from the CFD model.

1. INTRODUCTION

The fluctuations of the wind speed caused by turbulence affect the fatigue of the turbine blades and tower and consequently the turbine lifetime. As shown in Frandsen [1], wind turbine loads, for a given wind speed, are mostly conditioned by the level of turbulence intensity (TI) in the flow, and more specifically by the longitudinal component $\alpha_0$ of the velocity fluctuation along the main flow direction. For turbines within a large array, operating in wake conditions, the Frandsen model [1] for TI is used as the basis for the IEC Standard 61400-1 edition 3, amendment 1 [2] to derive an effective TI as a function of wind speed. Turbine suitability is assessed by verifying that the site effective TI is below the turbine design TI for the range of wind speed between 60% of the rated wind speed and the cut-out wind speed.

This paper summarises work carried out as part of the Carbon Trust’s Offshore Wind Accelerator project ‘Validation of Frandsen Turbulence Intensity Model and Large Wind Farm Models’ [3]. The objective of this work is to assess the performance of 1) the Frandsen model and 2) a computational fluid dynamics (CFD) code in predicting levels of turbulence intensity within a large wind farm by comparing data from the Greater Gabbard wind farm with model predictions.

2. SITE

The wind farm investigated is that of Greater Gabbard, situated in the North Sea, with a layout as shown in Figure 1. It consists of two sections, one to the North with 102 Siemens 3.6MW turbines ($\text{hub}_\text{h} = 77.5 \text{ m}$, $D = 107 \text{ m}$) and one to the South, with 38 turbines. The distance between the southern and northern part of the array is over 70D. For the flow directions with regular spacing, turbines are separated by typically ~9.7D (207°), ~10D (247°) and ~8.3D (315°). The site has two meteorological masts, marked by squares in Figure 1: IGMMX to the south of the Northern section, 2.5D upstream of a turbine, and IGMMZ embedded within the Northerly section. SCADA data from each turbine along with measurements collected at the two masts were made available for the project by the operator SSE. Two turbines, IGH08 and IGK02, are marked as black circles in Figure 1 and were used to validate model predictions in addition to the two met masts.

To provide a representation of the freestream wind conditions, a data set was constructed from a selection of upstream turbines with the freestream wind direction calculated by averaging the yaw position of the six turbines highlighted as open circles in Figure 1, whilst the freestream wind speed values were calculated by averaging the SCADA measurements from these turbines when they were individually considered by direction to be in the freestream flow. Note that the local wind speed for the turbines is derived from nacelle anemometry. The accuracy of using nacelle wind speed to derive turbine upstream conditions was assessed, by correlating the ambient TI or a turbine wake TI regardless of distance. Representative or 90% percentile TI levels are less well predicted under direct wake conditions due to the lack of consideration of turbine generated variance in turbulence and the manner in which the 90% percentile freestream TI is incorporated. ANSYS WindModeller was found to perform well in the prediction of mean TI and has the benefit of not requiring upstream TI data. The CFD model can be used to predict representative TI, when complemented with a model for the variance of turbulence. Predictions from the Frandsen model are more sensitive to the choice of freestream data than those from the CFD model.

1. IGF10 and mast IGMMX, for directions $180^\circ<\theta<250^\circ$ where neither are influenced by upstream turbines.

Figure 1: Layout of Greater Gabbard Wind Farm. Turbines marked in black are IGH08 (top left) and IGK02 (bottom right), the met masts are shown as squares and the six turbines used to calculate freestream conditions are shown as open circles.

Figure 2: Correlation between wind speed at IGF10 and mast IGMMX, for directions $180^\circ<\theta<250^\circ$ where neither are influenced by upstream turbines.
which can be measured before the wind farm is operational. It is summarised below, using the representative (i.e. the 90\% centile value of the) wind speed standard deviation in the integrand.

\[
I_{\text{eff}}(U) = \frac{1}{U} \int_{-\infty}^{\infty} \left( \frac{\sigma(\theta, U)}{U} \right) d\theta
\]

\[
T = \left( \frac{\sigma(\theta, U)}{U} \right)
\]

where \( m \) is the Wöhler exponent, \( \theta \) is the wind direction, and \( U \) is the wind speed. The value of \( \sigma(\theta, U) \) is calculated depending on location within the wind farm with respect to wind direction and assuming a regular turbine layout, via one of the following three equations:

\[
\sigma_{\text{repr}, \theta} = \left( \sigma_0 + 1.28 \text{std dev}(\sigma_0) \right)
\]

\[
\sigma_{\text{repr}, \theta} = \left( \sigma_0 + 1.28 \text{std dev}(\sigma_0) \right)
\]

\[
\sigma_{\text{wake}} = \frac{U^2}{(1.5 + 0.8d/\delta)'} + \sigma_{\text{repr}, \theta}'
\]

where \( \sigma_{\text{repr}, \theta} \) is the representative wind speed standard deviation of the freestream flow, \( \sigma_{\text{repr}, \theta} \) is the representative wind speed standard deviation of the flow within an infinite array, \( \sigma_{\text{wake}} \) is the representative wind speed standard deviation of the flow directly within the wake of an upstream turbine, \( d_1 \) is the normalised distance to the upstream turbine, \( C_T \) is the turbine thrust coefficient. Chevron brackets indicate ensemble averaging. The wind farm ambient (or background) wind speed standard deviation, \( \sigma_{\text{wake}, \text{ambient}} \), is calculated from the freestream ambient background \( \sigma_0 \) and wind farm added wind speed standard deviation above the wind farm, \( \sigma_{\text{add}, \text{wake}, \text{ambient}} \), as follows:

\[
\sigma_{\text{wake}} = \frac{1}{2} \left( \sigma_{\text{add}, \text{wake}, \text{ambient}} + \sigma_{\text{wake}} + \sigma_0 \right)
\]

\[
\sigma_{\text{add}, \text{wake}} = \frac{0.368m}{1 + 0.2s_1 \sqrt{s_2}}
\]

where \( s_1 \) and \( s_2 \) are the normalised distances between turbines in a row and between turbine rows respectively. The Frandsen model stipulates that equation (4) shall be used, if the location is in the direct wake of a turbine less than 10 rotor diameters away. For directions with turbines more than 10 diameters away, where there are more than 5 turbines between the selected location and the edge of the wind farm or if the turbine separation is less than 3 diameters, Equation (3) shall be used. For all other directions (no turbine or less than 5 turbines upstream, all of them beyond 10D), the ambient TI calculated via Equation (2) is valid. Frandsen fitted his model for the direct wake contribution using data from the Vindby, Andros, Taff Elly and Assil wind farms [1] and therefore there may be aspsects of the model which are not suitable for modern offshore farms that are much larger. An example of this is the arbitrary 10 diameter cut-off applied to determine whether an individual turbine wake is significant to the TI measured at any particular location. To test the applicability of the 10 diameter cut-off, this work will also investigate a ‘Simplified’ version of the model which does not utilise the infinite array concept. Thus, for the Simplified model, if a turbine exists upstream of a specified location for the wind direction of interest, Equation (4) shall be used, irrespective of its distance, whilst Equation (2) shall be used for all other directions at that location.

### 3.2 CFD simulations

CFD simulations were carried out using ANSYS WindModeller modelling the wakes with an actuator disk method under neutral atmospheric conditions. Turbulence closure is provided using a k-\( \varepsilon \) model with modified turbulence constants \( C_T = 0.03 \) (turbulence decay rate = 0.6), as successfully validated in earlier work [6]. For the results shown here, only the Northern section was modelled, using a simulation domain with a 17km radius, and 5 km height. Separate simulations for the entire wind farm showed that the effect of the Southern section is only minimal (increasing the TI from 5.8\% to 7.1\% for mast IGFMMX) and only affected the sectors 130˚ to 170˚. The mesh resolution used a background horizontal resolution of 60m. In the vertical, the mesh resolution follows a geometric progression, with a first cell height of 2m, and an expansion factor of 1.16. Simulations have been carried out for 36 equally spaced directions, and 4 reference wind speeds (6, 10, 12 and 14 m/s) at hub height.

When carrying out Reynolds Averaged Navier-Stokes (RANS) simulations, solving for stationary flow conditions, the resulting flow fields are assumed to be representing the mean flow conditions on site. The mean turbulence intensity from the CFD is calculated from:

\[
I_{\text{max}} = \frac{\sigma_u}{U} - \frac{1}{3} k
\]

When calculating the local TI at mast locations from the model, local values for the turbulence kinetic energy \( k \) and the wind speed \( U \) are used. For turbine locations, equation (7) is evaluated using the local value for the turbulence kinetic energy \( k \) and the turbine upstream wind speed \( U_{w,TURB} \), itself derived from the local wind speed at hub height, using a 1D actuator disk theory. The reason for using the turbine upstream wind speed, is an attempt to mimic what is reported in the wind turbine SCADA data, where, via the use of nacelle transfer functions, the turbine wind speed is supposed to be representative of the wind speed upstream of the turbine.

### 4. COMPARISON WITH DATA

#### 4.1 TI by direction

The results of applying the Frandsen model and the Simplified model are shown for the two met masts in Figure 5 and Figure 6 compared to values of TI measured on each mast, with freestream values indicated. The resulting mean TI from the CFD model is also shown.
At mast IGMMX (Figure 5) at the edge of the northern wind farm cluster, the Frandsen model provides a good prediction of the mean turbulence intensity except for the sector 0°-30° and around 150°. Between 0°-30°, the wind farm ambient TI assumed by Frandsen would seem to be an over-estimate. The over-prediction of the TI around sector 150° would seem to result from the wind farm ambient TI associated with the Southern section. Arguably, the wind farm ambient TI in the Frandsen model is not intended to cater for the effect of a separate section of the wind farm so far upstream. The Simplified model seems to predict much better the TI in these sectors.

The CFD model provides a reasonably good prediction of the background TI, which affects the majority of directions at mast IGMMX, but tends to underestimate the peak TI in the direct wake (sector 60° and 310°). Additional simulations at a finer horizontal resolution showed that the peak TI in the near wake is not mesh converged. Further refining the mesh allows the capture of the peak in the near wake more accurately (not shown).

For directions in the direct wake of a turbine less than 10D upstream (sectors 60° and 310°), the difference between the mean and representative TI from the Frandsen and Simplified models is small. This may be because the calculation of the representative values in the wake only accounts for fluctuation of the standard deviation in the background flow and not the direct wake. The fact that the model underestimates the representative TI around these sectors may be an indication that the representative TI in the direct wake should be derived in a more sophisticated way. In particular, the inclusion of the standard deviation of the wind speed standard deviation under the square root in Equation (4) is questionable. Doing so means that, for a given value of background fluctuation $\sigma_0$, the absolute change between $\sigma_{rep}$ and $\sigma_{mean}$ in wake conditions, which should be a measure of $1.28 \sigma_0$ in wake conditions, is smaller than the $1.28 \sigma_0$ that results in freestream conditions. This is in contrast to what we see in the data at IGMMX for example, where $\sigma_0$ for wake sectors tends to be larger than for freestream sectors. It is suggested that the representative $\sigma$ might be better captured with:

$$\sigma_{wake} = \frac{U_0^2}{\sqrt{1 + 0.8 \frac{d}{D}}} + \sigma_0$$

and

$$1.28 \sigma_0$$

Figure 6 suggests that deep within the wind farm the Simplified model predicts the mean TI well, except near the sector 260° and 330°. The overestimation around the sector 150° was found to be due to reduced availability of turbine IGE06, 11D upstream of the mast. The Frandsen model struggles in capturing trends in mean TI with direction at mast IGMMX, sometimes underestimating where less than five turbines upstream are present, or over-estimating for directions where the wind farm ambient TI over-estimates the actual TI. The CFD results show a similar trend to the Simplified model, with reasonable agreement with the data, except for an underestimate of the peak around 300°. Around sector 150°, the CFD also produces a peak not seen in the data because of the reduced availability of turbine IGE06. Both the Frandsen and Simplified models struggle to capture the amplitude of the standard deviation of the wind speed standard deviation, underestimating the representative TI most likely for the reasons mentioned above.

Figure 7 compares the model outputs against the measured values of TI at the locations of wind turbine IGH08. In general, the Frandsen model captures the fluctuations in TI due to nearby turbines though it struggles for directions where the nearest turbine is more than 10 diameters away. For example, between 270°<θ<300° due to the farm layout irregularity, the Frandsen model reverts to using the freestream TI value whilst between 40°<θ<120° there are less than the arbitrary 5 turbines required to suggest a wind farm TI has developed. By contrast, the Simplified model which uses the direct wake method in Equation (4) for these sectors, predicts the measured values well.
TI as, wind farm between 7 and 13 m/s. At higher wind speed, these models tend to over-predict the representative $I_{eff}$. While we noticed from the plots by direction at 10 m/s (Figure 6) that these models tended to under-estimate the peak representative TI in wake situations, it appears that when integrating over the direction, under- and over-estimated predictions cancel out. It should be stressed that this may not be true for all wind farms or indeed for other locations in the wind farm, being dependent on the relative weighting between wake affected, wind farm affected and freestream sectors. The CFD model using the direct method and the linear expression (9) for $stdev(\theta)$ provides an accurate effective TI for the range of simulated wind speeds.

The sensitivity of the $I_{eff}$ predictions to the assumed wind farm upstream conditions, and in particular to the ambient effective TI. Their overall trend is strongly reminiscent of the trend seen in the ambient conditions (plotted in Figure 11 for reference).

When predicting the mean $I_{eff}$ using the Frandsen and Simplified models in Figure 9, when working with upstream data derived from mast IGMMX, we obtained the resulting $I_{eff}(U)$ curves at mast IGMMX, which are shown in Figure 9. The results from the Frandsen and Simplified models are compared to the $I_{eff}(U)$ from the wind data and CFD results, calculated from the local TI and binned by the local wind speed at IGMM2. When calculating the mean local TI from the CFD results shown in Figure 9, we evaluate TI directly from the solved turbulence kinetic energy, via equation (7). When using this method, the only required wind farm upstream data is the direction distribution at any given reference wind speed. Since the CFD results are stationary solutions, for any given upstream wind speed and direction, they provide a unique value for the wind speed standard deviation, without an associated fluctuation. To derive representative TI values from the CFD, we need to complement it with a model for $stdev(\theta)$. In the results presented in Figure 9, we used a linear relationship

$$stdev(\theta) = a\theta + b$$

which was derived from correlating $stdev(\theta)$ with $U$ at mast IGMMX for directions unaffected by wakes. This relationship was also used when evaluating representative $I_{eff}$ using the Frandsen and Simplified models in Figure 9, when working with upstream data derived from mast IGMM2.

When predicting the mean $I_{eff}$, both the Frandsen and Simplified models provide a very good prediction, between 7 and 25 m/s. Both models are reasonably close to each other, with the Frandsen model producing slightly reduced TI below 13 m/s and slightly increased TI above 13 m/s (compared to the Simplified model). At low wind speeds, the models lead to excessive effective TI values. At this point it is not clear if this is associated with potential measurement problems at mast IGMMX, as the latter has not been maintained as thoroughly as IGMM2, and anemometers may be suffering from increased bearing friction at low wind speed (P. Housley, private communication). As described above, we also know from our data analysis that wind speed measurements from mast IGMMX seem to be affected by problems when sampling a pulsed anemometer, which leads to artificially increased wind speed standard deviations at low wind speeds. The CFD model also performs very well between the range of wind speeds which were simulated (6-14 m/s). Outside of the simulated range, the CFD model results are not reliable as they depend on an extrapolation of the results which is not physically based.

In the calibrated approach, the wind farm upstream wind speed standard deviation is transposed to the prediction site by scaling it with the ratio of simulated standard deviation at the prediction site and upstream of the wind farm. The $I_{eff}(U)$ curves derived from the Frandsen and Simplified model, as well as from the CFD model using the calibrated approach, are very sensitive to the ambient effective TI. Their overall trend is strongly reminiscent of the trend seen in the ambient conditions (plotted in Figure 11 for reference).
freestream conditions and results can change significantly with variations in input data. With these models, to get an accurate prediction of $I_{EI}(U)$ within the wind farm, not only is an accurate wake model required, but an accurate representation of the wind farm upstream conditions will be essential too. The CFD model using the direct method to derive TI has the advantage that it has no sensitivity to the assumed mean upstream standard deviation, instead it relies on the accuracy of the turbulence model itself.
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1. Abstract

Historically all wind measurements for offshore wind farms have been performed using cup anemometers and stand-alone met masts, usually on monopiles. While these provide excellent datasets, they do so at a high cost and are fixed in location. The development and steady acceptance of lidar technology has opened up the opportunity for potentially cheaper technology particularly offshore. The advantages are explored in this paper and also a quantitative analysis of the errors associated with both sets of measurements is presented.

RWE has managed the deployment of the first UK floating lidar trials. With the financial assistance of the Carbon Trust through the Offshore Accelerator Program, two floating lidar systems have been successfully trialled, for periods of over six months in the last two years.

A summary of the key results are provided in this paper from both trials along with the deployment lessons, learnt from an operators/owner’s perspective.

An analysis of results and the production of uncertainty analysis leading to a cost benefit analysis from the owner/developer’s perspective has been produced.

This demonstrates that while the floating lidars can produce accurate results, there is still a useful primary place for the fixed met mast with cup anemometers for producing data with the lowest uncertainty. This becomes significant when the high capital costs of developing and building offshore wind farms are taken into account and upfront additional costs are less significant compared with the greater prediction accuracy leading to potentially lower financing costs.

2. Keywords

Lidar, Floating Lidar, Offshore, met mast, sea trials, cup anemometers, uncertainty, net cost benefit.

3. Background

Until recently all RWE offshore wind farms have benefitted from the installation of fixed met masts prior to the full wind farm development. These are given in Table 1.

Plotting the met mast height against the commissioning dates of the wind farms, Fig. 1, it can be seen that there is a steady rise in mast height as would be expected as larger turbines are being developed.

### Table 1 Details of RWE offshore developments

<table>
<thead>
<tr>
<th>Site</th>
<th>Masts installed</th>
<th>Site commissioned</th>
<th>Max height</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Hoyle No2</td>
<td>60</td>
<td>2005</td>
<td>70</td>
</tr>
<tr>
<td>Rhiw Flats</td>
<td>90</td>
<td>2005</td>
<td>85</td>
</tr>
<tr>
<td>Greater Gabbard</td>
<td>504</td>
<td>2009</td>
<td>85</td>
</tr>
<tr>
<td>Thornton Bank</td>
<td>325</td>
<td>2012</td>
<td>56</td>
</tr>
<tr>
<td>Gwyn y Mor</td>
<td>576</td>
<td>2005</td>
<td>90</td>
</tr>
<tr>
<td>Nord juice</td>
<td>236</td>
<td>2011</td>
<td>86</td>
</tr>
<tr>
<td>Dogger Bank</td>
<td>1200</td>
<td>2013</td>
<td>110</td>
</tr>
</tbody>
</table>

**Fig. 1 Change of mast height with commissioning date**

The offshore met masts are thus required to be built at ever higher heights to measure the wind speeds at close to the hub height of the wind turbines. In addition most masts have been strategically located so that when the site is commissioned they are in a suitable location to be used for perform power performance measurements at an adjacent wind turbine. For this the top anemometers must be within 5% of the turbine hub height [1]. In some cases (eg Rhy Flats) this has necessitated the extension of the existing mast. Subsequent masts have been designed to anticipate the hub height variations.
for a site or with enough design margin to allow a subsequent height extension.

Increased height also brings with it increased cost due to the size of the foundations and mast structure. The effects can also start to affect the wind speed measurements as the larger structures provide more turbulence and blockage effects. So the booms need to be longer to be outside the mast influence zone.

This leads to one of the main drivers – cost. As the mast costs increase and sites are more complex and difficult to develop, with certainty, the high multi-million Euro met mast investment a number of years prior to construction is a difficult decision.

Floating lidars are thus seen as potentially providing similar measurements at a reduced cost. There are however advantages and disadvantages to both methods summarised below in Table 2.

### Table 2. Merits of different measurement systems

<table>
<thead>
<tr>
<th>Method</th>
<th>Design</th>
<th>Deployment</th>
<th>Location</th>
<th>Cost</th>
<th>Maintenance</th>
<th>Resilience</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Met mast</td>
<td>New design</td>
<td>Quick deployment</td>
<td>Fixed location</td>
<td>Higher installation &amp; maintenance costs</td>
<td>Access &amp; working height required</td>
<td>Redundancy can be difficult to design</td>
<td>Primary lidar instrumentation have high power consumption.</td>
</tr>
<tr>
<td>Floating Lidar</td>
<td>Known designs, standard design codes</td>
<td>Large construction costs</td>
<td>Moveable</td>
<td>Access generally similar to turbine access</td>
<td>Access generally similar to working at heights required for maintenance</td>
<td>Redundancy easy to design in</td>
<td>Primary instrumentation – cup anemometers have very low power consumption and easy redundancy &amp; duplication.</td>
</tr>
</tbody>
</table>

### 3.1. Lidar systems

The lidar works by firing a laser beam into the atmosphere and then analysing the back scatter generated from the beam reflecting off aerosol particles in the air. The change in frequency (Doppler shift) of the back scatter can be used to infer a velocity. The velocity is only measured in the direction of the beam, hence a number of beams are projected outwards at an angles, (at least four usually a cone shape) so that x, y and z velocity components can be derived.

It is worth observing that the beams are generated from the unit on the ground and that any small angular movement will be enhanced at the higher measurement levels. For example a 5° tilt will give a ~2.5m change in measurement height at 100m with a 30° lidar cone angle. One beam will be above and the other below and the motion of any system in the sea will mean that over a typical 10-minute period, the readings will be averaged out. The question to answer is how much affect does this have on overall accuracy.

### 3.2. Different systems

Floating lidars fall into two main systems:

- Surface buoys and spar buoys
  - The surface buoys as the name suggests float in the upper sea surface and are more subject to wave motion. In general they are smaller and easier to deploy. Care needs to be taken with the lidar systems to compensate for this motion either with external gybals or software motion compensation.
  - Spar buoys aim to have minimum movement in the measurement platform, i.e. they try to simulate as much as possible a fixed monopile type foundation. They work in a similar fashion to a fishing float where they are buoyant and are kept vertical by tension in the anchor cables to the seabed. The lidar system is thus most likely to be mounted directly on the platform. In general they will require deeper water to deploy and are larger structures due to their depth.

Hybrid type versions have also been proposed whereby a lidar is co-located in a similar fashion to a spar buoy but in an offshore windfarm site. The height of the lidar readings are thus gained and the advantages of cup anemometers also retained for turbulence, gust and low power readings, albeit at a much lower height. Different options are considered in Fig. 3. They are, clockwise, The Lexosphere and Zephir lidar systems. Mojo maritime hybrid mast, Natural Power SeaToc, Babcock floating lidar, Flidar, Axis floating buoy system and Fugro system.

### 4. Trials

Our approach has been to facilitate the experimental deployment of trial floating lidar at its offshore windfarm sites. As a company it wants a practical solution at the right cost.

The main aims being:
- To gain practical experience of the floating lidar deployment.
- Verify the technology accuracy;
- Get bankability, buy in and bring the cost down.

#### 4.1. Experimental site Gwynt-y-Mor (GYM)

The Gwynt-y-Mor wind farm development site was chosen. It is in the Liverpool Bay area to the West of the UK in the Irish Sea and is approximately 15km from land. The met mast on site was installed in 2005 and has a height of 90m AMSL. The water depth is 10-15m with a high tidal range of just under 10m (i.e MSL is 4.9m above LAT).
Table 3. Flidar wind speed line fit and correlations

<table>
<thead>
<tr>
<th>Wind Speed</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
</tr>
</thead>
<tbody>
<tr>
<td>90-120 m/s</td>
<td>0.991</td>
<td>0.992</td>
<td>0.985</td>
<td>0.956</td>
</tr>
<tr>
<td>120-150 m/s</td>
<td>0.991</td>
<td>0.993</td>
<td>0.996</td>
<td>0.996</td>
</tr>
<tr>
<td>150-180 m/s</td>
<td>0.999</td>
<td>0.991</td>
<td>0.991</td>
<td>0.991</td>
</tr>
<tr>
<td>180-210 m/s</td>
<td>0.983</td>
<td>0.992</td>
<td>0.993</td>
<td>0.956</td>
</tr>
</tbody>
</table>

Fig. 7 Flidar system on test at Gwynt y Mor

The unit photographed above was deployed in Oct-2012, the test period being approximately 3 months. The trials were cut short by communications and power supply problems on the prototype unit and redeployment cancelled as a result of some dockside damage to the system again detailed in [2].

The results were however very good and are summarised below but have been presented in more detail [2]. A scatter plot, Fig. 8, of the Flidar data on the y-axis and the mast data on the x-axis is presented in the graph below. All data is ten-minute mean values. Table 3 includes the line fit labelled X_{1\text{mws}} which is forced through the origin, for two mast wind speed filters and two instrumentation comparison heights. The column headed “v1” refers to data collected directly from the Flidar by the independent analysers Frazer Nash, whereas the column “v2” represents data with some post processing by Flidar after collection.

Fig. 8 Flidar results: Plot of Flidar wind speed against mast wind speed

Fig. 9 Flidar results: Plot of Flidar wind speed against GYM met mast

The insensitivity of wind speed with wave height is presented in the following figure. The wind speed is on the y-axis presented as a fractional error in the wind speed ratio (Flidar wind speed/mast wind speed) at 90m. The x-axis is the significant wave height in metres.

Fig. 10 Error in wind speed against wave height

4.3. Babcock floating lidar trials

The Babcock unit is a different buoy design principle being a low motion, low draft spar buoy design. It consists of a large mass at the bottom, followed by the buoyancy chamber and the central tube then links to the platform at the top. The lidar, a Zephir-300 in this case and power systems are mounted on the top platform.

Fig. 11 Babcock Floating Lidar

The unit was deployed in July-13 and survived through the winter period although power supply issues meant it was not operational for most of the period. After modification, it was redeployed in April-14 for a period of over 6 months and operated successfully.

The data presented in the following graphs are scatter plots of ten minute mean measurements. The wind speed correlation between met mast and floating lidar was again very good. The y-axis is the Babcock lidar wind speed while the mast data is on the x-axis. A wind speed filter on the mast wind speed below 2m/s has been applied and is presented below.
Deployment Lessons

While the trials were successful, there was also a steep learning curve for all participants.

The key lesson is that of robustness, of all parts of the system; power supply and power storage, lidar, data collection and data storage, wiring, communications, buoy design and mooring.

Dockside and sea trials for any unit are essential. The dockside trials of all systems ensure that all systems are working and integrated. Also sea trials against a measurement system of known accuracy is essential.

The sea trials will highlight any design issues in the system. Unfortunately the nature of offshore deployments means that rectification can be a prolonged program. If it is too rough then no access is possible. This is exacerbated by the nature of the units which can generally only be accessed in calm waters of the summer months.

The aim of the trials will be to improve reliability to a point where commercial deployments in say the North Sea with a harsher wave climate can be undertaken with confidence.

Results Summary

In summary as a result of the trials, the following objectives were met.

- Technically:
  - Accurate wind speed correlations
  - Accurate wind direction correlations
  - Reliability proven – after some work.
  - Both at stage 2 of roadmap [5].
- Sea trials proved both useful and essential
- The results were independently verified
- Planning/permitting issues better understood
- Operational (O&M) and safety issues better understood
- Results going into IEC guidelines.
- Further trials of floating systems undertaken and planned.

<table>
<thead>
<tr>
<th>Date</th>
<th>Deployment</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>Babcock lidar</td>
<td>[5]</td>
</tr>
</tbody>
</table>

Table 4 Summary of Floating Lidar deployments in Europe sponsored by OWA.

![Babcock lidar wind speed comparison against the GYM met mast.](image1)

![Babcock lidar wind speed comparison against the GYM met mast.](image2)

![Babcock lidar: Comparison of wind direction lidar against met mast.](image3)

![Babcock lidar: Error in wind speed against wave height](image4)

![Babcock lidar: Comparison of wind direction lidar against met mast.](image5)

![Babcock lidar: Error in wind speed against wave height](image6)

![Babcock lidar: Comparison of wind direction lidar against met mast.](image7)

4.4. Results summary

For both units, there were successful sea trials. i.e. they survived 3 months [Fidlar] and 6 months [Babcock lidar] at sea with some winter conditions, significant wave heights up to 2.5m and mean wind speeds up to 30m/s (measured at mast hub height)

Correlations with the fixed met mast at a number of heights were performed which demonstrated accuracy in wind speed and wind direction measurements, though both systems required adjustment to ensure good final wind direction measurement accuracy.

The wind speed correlations on both systems appeared to be independent of sea conditions. Availability of the data was also good at all heights, though degradation of signal availability was seen as higher heights which is a normal feature of lidar data.

Correlations between lidar and anemometer turbulence were made and the correlations were found to be poor [2] & [3], as also seen in onshore trials [2] though whether they are worse has not been fully analysed.

Correlations with gust wind speeds were also found to be poor, [2] &[3].

The results were independently verified and both units have reached the commercially acceptable milestones as defined by DNV-GL [5].

4.5. Deployment Lessons

While the trials were successful, there was also a steep learning curve for all participants.

The key lesson is that of robustness, of all parts of the system; power supply and power storage, lidar, data collection and data storage, wiring, communications, buoy design and mooring.

Dockside and sea trials for any unit are essential. The dockside trials of all systems ensure that all systems are working and integrated. Also sea trials against a measurement system of known accuracy is essential.

The sea trials will highlight any design issues in the system. Unfortunately the nature of offshore deployments means that rectification can be a prolonged program. If it is too rough then no access is possible. This is exacerbated by the nature of the units which can generally only be accessed in calm waters of the summer months.

The aim of the trials will be to improve reliability to a point where commercial deployments in say the North Sea with a harsher wave climate can be undertaken with confidence.

In particular, attention must be given to the resilience and redundancy of the power supply and power storage systems and also of communication systems. The lidar units have much higher power consumptions than that traditionally associated with solar and wind powered charging systems and this causes additional reliability issues.

Ease of access and maintenance needs also to be considered, boats or crew transfer vessels (CTVs) may vary considerably in different locations and hamper access. Also having easy to lift and replace modular units on the buoys are essential.

There are also different safety standards to be aware of between different companies and different methods of working. That is not to say any are inherently unsafe, but operators will demand compliance to slightly different working methods which can make the initial and subsequent deployments taxing.

4.6. Trials Summary

In Summary as a result of the trials, the following objectives were met.

- Technically:
  - Accurate wind speed correlations
  - Accurate wind direction correlations
  - Reliability proven – after some work.
  - Both at stage 2 of roadmap [5].
- Sea trials proved both useful and essential
- The results were independently verified
- Planning/permitting issues better understood
- Operational (O&M) and safety issues better understood
- Results going into IEC guidelines.
- Further trials of floating systems undertaken and planned.
The argument that lidar systems provide accurate measurements up to 200–300 m and thus cover the whole rotor range is valid when compared to turbines currently in operation. However, in practical situations, lidar systems will also face additional challenges, such as the measurement of the rotor wake by the tower shadow effect. This is the reason why scenario 3 has further reduced uncertainty, where the dual mast installation is assumed to be 5 years in advance of commissioning, and then presented. The cost of various installations are assumed as follows:

<table>
<thead>
<tr>
<th>Cost [£]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>£150k</td>
<td>Floating lidar install.</td>
</tr>
<tr>
<td>£1.5m</td>
<td>Floating lidar, mature design with significant wave resistance.</td>
</tr>
<tr>
<td>£200k</td>
<td>Additional lidar &amp; install.</td>
</tr>
<tr>
<td>£1m</td>
<td>Floating lidar &amp; deployment.</td>
</tr>
</tbody>
</table>

The net benefit of the various options compared with Option 1 is as follows:

- Revenue of £400M/yr
- P90 figure from the assumed P50 production assuming a Rayleigh wind distribution.

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 7: Total uncertainties contributed to P90

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 5: Uncertainties in wind measurements and wind farms

| Uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 6: Uncertainties in power assumptions

| Uncertainties in power assumptions are due to the deployment of lidars and other items have not been considered in this analysis. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 8: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 9: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 10: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 11: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 12: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |

The uncertainties in wind measurements and wind farms are on the order of 6–8%, which is very high for a project of this size. Some of these uncertainties have also been identified in the previous analysis.

### Table 13: Assumptions for the lidar systems

| Assumptions for the lidar systems are based on values quoted by DNV-GL [4]. |
On the basis of these trials and other work by the OWA and other companies a number of commercial deployments are now underway, which indicates the increasing acceptance of the floating lidar technology.

6. Conclusions

In terms of the trials:
- Successful sea trials have been performed on a number of floating lidar prototypes taking them from the research to pre-commercial and commercial stages.
- The reliability of the systems have been proved, by long trials.
- The accuracy of the measurements is within the roadmap criteria.
- The results have been independently verified.
- Operations experience has been gained.
- Cost benefit analysis has demonstrated that mature lidar systems have a net benefit to offshore wind farm projects.
- The same analysis also demonstrates that the fixed lattice type masts still have the best net benefit to a project and their versatility in being able to mount additional instrumentation is still useful.

7. Further research

- Commercial deployments for a unit are valid only where trials have been performed in similar sea conditions. Further trials to provide verification in different sea states will increase utility and start to demonstrate an ocean independent accuracy.
- Verification of directional accuracy needs further work and initial trials showed this was a weakness in the systems.
- Operational issues around maintenance and local communications in the case of no access should be investigated.
- The ability to provide turbulence and gust measurement from the units needs further research. This is more difficult as the platform motion needs to be accounted for and results produced verified.
- The IEA standard needs completing to give guidelines enabling a uniform assessment of the capabilities of different units.
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