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Preface

This thesis was prepared at the Department of Applied Mathematics and Computer
Science (DTU Compute, formerly known as DTU Informatics) at the Technical Uni-
versity of Denmark in partial ful�llment of the requirements for acquiring the PhD
degree in engineering. The project was funded by the DTU Informatics Graduate
School ITMAN that started up in 2005 with a grant from the Danish Agency for
Science Technology and Innovation. ITMAN is a co-operation between DTU Infor-
matics and public as well as private companies: Danish Research Centre for Magnetic
Resonance, Dong Energy, Danish Technological Institute, National Environmental
Research Institute, DHI - Water and Environment, and Danish Meat Association.

The thesis deals with modeling and control of the future power system often referred
to as the Smart Grid. In particular Model Predictive Control (MPC) is applied as a
control and optimization method for intelligently enabling �exible energy resources.
In Denmark, some of these resources are expected to be residential heat pumps,
solar power, and batteries in electric vehicles. All these consumers use electricity
potentially produced by green suppliers, e.g. wind turbines or solar power.

The thesis consists of a summary report and a collection of six research papers written
during the period November 2010 to February 2014. Two were published in inter-
national peer-reviewed scienti�c journals and four were published at peer-reviewed
scienti�c conferences.

Kgs. Lyngby, February 2014

R. Halvgaard
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Summary (in English)

In this thesis, we consider control strategies for �exible distributed energy resources
in the future intelligent energy system � the Smart Grid. The energy system is a
large-scale complex network with many actors and objectives in di�erent hierarchi-
cal layers. Speci�cally the power system must supply electricity reliably to both
residential and industrial consumers around the clock. More and more �uctuating
renewable energy sources, like wind and solar, are integrated in the power system.
Consequently, uncertainty in production starts to a�ect an otherwise controllable
power production signi�cantly. A Smart Grid calls for �exible consumers that can
adjust their consumption based on the amount of green energy in the grid. This
requires coordination through new large-scale control and optimization algorithms.
Trading of �exibility is key to drive power consumption in a sustainable direction.
In Denmark, we expect that distributed energy resources such as heat pumps, and
batteries in electric vehicles will mobilize part of the needed �exibility.

Our primary objectives in the thesis were threefold:

1. Simulate the components in the power system based on simple models from liter-
ature (e.g. heat pumps, heat tanks, electrical vehicle battery charging/discharging,
wind farms, power plants).

2. Embed forecasting methodologies for the weather (e.g. temperature, solar ra-
diation), the electricity consumption, and the electricity price in a predictive
control system.

3. Develop optimization algorithms for large-scale dynamic systems. This includes
decentralized optimization and simulation on realistic large-scale dynamic sys-
tems.



vi Summary (in English)

Chapter 1 introduces the power system, the markets, and the main actors. The
objectives and control hierarchy is outlined while Aggregators are introduced as new
actors.

Chapter 2 provides linear dynamical models of Smart Grid units: Electric Vehicles,
buildings with heat pumps, refrigeration systems, solar collectors, heat storage tanks,
power plants, and wind farms. The models can be realized as discrete time state space
models that �t into a predictive control system.

Chapter 3 introduces Model Predictive Control (MPC) including state estimation,
�ltering and prediction for linear models.

Chapter 4 simulates the models from Chapter 2 with the certainty equivalent MPC
from Chapter 3. An economic MPC minimizes the costs of consumption based on
real electricity prices that determined the �exibility of the units. A predictive con-
trol system easily handles constraints, e.g. limitations in power consumption, and
predicts the future behavior of a unit by integrating predictions of electricity prices,
consumption, and weather variables. The simulations demonstrate the expected load
shifting capabilities of the units that adapts to the given price predictions. We fur-
thermore evaluated control performance in terms of economic savings for di�erent
control strategies and forecasts.

Chapter 5 describes and compares the proposed large-scale Aggregator control strate-
gies. Aggregators are assumed to play an important role in the future Smart Grid
and coordinate a large portfolio of units. The developed economic MPC controllers
interfaces each unit directly to an Aggregator. We developed several MPC-based
aggregation strategies that coordinates the global behavior of a portfolio of units by
solving a large-scale optimization and control problem. We applied decomposition
methods based on convex optimization, such as dual decomposition and operator
splitting, and developed price-based aggregator strategies.

Chapter 6 provides conclusions, contributions and future work.

The main scienti�c contributions can be summarized to:

ˆ Linear dynamical models of �exible Smart Grid units: heat pumps in buildings,
heat storage tanks, and electric vehicle batteries.

ˆ Economic MPC that integrates forecasts in the control of these �exible units.

ˆ Large-scale distributed control strategies based on economic MPC, convex op-
timization, and decomposition methods.

ˆ A Matlab toolbox including the modeled units for simulating a Smart Energy
System with MPC.



Resumé (in Danish)

I denne afhandling beskriver vi styringsstrategier til �eksible distribuerede energi
ressourcer i fremtidens intelligente energisystem � Smart Grid. Energisystemet er
et stort komplekst netværk med mange aktører og modstridende mål på forskellige
hierarkiske niveauer. En e�ektiv måde at transportere energi over lange afstande er
med elektricitet. El-nettet skal pålideligt forsyne både private og industrielle for-
brugere med strøm døgnet rundt. Men i takt med udrulningen af �ere vedvarende
energikilder, som vind og sol, mindskes forsyningssikkerheden betydeligt på en ellers
kontrollerbar el-produktion. Et Smart Grid har derfor brug for �eksible forbrugere,
der kan ændre deres forbrug i en bæredygtig retning, hvor der anvendes større an-
dele af grøn energi. Det kræver koordination på stor skala med nye styrings- og
optimerings-algoritmer. Et Smart Grid skal derfor sørge for, at der er nok �eksi-
bilitet til rådighed. Særligt i Danmark forventer vi, at en del af den nødvendige
�eksibilitet skal komme fra varmepumper og el-biler.

Vores tre primære forskningsmål med denne afhandling var at:

1. Simulere enhedernes dynamiske forbrug og produktion i el-systemet baseret på
simple dynamiske modeller (fx varmepumper, varmeakkumuleringstanke, el-
billers batterier, vindmøller, kraftværker).

2. Integrere forudsigelser af vejret (fx udetemperatur og solindstråling), elfor-
bruget, og elpriser i et modelprædiktivt kontrolsystem.

3. Udvikle optimeringsalgoritmer til dynamiske storskala systemer. Herunder de-
central optimering og simulering af realistiske systemer.



viii Resumé (in Danish)

Kapitel 1 introducerer energi systemet, markederne og hovedaktørerne. Deres mål og
rolle i kontrolhierarkiet opsummeres, mens Aggregatorer introduceres som ny aktør.

Kapitel 2 formulerer lineære dynamiske modeller af følgende Smart Grid enheder: el-
biler, varmepumper i bygninger, kølesystemer, solvarme, varmeakkumuleringstanke,
kraftværker og vindmølleparker. Modellerne realiseres som tilstandsmodeller i diskret
tid, der passer ind i et prædiktivt reguleringssystem.

Kapitel 3 introducerer modelprædiktiv regulering (MPC). Herudover estimering af
tilstande, og prædiktion af lineære modeller.

Kapitel 4 simulerer modellerne fra Kapitel 2 med certainty-equivalent MPC'en fra
Kapitel 3. En økonomisk MPC minimerer omkostningerne til forbrug baseret på
rigtige elpriser. Prædiktionerne af prisen bestemmer derved styresignalerne og �ek-
sibiliteten af enheden. Samtidig overholder den prædiktive regulering systemets be-
grænsninger, fx den øvre grænse for e�ekt-forbruget i en varmepumpe, ved at udnytte
viden fra modellerede forudsigelser af fx elpriser, forbrug og vejret. Simuleringer viser
tydeligt, at den økonomiske MPC minimerer omkostningerne ved at tidsforskyde for-
bruget afhængigt af priserne. Endvidere undersøgte vi de økonomiske besparelser for
forskellige styringsstrategier og forudsigelser.

Kapitel 5 beskriver og sammenligner de foreslåede Aggregator styringsstrategier for
storskala systemer. Aggregatorer forventes at spille en stor rolle i fremtidens Smart
Grid ved at koordinere store porteføljer af enheder. Den udviklede økonomiske MPC
kan interface til en Aggregator enten gennem priser eller direkte styresignaler. Vi
har udviklet MPC-baserede styrestrategier, der kan koordinere globale mål for hele
porteføljen af enheder ved at løse stor-skala optimerings- og kontrol-problemer. Vi
brugte konvekse dekomponeringsmetoder, såsom dual dekomponering og operator
splitting.

Kapitel 6 opsummerer afhandlingens konklusioner, bidrag og beskriver fremtidigt
arbejde.

De videnskabelige hovedbidrag kan opsummeres til:

ˆ Lineære dynamiske modeller af �eksible Smart Grid enheder: varmepumper i
bygninger, varmeakkumuleringstanke, el-biler, kølesystemer, kraftværker, vind-
møller.

ˆ Økonomisk MPC til styring af enhedernes forbrug og integrere relevante forudsigelser,
der påvirker styringsstrategien.

ˆ Stor-skala distribuerede styringsstrategier baseret på MPC, konveks optimering,
og dekomponeringsmetoder.
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ˆ En Matlab toolbox til simuleringer af de modellerede enheder med MPC.
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Chapter 1

Introduction

In this chapter we motivate the need for Model Predictive Control (MPC) in Smart
Energy Systems starting from the huge climate change challenge that the world is
currently facing. This green challenge currently drives the current power system into
unexplored territory that calls for �exible control strategies.

1.1 Transition to a Fossil-Free Energy System

The Danish energy policy stipulates that by 2020 more than 35% of the energy
consumed in Denmark should come from renewable energy sources [MHMV13]. 50%
of electricity consumption should be supplied by wind power. By 2050 Denmark
should be independent of fossil fuels. From a Danish political point of view the
interest in this transformation of the energy system is to

ˆ Reduce the emission of greenhouse gases and global warming

ˆ Increase energy e�ciency

ˆ Maintain a high security of energy supply

ˆ Ensure macroeconomic cost-e�ectiveness by using market-based solutions
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Figure 1.1: Distribution of energy sources in 2008 and in 2050 as foreseen by the
Danish Climate Commission [Dan10].

ˆ Continue a high level of economic growth

ˆ Ensure positive business development and promote international competitive-
ness of business in Denmark

ˆ Ensure an environmentally sustainable development

All of these seven criteria are included in the fossil fuel independent future scenario
developed by the Danish Climate Commission [Dan10].

Not only Denmark but the entire world is facing this grand challenge. Reducing
the fossil fuel consumption from 80% of the energy consumption to a clean 0% in
40 years, requires signi�cant amount of production from renewable energy sources
and an e�cient utilization of energy in buildings, in the process industries, and the
transportation sector. In Denmark, the major part of this energy will be produced by
o�shore wind turbines as depicted in Fig. 1.1. On the consumption side, residential
and commercial buildings will use heat pumps for heating and electrical vehicles will
replace vehicles based on combustion engines. Accordingly, electricity will be the
main energy carrier in such an energy system independent of fossil fuels. Depending
on the rate of adoption of electri�ed vehicles, 40-70% of the energy consumption will
originate from electricity in 2050. Today, 20% of the energy consumption is electricity.
In Denmark, the production of wind energy must increase from 3.15 GW in 2008 to
10-18.5 GW in 2050. As it is much more di�cult to store electricity than fossil fuels,
such a large share of stochastic electricity production requires an intelligent power
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Figure 1.2: Danish Climate Commission future scenario.

system � a so-calledSmart Grid � that continuously balances the power consumption
and the power production [BKP11].

A Smart Grid calls for �exible energy producers and consumers that can actively help
the grid. There will also be an economic incentive to exploit decentralized resources
in Denmark [ED10]. Heat tanks in residential homes as well as in district heating
plants must be established such that heat pumps can store electricity as heat in pe-
riods of cheap electricity. This requires that the power consumption by heat pumps,
and similarly the charging and discharging of the batteries in electrical vehicles, can
be adjusted to some extent such that surplus of cheap wind energy is utilized e�-
ciently. The power consumption by the process and retail industries (refrigeration in
supermarkets and large cooling houses) must also be made �exible. Future grids are
expected to increasingly deploy Smart Grid technologies, such as digital communica-
tion and control technologies, to co-ordinate the needs and capabilities of electricity
generators, end-users and grid operators. Additional bene�ts include greater system
reliability, a lower cost of electricity supply (through fuel savings and delayed invest-
ment in additional generation capacity) and reduced environmental impact [OEC13].

1.2 The Energy System

Industrial, commercial, and residential consumers require various forms of energy
services provided by di�erent infrastructures. In Denmark we typically use, coal,
petroleum products, biomass, and grid-bound energy carriers such as electricity, nat-
ural gas, and district heating. Fig. 1.3 illustrates an example of this infrastructure.
So far, the di�erent infrastructures are considered and operated almost independently.
In a Smart Energy System these systems should be combined to achieve synergies
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between transformation, conversion, and storage of various forms of energy [GA07].
Electricity can be transmitted over long distances with comparably low losses. Chem-
ical energy carriers such as natural gas can be stored employing relatively simple and
cheap technologies. Coupling the infrastructures enables power exchange between
them. Couplings are established by converter devices that transform power into
other forms. When energy sources with intermittent primary energy like wind, solar
are considered, energy storage is important. Storage provides redundancy in supply,
stronger reliability, and a larger degree of freedom for optimization.

1.3 The Power System

This section brie�y summarizes the markets and actors of todays power system.
[Sve06] provide a detailed description of power system infrastructure. Electricity
is regarded as an absolute necessity in modern society and is consumed at the same
moment as it is generated. It cannot be stored in signi�cant quantities in an economic
manner. [HM11] describes characteristics and storage costs of large-scale electricity
storage technologies, e.g. batteries, liquid �ow batteries, electrolysis, fuel cells, Com-
pressed Air Energy Storage (CAES), pumped hydro, hydrogen storage. These tech-
nologies are able to store energy at di�erent time scales. Without storage, electricity
must be delivered instantaneously [Wan07]. Therefore, the power system consists of
an electrical grid that transports electricity between producers and consumers. The
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grid is split in several layers as shown in Fig. 1.4. The upper most layer is a high
voltage transmission system where conventional producers like power plants and wind
turbines are connected. Their generated power is transported to the end consumers
through low voltage distribution grids. Consumers ensure their supply of electricity
through a contract with a retailer. The retailer also has a contract with a wholesaler
that buys electricity either at a power exchange market, from a producer, or from
a third party trader. In principle the wholesaler and the retailer could be the same
entity, and they are combined in the �gure. The consumer can freely change from one
electricity supplier to another through the retail market. Most electricity markets in
Europe are liberalized like this and share common features.

The electricity market is usually split in several parts: transmission, distribution,
retail activities, and generation. Markets promote competition in generation and
retail, while transmission remains a monopoly managed by noncommercial organiza-
tions called System Operators (SO).
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The Distribution System Operator (DSO) operates the distribution network
and logs the production and consumption by metering individual producers or con-
sumers. The metered data is a basis for the following imbalance �nancial settlements.
There are multiple DSOs in Denmark, acting as monopolies in each region. Besides a
stable local voltage control, the main challenge for the DSO is to prevent bottlenecks
in the distribution grid. Such bottlenecks may be caused by the changing demand
from end consumers. Traditionally, congestion problems are overcome by physically
expanding the grid capacity.

The Transmission System Operator (TSO) is responsible for the daily opera-
tion of the transmission grid, its maintenance and expansion. In Denmark the TSO is
represented by the state-owned monopoly Energinet.dk. They own the high voltage
transmission lines that connect the power producers to the distribution network and
to neighboring countries. It is their responsibility to secure and stabilize the trans-
mission system, where production and consumption must balance at all time scales,
and where the power quality must also be maintained by a stable voltage control.
Finally, the TSO develops market rules and regulations that in the long run provide a
reliable framework for the energy market. In general, a TSO does not own production
units and relies on ancillary services from suppliers to balance the production and
consumption in the transmission grid. Imbalances could destabilize the grid and lead
to outages for a large number of end-consumers with subsequent �nancial losses.

Balance Responsible Parties (BRP) enter agreements with the TSO to pro-
duce or consume energy. The BRPs sells or submit bids for purchase of energy into
the energy markets ahead of time. The bids are based on the anticipated demand
within each hour from the group of electricity wholesalers they represent. A BRP
is �nancially responsible for any consumer-caused imbalances, i.e. any deviations
between the amount of energy purchased on the market, and imbalances are settled
on the balancing market.

1.3.1 Markets

Electricity is transported in a continuous �ow at the speed of light. A unit of elec-
tricity (a kWh) delivered to a consumer cannot be traced back to the producer that
actually generated it. This feature puts special requirements on the metering and
billing system for electricity and motivates the need for markets. Production and
consumption must balance at any given moment, minute-by-minute, day and night
throughout the whole year. Traditional price mechanisms cannot handle the fast
dynamics in real time. Electricity pricing always has to be either ahead of real time
or after real time.
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Figure 1.5: Market time scale [PHB+ 13].

Today, trading of electricity is organized in pools or exchanges, where producers and
consumers submit bids for energy delivery � both from and to the grid. The Nordic
power exchange is called NordPool. NordPool is completely owned by the Nordic
TSOs, that together with the DSOs are regulated monopolies, and are subject to
strict regulation. One company can take on multiple roles, e.g. the Danish power
company DONG Energy who represents both a BRP, retailer, and producer. The
electricity consumption is variable with a well predictable characteristic pattern dur-
ing day/night, the week, and on seasonal and annual time scales as well. Several
markets are available depending on the time scale of operation. Daily transactions
are made on a day-ahead market often referred to as a forward market in the US and
spot market in Europe. Adjustments in energy needs are made in intra-day markets
and in a real-time or regulation market [Zug13]. Fig. 1.5 shows a broad time scale
of these energy markets. Precise timings can be found in [PHB+ 13].

1.3.1.1 Energy Markets

NordPool includes a day-ahead market named Elspot. Producers, retailers and large
consumers submit bids for delivery and withdrawal of electricity throughout the fol-
lowing day. Market participants must submit 24 bids in total, one for each hour of
the following day. The deadline for submitting bids is at noon the day before delivery.
In the coming hour the market is cleared and the prices are published and commu-
nicated to each participant along with their production and consumption schedules.
NordPool establishes system prices by matching supply and demand curves. Fig.
1.6 illustrates this matching. If grid bottlenecks (congestion) arise as a result of the
accepted production and consumption plan, then the prices are adjusted based on
the geographical area of the grid [Nor]. The intra-day market Elbas, allows trading
up to one hour before delivery and allows participants to adjust plan according to
any changes. Today, this market is rather illiquid as it accounts for only 1% of the
total electricity consumption in Scandinavia. Balance responsible parties (BRP) can
submit bids on a balancing market until 45 min before delivery. On TSO request bids
must be activated within 15 minutes, to restore the balance between production and
consumption whenever other participants deviate from the schedule resulting from
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Figure 1.6: Matching supply and demand curves.

their trade in the day-ahead and intra-day markets. These unwanted deviations con-
stitute balancing power and are settled ex-post according to the metered production
and consumption of the market participant.

All power imbalances are settled at the balancing market price, i.e. at the marginal
price of regulating power for the hour. This implies that any unwanted deviation is
actually rewarded by a price that is more attractive than the day-ahead price as long
as the deviation is in the opposite direction compared to the system imbalance. If the
system is in de�cit power (up regulation), then producers with negative deviations
(underproduction) must pay a balancing price (higher than the day-ahead price),
while it receives day-head price for positive unwanted deviation (overproduction).
In case of power surplus (down regulation) a producer pays the day-ahead price for
unwanted deviation (underproduction). This settlement is referred to as a one-price
model. On the contrary, in a two-price system the balancing market price applies
only to deviations in the same direction as the system's [Zug13].

1.3.1.2 Capacity Market

Day-ahead, intra-day, and balancing markets are energy markets. Capacity markets
ensure availability of su�cient regulating power in the market. When deviations
from the scheduled production and consumption result in system imbalances that
no market can cover, the TSOs have emergency reserves that can be used to restore
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Figure 1.7: Frequency reserves.

balance, for instance in the case of a major breakdown. Fig. 1.7 illustrates the timing
of the reserves.

Primary Frequency Reserve The primary frequency reserve is an automatic
frequency control that stabilize the frequency usually around 50 or 60 Hz. Primary
frequency reserves must be activated within 10-30 seconds and must be based on
a local control loop at the unit including local grid frequency measurements. The
primary control reserve must be active until secondary control takes over.

Secondary Frequency Reserve The secondary frequency reserve is activated by
a TSO reference signal. Its main objective is to restore power balance in a control
area and to take part in stabilizing the frequency. The secondary reserve restores
the primary reserve. The time scale for activation of secondary reserve is around 15
minutes.

Tertiary Frequency Reserve Tertiary control is a reserve that can be activated
manually by a TSO. Activation of tertiary reserves will make the suppliers of the ter-
tiary reserves change their planned operation such that the necessary up- or down-
regulation is achieved. The purpose of the tertiary reserve is to resolve persistent
balance or congestion problems and in this way restore the secondary and primary
frequency reserve. The time scale of activating tertiary reserve is also in the magni-
tude of 15 minutes. In the Nordic market the bids accepted in this market will get a
reservation payment. Once the operational day is entered, the accepted bids will be
transferred to the Nordic Operation Information System (NOIS) list. The TSO then
starts activating bids from the NOIS list according to needs.
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Figure 1.8: Control hierarchy.

Manual Power Regulation Manual power regulation is essentially the same as
tertiary frequency reserve. However, bids can be placed during the operational day
and these bids are transferred directly to the NOIS list, where all bids are put in a
merit order. The TSOs can then choose to activate the best o�ers according to their
demand.

From a control point of view all these ancillary services require a tight power regu-
lation in real-time. Consumers and producers are expected to participate in similar
markets in the future and must be able to control their power in a �exible way.

1.3.2 Control Hierarchy

Due to economic, political and social constraints of the power system, some hier-
archical decomposition to achieve reliable decentralized control is almost manda-
tory [SM72]. Most complex systems consist of many interacting subsystems with
con�icting objectives. The power system is no exception [Ara78]. The power system
hierarchy is split in several levels. Basically, it is decomposed geographically in trans-
mission and distribution networks. Also the market dynamics are decomposed in a
sequential structure as shown in Fig. 1.5. There is a wide range of response times
in electric power systems that depends on the natural response characteristics of the
system. Fig. 1.8 shows the control hierarchy of the current power system.

Control functions at a higher level often apply to slower time scale than at the lower
level. At the very left we �nd power system planning and expansion of equipment
with the longest time horizon. Also maintenance scheduling can included at this
level. In Denmark the long term planning involves closing down coal-�red power
plants and putting up wind farms. A �exible demand is a way of delaying expensive
grid capacity expansions.

At the next level energy management ensures that power is available on a daily and
hourly basis. This level integrates predictions of the future power demand day-ahead
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or hour-ahead. The predictions identi�es commitments from the generating units.
As more renewables emerge, the prediction uncertainty at this level rises signi�cantly
and calls for more regulating power reserves [MCM+ 14]. If all units are operated by a
single entity, then the Unit Commitment Problem (UCP) is rather straightforward to
construct. The Unit Commitment is focused on economics and includes unit start-up
and shut-down decisions (integer variables) as well as ramp rate constraints. The
computational complexity is high for these Mixed Integer Linear Programs (MILP)
and therefore runs at slower time scales [AHJS97].

In contrast to energy management we have power management at the bottom with the
objective of regulating instantaneous power. In general, power management occurs
at two timescales [SC12]. At fast time-scales (on the order of seconds) the voltage
and frequency must be stabilized [DT78,KO13,SN12]. Speci�cally, there is a strong
coupling between real power and voltage angle as well as between reactive power and
voltage magnitude. Power generators sense this change by a small decrease in voltage
angle, and compensate by slightly increasing mechanical power to the generator.
Similarly, a drop in voltage magnitude can be compensated by increasing reactive
power. At larger time-scales (on the order of minutes) the load �ow relations are
used to de�ne an Optimal Power Flow (OPF) problem. The OPF seeks to optimize
the operation of electric power generation, transmission, and distribution networks
subject to system constraints and control limits. This nonlinear optimization problem
is widely studied in literature [SIS12,AHV13,KCLB14].

In this thesis, we assume su�cient capacity and disregard both frequency and voltage
control. Also the investigated control strategies work on a hour-minute scale and
applies to active power and energy scheduling.

1.4 The Future Power System

In the wake of introducing �uctuating power generation from renewables such as wind
and solar power, the future grid needs �exible consumers and producers. In today's
power system, the electricity load is rather predictable and primarily large power
production units provide the needed regulating power to absorb fast imbalances. A
Smart Grid introduces a major paradigm shift in the power system from producing
according to demand to letting demand follow production [BKP11,HHM11]. Hence,
it is obvious and even economically e�cient [ED10] to include the rising electri�ca-
tion of the demand side as a �exible and controllable actuator. The future Smart
Grid calls for new control strategies that integrates �exible demand and e�ciently
balances production and consumption of energy. Research advances within predic-
tive control and forecasting opens up for a control-based demand response as a vital
option to increase the power system �exibility [ARB13]. The control challenges for
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implementing demand response successfully are to identify reliable control strategies,
interface these strategies to the markets, and manipulate the power balance of all
�exible units. In the remaining part of the thesis, we focus on methods for control of
the future electricity loads.

1.4.1 Distributed Energy Resources

The future Smart Grid units are often referred to as Distributed Energy Resources
(DERs) [CC09,ZT11] and constitute: consumers, distributed power generation units,
and energy storage systems. A DER is de�ned as smaller production units such
as heat pumps, heat storage tanks, electric vehicles, refrigeration systems, district
heating units, etc.. We formulate dynamic models of these units in Chapter 2. DERs
are distributed in the power system and have local controllers that should be able to
communicate with the rest of the system. Communication enables �exibility support
to the grid, e.g. an Electric Vehicle is able to charge its battery autonomously, but
could o�er a �exible active power consumption.

1.4.2 Di�erent Objectives for Multiple Actors

The introduction of �exible DERs in the system rises two major challenges for the
current power system. First, new market actors will most likely be introduced to
represent the �exible part of the load towards the system operators, either as a BRP
itself or through an existing BRP. Secondly, as more demand is put on the distribution
grid, a future balancing market operated by the DSO in each distribution network
could potentially emerge. The principle behind the DSO balancing market will be
almost identical to the current TSO-operated market, but the motivation is quite
di�erent. The TSO currently operates a balancing problem whereas the DSO operates
a capacity problem. The di�erent objectives of the di�erent actors are brie�y listed
here

ˆ The TSO is responsible for the security of supply and to balance produc-
tion and consumption, with minimum reserves available. Currently the TSO
has no direct control over production or consumption, only indirectly through
the regulating power market, where electricity prices stabilize the exchange of
power. Therefore, the TSO has interest in extending the power markets to
end-consumers and potential DERs.

ˆ The DSO is responsible for the distribution of electricity. Distribution networks
were formerly designed for a predominantly passive operation because their
task was mainly to distribute electricity with unidirectional power �ow from
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the transmission level down to the consumer. The future distribution system
should be more actively controlled to utilize both the network and the DERs
more e�ciently, e.g. to avoid congestion.

ˆ The BRP, the electricity supplier, or a retailer all buy or sell electricity. Their
objective is to maximize pro�ts. Accurate control and timing is thus crucial to
their operation. Furthermore, a BRP must pay penalties for causing imbalances,
i.e. deviating from its planned consumption or production. Controlling the
consumption minimizes the penalties and adjusts consumption to follow a plan
on shorter time scales.

ˆ The generating companies represent a broad range of actors, from a single
wind turbine to large companies with a portfolio of power producing units.
Their main objective is to maximize pro�t with little interest in controlling the
consumption.

ˆ Industrial consumers mainly wish to maximize pro�ts without sacri�cing prod-
uct quality.

ˆ Consumers have very di�erent control objectives. Some might be very interested
in reducing costs, others in reducing environmental impact or even improving
comfort [WdG10].

Naturally con�icting objectives arise in interconnected systems. However, for power
systems the common single goal of all subsystems is to satisfy customer demands
at the lowest cost subject to the system being su�ciently reliable. Smart Grid re-
search points in the direction of a comprehensive hierarchical and distributed control
framework to push the power grid development towards a uni�ed large-scale con-
trol framework that simultaneously optimizes operation across markets, balancing,
operational and transactive customer levels [Taf12]. Modern optimization methods
should be incorporated such as layered optimization and decomposition methods to
solve the large-scale control problems. This will allow for multiple competing objec-
tives, multiple constraints, and breaks down the hierarchy so that each utility and
energy service has the ability to solve its local grid management problems, but within
an overall framework that ensures grid stability. New market players, aggregators,
are expected play an important role in the future hierarchy and connect the rising
number of �exible consumers in the future Smart Grid.

1.4.3 Aggregators

The total power consumption of each DER is typically too small to reach the current
markets and a�ect the power balance. Currently, it requires a large volume to place
actual bids in the markets. But if a large number of controllable DERs are pooled
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Figure 1.9: Aggregator role.

together their aggregated power could be valuable in the markets. Therefore new
BRP market players, referred to as aggregatorsare expected to control the future
portfolio of �exible DERs [GKS13,BS08]. There can be many aggregators that each
control a speci�c group of DERs, e.g. split geographically in the grid [VPM+ 11] or
by unit type [DSE + 12, RSR13]. Figure 1.9 illustrates the role of an aggregator. A
local controller at each DER controls the unit according to its local objectives and
constraints, while the aggregator coordinates the system-wide �exibility of a large
number of DERs in the portfolio [ADD + 11]. The DERs are expected to cooperate
and respond to control signals communicated by the aggregator. The control signals
should coordinate the response according to the aggregator objective. This concept
is often referred to as demand response [OPMO13]. The choice of control strategy
changes how the DERs respond and the communication requirements [FM10]. Some
type of agreement or contract with the aggregator must be in place to ensure an actual
response and settlement. The aggregator can exploit the �exibility of its portfolio to
operate it in the most pro�table way. Depending on the characteristics of the DERs,
the aggregator can provide di�erent services for the day-ahead markets or the ancil-
lary service markets. Examples of services could be to keep the consumption below
a certain threshold to avoid congestion or to increase consumption during non-peak
hours. Di�erent time scales are important to take into account when considering the
whole system [PBM+ 12, UACA11, JL11]. How the market connection should be es-
tablished by the aggregator is still an open research question [AES08,RRG11,Zug13].
Based on the market today it is realistic to assume that the aggregator bids into the
day-ahead market depended on the available portfolio �exibility [ZMPM12,RRG11].
If accepted, the resulting bid must be followed while markets at shorter time scales
can be used to maximize pro�t [TNM + 12]. Model predictions and communication
with the DERs is crucial to estimate the total �exibility and apply them intelligently.
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The requirements to communication will vary depending on the control strategy. It
is easier to predict the aggregated behavior of a large number of DERs than predict-
ing their individual behavior [COMP12,TLW13,Cal11]. Forecast of the consumption
relies on historical data and actual forecasts of outdoor temperature, wind, etc.

The aggregator's key ability is to control the power consumption or production of its
portfolio. And the best control strategy for doing so is not trivial at all. Optimal
decisions on individual energy consumption and production requires knowledge of
future production and consumption by all other units in the system. In this thesis we
investigate di�erent aggregator control strategies [LSD+ 11] ranging from centralized
[PSS+ 13, HEJ10] to decentralized [WLJ12, JL11] Model Predictive Control [Jør05,
MSPM12] using various hierarchical levels and levels of information exchange between
the individual controllers. We also investigate decomposition techniques based on
price signals [Sca09].



18 Introduction



Chapter 2

Models

In this chapter, we formulate linear dynamic models of some of the common energy
units in the future Danish energy system:

ˆ Electric Vehicles

ˆ Buildings with heat pumps

ˆ Refrigeration systems

ˆ Solar collectors and heat storage tanks

ˆ Power plants

ˆ Wind farms

The models originate from Paper A, Paper B, and Paper C, and the rest from
[HHLJ11,EMB09,Hov13,Sok12].

2.1 Dynamical Systems

We characterize the state of a dynamical system by its state variables. The state
variables are stacked in a time-varying state vectorx(t) referred to as the system
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state. The state variables are changed from its initial statex(t0) = x0 by underlying
dynamical processes. The development of the states depend on several inputs: control
signalsu(t), disturbancesd(t), and unmeasured stochastic process disturbancesw(t).
For many dynamical systems it is possible to describe the state development with a
process on the form

d
dt

x(t) = _x = f (x; u; d; w; t ) x(t0) = x0 (2.1)

i.e. nx coupled nonlinear di�erential equations. nx is also the number of variables in
x. The process noise is distributed aswk � N iid (0; Rww (t)) , and we assume thatu,
d, and w are piecewise linear. The output variablesz(t) and measurementsy(t) from
the system are related to the states and inputs

y(t) = g(x; u; v; t ) (2.2a)

z(t) = h(x; u; d; t ) (2.2b)

with measurement noisev(t) � N iid (0; Rvv (t)) . In this thesis, we only consider linear
systems of �nite dimension, i.e. linear f , g, and h, and we start our energy systems
modeling with one of three di�erent model formulations. A state space model based
on di�erential equations of the modeled physical system, a Stochastic Di�erential
Equation (SDE) with parameters estimated from data, or a transfer function model
de�ning the input and output relations with simple parameters. As illustrated in
Fig. 2.1 all these model formulations can be converted in to discrete time state
space models that readily �t the control framework presented later in Chapter 3.
In Chapter 5 we model a portfolio of units using ARX and ARMAX models. The
impulse response model is explained in detail in Section 2.2.2.

2.1.1 Continuous Time State Space Model

A continuous time stochastic state space representation is

_x(t) = Ac(t)x(t) + Bc(t)u(t) + Ec(t)d(t) + Gc(t)w(t) (2.3a)

y(t) = C(t)x(t) + v(t) (2.3b)

z(t) = Cz (t)x(t) + D z (t)u(t) + Fz (t)d(t) (2.3c)

The state space matrices(Ac; Bc; Ec; Gc; C; Cz ; D z ; Fz ) can be time-varying.

2.1.2 Stochastic State Space Model

A stochastic di�erential equation is formulated as

dx(t) = ( Ac(t)x(t) + Bc(t)u(t) + Ec(t)d(t)) dt + Gc(t)dw(t) (2.4)
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Figure 2.1: State space model realization.

The model includes a di�usion term to account for random e�ects, but otherwise it
is structurally similar to ordinary di�erential equations.

2.1.3 Transfer functions

A transfer function g(s) describes the relation between input and output via the
coe�cients of two polynomials a(s) and b(s)

g(s) =
b(s)
a(s)

=
b0sn + b1sn � 1 + � � � + bn � 1s + bn

sm + a1sm � 1 + � � � + am � 1s + am
(2.5)

We can describe multiple input and multiple output (MIMO) systems with sets of
transfer functions in a matrix G(s). Examples of transfer functions described with
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simple parameters are

G1(s) =
K

�s + 1
(2.6)

G2(s) =
K (�s + 1)
(�s + 1) 2 (2.7)

A transfer function G(s) for Y (s) = G(s)U(s) is related to a state space model
through

G(s) = C(sI � A) � 1B + D

where I is the identity matrix.

2.2 Discrete Time State Space Model

Once the model is described as either a transfer function or a state space model
we can discretize the system into a discrete-time state space model. We assume a
zero-order-hold discrete sampling describes the system well. The matrix exponential
discretizes the state space system with sampling periodTs as

2

4
A B E
0 I 0
0 0 I

3

5 = exp

0

@

2

4
Ac Bc Ec

0 0 0
0 0 0

3

5 Ts

1

A

Hence, with discrete time step subscriptedk we obtain

x+ = xk+1 = Ax k + Bu k + Edk + Gwk (2.8a)

yk = Cxk + vk (2.8b)

zk = Czxk + D zuk + Fzdk (2.8c)

Assume that the model and the true system are identical. Then uncertainties in the
state prediction originate from the stochastic nature of the initial state, the process
noise, and the measurement noise. In this case, the optimal �lter and predictor is
the Kalman �lter and predictor. Under the same assumptions the optimal controller
for the system can be split into an estimator and a certainty equivalence regulator.

2.2.1 Filtering and Prediction

We can use a state estimator to estimate the current state and predict its future
evolution. The �ltered state estimate, x̂k jk = E f xk g, of a system governed by (2.8)
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is computed using the Kalman �lter [KSH00, JHR11]. The innovation is computed
as

ek = yk � ŷk jk � 1 = yk � Cx̂k jk � 1 (2.9)

The innovation covariance, Re;k , the �lter gain, K fx;k , and the �ltered state covari-
ance,Pk jk , are computed as

Re;k = Rvv + CPk jk � 1CT (2.10a)

K fx;k = Pk jk � 1CT R� 1
e;k (2.10b)

Pk jk = Pk jk � 1 � K fx;k Re;k K T
fx;k (2.10c)

such that the �ltered state can be computed by

x̂k jk = x̂k jk � 1 + K fx;k ek (2.11)

Equations (2.9)-(2.11) are standard Kalman �lter operations for the measurement
update. Given the conditional predictions of the external disturbances,d̂k+ i jk , and
the manipulated variables, ûk+ i jk , the conditional predictions of the states and the
outputs are

x̂k+1+ i jk = Ax̂k+ i jk + B ûk+ i jk + Ed̂k+ i jk (2.12a)

ŷk+ i +1 jk = Cx̂k+1+ i jk (2.12b)

for i = 0 ; 1; : : : ; N � 1 and all k � 0. The expected value of the stochastic normal
distributed process noise isE(wk+ i jk ) = 0 , and the term disappears from (2.12a).
The corresponding covariances of the predicted states are

Pk+ i +1 jk = APk+ i jk AT + GRww;k + i GT + ERdd;k + i jk E T (2.13)

This Kalman �lter minimizes the errors from measurement noise, process noise, and
model mismatch [Åst70].

2.2.2 FIR

When the current state estimate is calculated we can predict the expected future state
evolution with a Finite Impulse Response (FIR) model [WÅÅ02]. We can construct
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a FIR predictor of an output by eliminating the states using (2.12) such that

xk = Ak x0 +
k � 1X

j =0

Ak � 1� j Bu j + Edj (2.14a)

yk = Cxk = CAk x0 +
k � 1X

j =0

CAk � 1� j Bu j + CAk � 1� j Edj (2.14b)

zk = Czxk + D zuk + Fzdk = CzAk x0 +
k � 1X

j =0

CzAk � 1� j D zuj + Fzdj (2.14c)

The dynamic relation (2.14) can be written in matrix terms as [ESJ09]

Y = � yu U + � yd D + � x0 Z = � zu U + � zdD + � zx0

where

� yu =

2

6
6
6
6
6
4

0 0 � � � 0
H yu

1 0 � � � 0
H yu

2 H yu
1 � � � 0

...
...

...
H yu

N H yu
N � 1 � � � H yu

1

3

7
7
7
7
7
5

� yd =

2

6
6
6
6
6
4

0 0 � � � 0
H yd

1 0 � � � 0
H yd

2 H yd
1 � � � 0

...
...

...
H yd

N H yd
N � 1 � � � H yd

1

3
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7
7
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3

7
7
7
7
7
5

� zd =

2

6
6
6
6
6
4

Fz 0 � � � 0
H zd

1 0 � � � 0
H zd

2 H zd
1 � � � 0

...
...

...
H zd

N H zd
N � 1 � � � H zd

1

3
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and

Z =

2

6
6
6
4

zk
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zk+ N

3
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5
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N is the number of approximate time steps needed to represent the impulse response.
The impulse response coe�cients (Markov parameters) are used to build the matrices
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Figure 2.2: Three types of EVs [HF].

� and � d

H yu
i = CA i � 1B H yd

i = CA i � 1E i = 1 ; 2; : : : ; N

H zu
i = CzA i � 1B H zd

i = CzA i � 1E i = 1 ; 2; : : : ; N

In the case whenD z = 0 and Fz = 0 the output at k = 0 , z0, is removed. The process
disturbance dk can be predicted by a prognosis system and is predicted independently
of the measurementsy. In many situations in smart energy systems, d involves
variables such as temperature and solar radiation. Accordingly, the forecastD is the
result of a weather prognosis.

2.3 Smart Grid Units

To control �exible units in a Smart Grid, we need dynamic models of the units in the
form just described in Section 2.1.

2.3.1 Batteries in Electrical Vehicles

Electrical Vehicles (EVs) are expected to replace traditional combustion engine cars in
the future transport sector. Electric Vehicles contain batteries that must be charged
to drive the vehicle. The state-of-charge,� 2 [0; 1], of a battery indicates the charge
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level and is limited by the constraints

� min � � (t) � � max (2.15)

When fully discharging or charging the battery, the e�ciency decreases. So to stay
within a linear operating range typically: � min = 0 :2 and � max = 0 :9. The state-of-
charge may then be modeled as

Qn
_� = � + P+ � � � P � (2.16)

Qn 2 [16; 90]kWh is the nominal capacity of the battery. P+ = u+ is the power
transferred from the grid to the battery, and P � is the power used for driving or
the power transferred back to the grid. P � (t) = d(t) + u� (t) where d(t) > 0 is the
power used for driving and u� (t) is the power transferred from the battery to the
grid. The ability to transfer power back to the grid is called Vehicle-to-Grid (V2G)
and was �rst proposed in [KL97]. This is not yet a standard technology for EVs.
� + is the e�ciency of the charger when charging the battery and � � is the e�ciency
when discharging the battery. Note that � + � � � . Power can only be transferred to
or from the battery when the vehicle is plugged in, i.e. when it is not driving. We
therefore add the indicator function

�d(t) =

(
1 for d(t) = 0
0 otherwise

to the charging constraints

0 � u+ (t) � �d(t) P+
max (2.17a)

0 � u� (t) � �d(t) P �
max (2.17b)

Typical commuter driving patterns suggest that the vehicles will be plugged in most
of the time. The range of charging powers for current Li-ion EV batteries are
P+

max � f 3:3; 9:6; 16:8g kW (residential charging, three-phase charging, fast-charging).
A typical battery with capacity Qn = 24 kWh can thus be fully charged at home in
approximately 7 hours at P+

max = 3 :3 kW.

The manipulated variables for the battery is the charging and discharging, uj =
[u+ ; u� ]. Consequently, the contribution of the battery operation to the power bal-
ance is: �zj (t) = [ � 1 1]uj (t) = � u+ (t) + u� (t).

2.3.2 Residential Heating based on Heat Tanks and Solar Col-
lectors

A method for residential heating illustrates the use of solar heated roof-top collectors
and electrical heating in combination with a storage tank for heating residential
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Figure 2.3: Heat storage tank connected to solar thermal collector on building roof.

buildings. An energy balance for the storage tank

Cw _Tw = Qs + Qe � Qc � Qloss (2.18)

provides the water temperature, Tw , of the tank. Qs is the heat from the solar
collectors. Qloss = UA(T � Ta) is the heat loss to the ambient air in the room where
the heat tank is placed. Qc is the consumption used for space heating or hot water
e.g. showering or dishwashers.Qe = � eWe, is the heat provided to the tank by
conversion of electrical power,We, to heat with e�ciency � e. The electrical heating
is limited by the hard constraint

0 � We � We;max (2.19)

The temperature in the heat tank is limited by the constraints

Tmin � T � Tmax (2.20)

The manipulated variable for the heat tank system is, uj (t) = We(t), such that the
contribution of this system to the overall power balance is�zj (t) = � uj (t) = � We(t).

2.3.3 Heat Pumps for Residential Heating

Buildings account for up to 40% of the total energy use in Europe [PLOP08]. There-
fore, intelligent control of the energy use in buildings is essential. One of the main
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(a) Building and heat pump �oor heating system and its
thermal properties. The dashed line represents the �oor
heating pipes.

(b) Ground source heat pump.

sources for heating of buildings in Denmark will be heat pumps combined with water
based �oor heating systems. Heat pumps are very energy e�cient as their coe�cient
of performance (COP) is typically 3 or larger, i.e. for each kWh electricity supplied,
they deliver more than 3 kWh heat. As heat pumps are driven by electricity and
supply heat to buildings with large thermal capacities, they are able to shift the
electricity consumption and provide a �exible consumption.

Residential heating using a heat pump and a water based �oor heating system may
be modeled by the energy balances

Cr _Tr = Qf r � Qra + � s (2.21a)

Cf _Tf = Qwf � Qf r (2.21b)

Cw _Tw = Qc � Qwf (2.21c)

whereTr is the room temperature,Tf is the �oor temperature, Tw is the temperature
of the water in the �oor pipes, and � s is the solar radiation on the building. The
heat transfer rates are

Qra = ( UA)ra (Tr � Ta) (2.22a)

Qf r = ( UA)f r (Tf � Tr ) (2.22b)

Qwf = ( UA)wf (Tw � Tf ) (2.22c)

and the e�ective heat added by the compressor to the water in the pipes is given by

Qc = �W c (2.23)

where Wc is the compressor work. The compressor work is constrained by the hard
constraints

0 � Wc � Wc;max (2.24)
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Table 2.1: Description of variables

Variable Unit Description

Tr
� C Room air temperature

Te
� C Building envelope temperature

Tf
� C Floor temperature

Tw
� C Water temperature in �oor heating pipes

Ta
� C Ambient temperature

T 0
a

� C Ground temperature
Wc W Heat pump compressor input power
� s W E�ective solar radiation power
Ps W/m 2 Solar radiation power

and the temperatures must obey the following soft constraints

Tr; min � Tr � Tr; max (2.25a)

Tw; min � Tw � Tw; max (2.25b)

The room temperature limits are time varying set-points speci�ed by the residential
inhabitants. Table 2.2 reports parameters for a low energy building represented
by this residential heating model using a heat pump. Table 2.3 provides parameters
estimated from a modern 198 m2 residential house [AJRM13]. In that case the model
was

Cr _Tr = 2( UA)ra (Te � Tr ) + ( UA)f r (Tf � Tr ) + AsPs

Ce _Te = 2( UA)ra (Ta � Te) + ( UA)ra (Tr � Te)

Cf _Tf = ( UA)wf (Tw � Tf ) + ( UA)f r (Tr � Tf )

Cw _Tw = �W c � (UA)wf (Tw � Tf )

The compressor power is the manipulated variable,uj (t) = Wc(t), such that the heat
pumps contribution to the overall power balance is �zj (t) = � uj (t) = � Wc(t).

2.3.4 Supermarket Refrigeration System

The cooling capacity of goods in super market systems may be used in balancing
supply and demand of power in electrical systems [HEJ10]. Energy balances for the
cold rooms in supermarket refrigeration systems yield

Cp;food _Tfood = Qfood � air (2.26a)

Cp;air _Tair = Qload � Qfood � air � Qe (2.26b)
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Table 2.2: Estimated model parameters for low energy building

Value Unit Description

Cr 810 kJ/ � C Heat capacity of room air
Cf 3315 kJ/ � C Heat capacity of �oor
Cw 836 kJ/ � C Heat capacity of water in �oor heating pipes
(UA) ra 28 kJ/( � C h) Heat transfer coe�cient between room air and ambient
(UA) f r 624 kJ/( � C h) Heat transfer coe�cient between �oor and room air
(UA)wf 28 kJ/( � C h) Heat transfer coe�cient between water and �oor
cw 4.181 kJ/( � C kg) Speci�c heat capacity of water
mw 200 kg Mass of water in �oor heating system
� 3 Compressor coe�cient of performance (COP)

Table 2.3: Estimated model parameters for modern residential house

Value Unit Description

Cr 3631 kJ/ � C Heat capacity of room air
Cf 10030 kJ/ � C Heat capacity of �oor
Ce 1171 kJ/ � C Heat capacity of building envelope
(UA) ra 243.7 kJ/( � C h) Heat transfer coe�cient between room air and ambient
(UA) f r 1840 kJ/( � C h) Heat transfer coe�cient between �oor and room air
(UA)wf 243.7 kJ/( � C h) Heat transfer coe�cient between water and �oor
A s 4.641 m2 Building area

where Tfood is the temperature of the stored food andTair is the temperature of the
air in the cold room. The heat conduction from food to air in the cold room and
from the cold room to the supermarket are

Qfood � air = ( UA)food � air (Tair � Tfood ) (2.27a)

Qload = ( UA)a� cr (Ta � Tair ) + Qdist (2.27b)

Ta is the temperature in the supermarket andQdist represents injection of heat into
the bold room (e.g. in connection with opening the cold room). The heat transferred
from the cold room to the evaporator of the refrigeration system is in this paper
approximated by

Qe = �W c (2.28)

where � is the e�ciency. In more rigorous models, � = � (Te; Tout ) is a function of
the evaporator temperature, Te, as well as the outdoor temperature,Tout .

The evaporator duty is constrained by the hard constraint

0 � Qe � Qe;max ;k (2.29)
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in which
Qe;max = ( UA)evap;max (Tair � Te;min ) (2.30)

where Te;min is the minimum allowable evaporator temperature. The food tempera-
ture in the cold room is constrained by the soft constraints

Tfood; min � Tfood � Tfood; max (2.31)

The compressor power,uj = Wc, is the manipulated variable. Its contribution to the
overall power balance is given by�zj (t) = � uj (t) = � Wc(t).

2.3.5 Power Plant

The production of power by a thermal power plant consisting of a boiler and turbine
circuit may be modeled as [Sok12]

Z j (s) = Gj (s)Uj (s) Gj (s) =
1

(� j s + 1) 3 (2.32)

zj (t) is the produced power, whileuj (t) is the corresponding reference signal. Con-
sequently, �zj (t) = zj (t). The cost of producing one unit of power at timek is cj . For
most thermal power plants, � j is approximately 60 seconds [EMB09].

The discrete-time input signal is constrained by limits and rate-of-movement con-
straints

umin ;j � uj (t) � umax ;j (2.33a)

� umin ;j � � uj (t) � � umax ;j (2.33b)

2.3.6 Wind Turbine

The production of power by individual wind turbines or wind farms may be described
by the model [EMB09,Sok12]

Zw;j (s) = H j (s)(Uw;j (s) + Dw;j (s))

H j (s) =
K w;j

� w;j s + 1

zw;j (t) is the produced power by the wind turbine(s), dw;j (t) is the available power in
the wind, and uw;j (t) is a reference signal to the wind turbine specifying how much
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power to extract from the wind. In discrete-time, this command signal is constrained
by the hard constraints

� dw;j (t) � uw;j (t) � 0 (2.34a)

� uw; min ;j � � uw;j (t) � � uw; max ;j (2.34b)

Similarly, wind turbine design and grid-code speci�cations constrains the produced
power by the following soft constraints

0 � zw;j (t) � zw; max ;i (2.35a)

� zw; min ;j � � zw;j (t) � � zw; max ;j (2.35b)

The produced power to the net by wind turbine is �zw;i (t) = zw;i (t). The time constant
� w;j is approximately 5 seconds (or smaller).

2.4 Energy balance

For the considered consumption units the control variableu is always the consumed
power and equal to the output z. The controlled output y could be a measured tem-
perature state x of a thermal storage unit. For production units the control variable
could for instance be a fuel or simply a reference signal changing the production, while
the output z is the production. We can formulate a balance constraint connecting
the produced and consumed power from alln units indexed j as

�zk =
nX

j =1

�zk;j =
nX

j =1

Cz;j xk;j + D z;j uk;j (2.36)

Later in Chapter 5 we deal with consumption units exclusively such that

�z = �Cz �x + �D z �u (2.37)

whereD z 2 R N � Nnn u simply sums all contributions to the total power consumption

�D z =
�
I I � � � I

�
(2.38)

Here I 2 R N � N is the identity matrix and nu is the number of control inputs per
unit.

We describe all models as state space models so they �t in the Model Predictive
Control framework described in the following chapter.



Chapter 3

Model Predictive Control

This chapter introduces Model Predictive Control (MPC) and how it is applied to
the systems described in Chapter 2. In particular, we formulate an economic MPC
that leads to a linear optimization problem.

3.1 Introduction

Model Predictive Control (MPC) is a control methodology that computes an optimal
control action based on a model of a dynamical system and its predicted future evo-
lution [Mac02,RBJ+ 08,CB07,CMT87,MH99,GPM89,KH05]. The control objective
and the mathematical model is formulated as a real-time optimization problem that
repeatedly computes the control inputs. The objective may be related to maximizing
pro�t, minimizing operational costs, or forcing the system to follow a pre-computed
set point trajectory. Only the computed inputs associated with the current time step
is actuated on the physical system. A new current model state is estimated regularly
when new measurements are available and the real-time optimization procedure is
repeated. This principle is illustrated in Figure 3.1 and is also often referred to as
Receding Horizon Control (RHC). As illustrated in Figure 3.1, the estimation part
uses historical data to estimate the current state. A Kalman �lter does exactly this
for linear models subject to process noise and measurement noise. The regulation
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Figure 3.1: Moving horizon estimation and control principle.

part, computes a trajectory of the manipulated variables (u) such that the predicted
output ( z) follows the target as well as possible. The �rst part of u is implemented
and the procedure is repeated at the next sampling time by moving the estimation
and regulation window as illustrated in Figure 3.1. The procedure is computational
intensive as large-scale optimal control problems must be solved numerically in real-
time. It is important to realize that this repeated optimization procedure provides
closed-loop feedback and enables the MPC to counteract model uncertainties and
external disturbances. The idea of moving horizon control is not new as illustrated
by:

One technique for obtaining a feedback controller synthesis from knowl-
edge of open-loop controllers is to measure the current control process
state and then compute very rapidly for the open-loop control function.
The �rst portion of this function is then used during a short time interval,
after which a new measurement of the process state is made and a new
open-loop control function is computed for this new measurement. The
procedure is then repeated. [LM67]

Advances in computer science radically changed the notion ofvery rapidly from 1960
to 1985. Both the increasing computational speed of the hardware and important
research advances in optimization algorithms allowed MPC to be implemented in
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industrial practice [QB03]. For more than 30 years, MPC has been used routinely
in the oil re�ning industry as well as in the process industries. The reason for the
early adoption of MPC by these industries is the slow time constant of the processes
involved and the availability of ample computer power. These two characteristics
enabled real-time solution of the optimization problem representing the MPC within
one sample period. The early implementations of MPC was based on linear convo-
lution models such as impulse and step response models. Even today, the majority
of MPC applications are based on linear models [KH05, RBJ+ 08, CB07]. Discrete-
time convolution models (impulse- and step-response models), input-output models
(ARX, ARMAX), and state space models are used for the �ltering and predictions
in MPC. However, the computations in these implementations are based on a state
space representation of the system even if the system is parameterized using a convo-
lution model or an input-output model [HPJJ10, JHR11]. For MPC based on linear
prediction models the resulting optimization problem is either a linear program (LP)
or a convex quadratic program (QP). Fast optimization algorithms for solving these
problems have been developed in the past decades [Bix12]. Speci�cally, the LPs and
QPs stemming from an MPC have a special structure that may be utilized by tailor
made algorithms for the e�cient solution of such problems [Jør05]. The advances in
optimization algorithms for linear MPC have enabled this control strategy for new
classes of systems, e.g. very large scale systems and systems with fast dynamics.
One advantage of MPC is its ability to approximate and solve most optimal control
problems numerically with much lower computational e�ort than classical approaches
like dynamic programming [Ber00]. Dynamic programming �nds the optimal control
solution but su�ers from the curse of dimensionality. MPC can handle much bigger
problems. Furthermore, MPC also has a unique ability to handle system limitations
simply by adding them as constraints in the optimization problem. Examples of these
limitations could be the battery capacity or the maximum charge power available in
an Electric Vehicle. MPC also handles multivariate (MIMO) systems very well and
in general allows operation closer to the system constraints. This ability and greater
coordination frequently lead to greater pro�ts or better performance.

3.2 Economic MPC

Large-scale feedback control systems are typically dominated by economic perfor-
mance goals like pro�tability, e�ciency of operation, cost cutting, lean operation,
etc [RAB12]. The current paradigm for achieving overall economic objectives for
a given plant is to split the decision making and control system into several lay-
ers [Sca09,Sko02]. Fig. 3.2 shows how MPC �ts in this traditional control hierarchy.
The uppermost layer operates on the slowest time scale and constitutes maintenance
and expansion planning of the plant or system to be controlled. The second layer,
Real Time Optimization (RTO), optimizes the static steady-state plant variables
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Figure 3.2: Control hierarchy.

hourly or daily without considering plant dynamics. The resulting setpoints from the
RTO are passed to the third layer controlling the dynamics. MPC is often chosen as
control strategy at this level because of its �exibility, performance, robustness, and
the ability to directly handle hard constraints on both inputs and states. The MPC
tracks the steady-state setpoints and rejects any dynamic disturbances. The distur-
bances enter at all layers but vary in signal form and frequency depending on the
time scale. This control hierarchy can be compared to the power system hierarchy
in Fig. 1.8. The hierarchical partitioning of layers has signi�cant e�ects whenever
the process deviates from its setpoint. The objective function used by the controller
is usually shaped to achieve fast asymptotic tracking to setpoint changes and low
output variance in the face of disturbances, and is usually unrelated to the economic
costs of operating the system. There are several proposals to improve the e�ective
use of dynamic and economic information throughout the hierarchy. One is to move
dynamic information into the RTO layer. Another approach is to move economic
information into the control layer. When the control problem is posed as an opti-
mization problem, such as in MPC, this approach involves modifying the traditional
tracking objective function.

In traditional tracking control, the objective is to minimize the unconstrained error
between a given referencer and the measured output. In that case we can use a
quadratic least squares objective

� reg (u; y) =
1
2

N � 1X

k=0

jj yk � �yk jj2
Q + jjuk � �uk jj2

R (3.1)

The weights Q and R are tunable and (�y; �u) are the steady-state set points (outputs,
inputs). Control action is penalized through R as a regularization term. The regu-
larization term must be included to obtain well behaved control action. We apply
this objective in some of the control strategies presented in Chapter 5.
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In economic MPC, the objective function contains an additional term � eco

� eco(u; s) =
N � 1X

k=0

cT
k uk + � T

k sk (3.2)

This economic term represents both the cost of operating the subsystems,c, and
the cost of violating soft output constraints, � . We can combine (3.1) and (3.2) to
approximate a Mean-Variance-based objective function [Cap14]

� = �� eco + (1 � � )� reg ; � 2 [0; 1] (3.3)

The economic term is a certainty-equivalent approximation to the mean of the cost
function, and the regularization term approximates the variance. The parameter,
� , adjusts the trade-o� between the two terms, i.e. between expected cost and risk
aversion. Solutions in between constitute the e�cient frontier [Mar52]. In Section
3.6, we show an example of this trade-o� in an example with the objective (3.3)
applied to an economic MPC controlling a simple �rst order model. Other measures
of risk than the mean-variance formulation that can be used to regularize the solution
are Value-at-Risk (VaR) and Conditional Value-at-Risk (CVaR) [MCM + 14]. These
methods also take skewed probability distributions into account as the variance alone
only provides a good risk measure when considering a symmetric distribution.

The key advantage of using a deterministic formulation (with only expected val-
ues of the uncertainty in the objective function) is that the computational load is
signi�cantly reduced compared to a mean-variance approach based on Monte Carlo
simulations. In this thesis we use the certainty equivalent and insert the mean values
of the costs and predictions of states, disturbances etc. An alternative approach to
handling uncertainty is via probabilistic constraints [OPJ + 10].

3.3 Time Scales

The dynamics involved in power production in power plants and in wind power gen-
erators have very fast dynamics compared to the slower thermal storage systems
exempli�ed by residential heating with heat pumps in buildings. When combining
multi rate systems in one model the fast sampling rates might result in frequent turn-
ing on and o� of a heat pump that in practice results in low energy e�ciencies. In that
case, the control action must be regularized properly, but the MPC problem size is
still large. When considering dynamical systems at di�erent time scales in one model,
the fastest system dictates the sampling period and thereby the MPC problem size.
To reduce the computational burden for controlling linear multi-timescale systems
we could augment the models by applying short sampling periods at the �rst steps
and longer sampling periods further into the future. In MPC the predicted control
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actions are not implemented anyway, only the �rst part. When using a time-varying
sample period, e.g. exponentially increasing with prediction horizon,Ts(k) 2 R N we
obtain the following state response analogue to (2.14a)

xk =

 
0Y

i = k

A i

!

x0 +
k � 1X

j =0

0

@
1Y

i = j

A i B j uj

1

A + E j dj

Here we setA0 = I . The measurement matrixC stays �xed regardless of the sampling
period and can be multiplied to get the output.

[Sca09, PBM+ 12, JL11, UACA11] deal with this time scale problem by separating
the control into a fast and a slow part. As explained in Chapter 1 these di�erent
time scales are treated in the current power market structure where markets exist
for di�erent time scales. Components that operate at di�erent time scales should
therefore operate in di�erent markets and solve di�erent problems.

3.4 Certainty Equivalent Economic MPC

In Section 2.2.1 we de�ned a stochastic state space system that nicely represents the
models in Section 2.2. We also established the optimal �ltering and prediction for
this system. Next we show how to apply MPC to this problem, i.e. computing the
manipulated variables, uk . We use a certainty equivalence assumption such that the
regulator uses mean value predictions for all variables. Consequently, at timek, the
predicted operating cost lookingN time steps ahead is

� eco =
N � 1X

i =0

ĉT
k+ i jk ûk+ i jk +

N � 1X

i =0

� T
k+ i +1 jk sk+ i +1 jk (3.4)

This cost function is linear in û and s. For some scenarios or disturbances, it may
be very expensive or even impossible to keep the outputszk within their constraints.
This leads to infeasible optimization problems with no solution. Robust MPC meth-
ods exist that speci�cally deals with uncertainties have been studied widely in liter-
ature [BM99, GOJ10]. For our certainty equivalent MPC we simply soften the hard
output constraints

r min
k+ i +1 jk � ẑk+ i +1 jk � r max

k+ i +1 jk (3.5)

with the additional slack variable, s [ZJM10]. This variable is minimized and penal-
ized heavily to always force solutions towards the feasible set of constraints. Sos will
only be non-zero if the output is outside the reference interval. In energy systems,
the reference interval R k 2 [r min

k ; r max
k ] can be related to the power consumption,

indoor temperature in a building, temperatures in a refrigeration system or some
desired state-of-charge of a battery.
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To optimize over future events we need forecasts of the costs and disturbances,Ck

and Dk , respectively. We denote the mean of the forecasts as

Ck =
�

ĉk+ j jk ; � k+ j +1 jk
	 N � 1

j =0
Dk =

n
d̂k+ j jk

oN � 1

j =0
(3.6)

In many situations related to energy systems,d involves variables such as wind speed,
temperature and solar radiation. Accordingly, the forecast dk+ j jk is the result of a
weather prognosis.

The optimal trajectory of the predicted manipulated variables and slack variables,�
ûk+ i jk ; sk+ i +1 jk

	 N � 1
i =0

may be computed by solution of the linear program

minimize
û;s

� (û; s) (3.7a)

subject to x̂k+1+ i jk = Ax̂k+ i jk + B ûk+ i jk + Ed̂k+ i jk (3.7b)

ŷk+ i +1 jk = Cx̂k+1+ i jk (3.7c)

ẑk+ i +1 jk = Cz x̂k+1+ i jk + D z ûk+1+ i jk + Fz ûk+1+ i jk (3.7d)

umin
k+ i +1 jk � ûk+ i jk � umax

k+ i +1 jk (3.7e)

� umin
k+ i +1 jk � �^uk+ i jk � � umax

k+ i +1 jk (3.7f)

ymin
k+ i +1 jk � ŷk+ i +1 jk � ymax

k+ i +1 jk (3.7g)

ẑk+ i +1 jk + sk+ i +1 jk � r min
k+ i +1 jk (3.7h)

ẑk+ i +1 jk � sk+ i +1 jk � r max
k+ i +1 jk (3.7i)

sk+ i +1 jk � 0 (3.7j)

At every time step k the goal is to computef uk jk gN � 1
k=0 such that the predicted output

trajectory f yk gN � 1
k=0 lies within the speci�ed output trajectory f r min

k jk ; r max
k jk gN � 1

k=0 . N
is the prediction horizon, which is normally chosen quite large in order to avoid
discrepancies between open loop and closed loop pro�les.N must also be large enough
to capture the dominating dynamics of the system. We then apply the �rst control
input to the system, i.e. only the �rst input, ûk jk , of this sequence is implemented. As
new information becomes available at the next sampling time, we redo the process of
solving the linear program using a moving horizon and keep applying the �rst control
input of the solution to the system. The input and output constraints are inherently
taken into consideration and handled by this optimal controller.

The function involving solution of (3.7) and selecting ûk jk is denoted as

uk = ûk jk = � (x̂k jk ; uk � 1; Dk ; R k ; Ck ) (3.8)

and requires a number of inputs: the mean value of the forecasts, i.e.Dk , R k , and Ck ,
the �ltered state, x̂k jk , from (2.11), the previous input, uk � 1, the predictions (2.12)
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and the objective function (3.4). If the process noise and measurement is correlated
an additional term must be added to the state estimate (3.10a) [JHR11].

In the economic MPC (3.7) the external cost, c, is the only driver of the control
variables. The problem does not track the outputs as long as they stay within certain
ranges. The certainty equivalent economic MPC (3.7) is listed in Algorithm 1. It
computes the manipulated variable,uk , based on the current measurement,yk , the
previous input, uk � 1, the forecasts(Dk ; R k ; Ck ), and the smoothed mean-covariance
estimate (d̂k � 1jk ; Rdd;k � 1jk ). The main computational load in Algorithm 1 is solution
of the linear program (3.7).

3.4.1 Stability

Stability and performance of MPC control schemes has lately been studied exten-
sively. MPC of constrained systems is nonlinear and requires the use of Lyaponov
stability theory. This has lead to the addition of a terminal constraint in the cost
function to provide stability [AAR12,DAR11,RBJ + 08,RM93]. [MAA13] �nds update
rules for the terminal weight penalty that results in good robust performance. Re-
cently, stability has been investigated without terminal constraints [Grü12a,Grü12b,
GPSW12, BGW13]. Hence, it is possible to guarantee asymptotic stability or a de-
sired performance for nonlinear systems without terminal constraints by choosing a
minimum prediction horizon length. With some assumptions on controllability the
system can be asymptotically stabilized for su�ciently large horizon. From this anal-
ysis, the computational burden of MPC can then be reduced as the prediction horizon
is decreased. In this thesis, we apply MPC to linear stable energy systems and use
long horizons compared to the system dynamics to ensure stability. This is a practical
approach but under these assumption we achievestability properties associated with
an in�nite horizon [MRRS00].

3.5 Solving the MPC problem

Predictive control problems with a quadratic objective function and linear constraints
are e�ciently solved with algorithms such as Active Set methods [FBD08, BB06,
JRJ96], interior-point methods [SFS+ 14, RWR98, SKC10, JFGND12] and �rst-order
methods [Nes07,BT09,CSZ+ 12].

Interior point methods (IPMs) solve a linear system of equations in each iteration of
the IPM algorithm. A structured interior-point method e�ciently solves the optimal
control problem arising in traditional MPC via the discrete-time Riccati recursion
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[RWR98, FJ13]. The computational cost of this approach is linear in the horizon
length, compared with cubic growth for a naive approach. A nonlinear version of the
problem can also be solved using an IPM [ARB13]. In Chapter 4, we provide MPC
simulation results using a warm started IPM.

An Active Set method for QPs updates the working set of the active constraints. The
QP solver can exploit application-speci�c structure in a computationally e�cient and
fairly robust manner [BB06]. Later in this chapter we show computational speeds
from an Active Set method solving an MPC problem.

Gradient methods are reliable, easy to implement, and guarantees convergence for
well behaved functions. Unfortunately, they have slow convergence rates compared
to higher order methods. [RJM12, Gis12] investigate fast gradient methods for the
solution of linear quadratic MPC problems with input constraints. In particular,
the �rst order methods scale very well for large-scale systems and has been applied
widely in Distributed MPC strategies [MN14], that is considered essential within
Smart Grid control [KA12]. In Chapter 5 we implement two �rst order methods on
the same MPC problem. The methods are dual decomposition and Douglas-Rachford
splitting.

Two ways of speeding up MPC is warm starting, i.e. re-using the solution from
previous problems, or early termination, i.e. stopping the optimization algorithm
at the required solution tolerance and letting closed loop feedback eliminate errors
[SFS+ 14,WB10].

3.5.1 Economic MPC

One way of solving the linear economic MPC (3.7) is to eliminate the states by
condensing the state space model to a �nite impulse response (FIR) model [PJ08],
see Section 2.2. The output variable isZ = � u U + � x0 + � dD. The individual
economic MPC open loop problems are expressed as Linear Programs (LPs) in the
form

minimize
U;S

cT U + � T S

subject to Umin � U � Umax

� Umin � � U � � Umax

Ymin � Y � Ymax

Rmin � Z + S

Rmax � Z � S

S � 0
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We re-used the state space models and vector notation from Section 2.2 and addi-
tionally de�ne the MPC-related vectors
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6
6
4

si

si +1
...

si + N

3

7
7
7
5

Rmin =
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6
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r min
i
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(3.15)

Note that � ui = ui � ui � 1 such that � U = � U � I 0u� 1
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� d = diag
��

I d I d : : : I d
��

I d =
�
� I I

�

In short standard matrix notation required by most numerical solvers the LP is simply

minimize gT x

subject to Ax � b
(3.16)

with
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and

� �Umax = � Umax + I 0u� 1 �Rmax = Rmax � � x0 � � dD

� �Umin = � Umin + I 0u� 1 �Rmin = Rmin � � x0 � � dD

In the case when� = 1
2 jjZ � Rjj2

Q is a quadratic tracking objective we can formulate
the problem as a Quadratic Program (QP)

minimize
1
2

xT Hx + gT x

subject to Ax � b
(3.17)
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Figure 3.3: Computation time distribution for all open loop pro�les calculated in
the �ve days closed loop simulation with prediction horizon 48 hours.

If � = � zu , � d = � zd , and �R = R � � dD � � x0, then

1
2

jj � U � �Rjj2
Q =

1
2

(� U � �R)T �Q(� U � �R)

=
1
2

UT � T �Q� U � (� T �Q �R)T U +
1
2

�RT �Q �R

=
1
2

UT HU + gT U + h

and

�Q = diag
��

Q; Q; : : : ; Q
��

� Q = � T �Q H = � Q � g = � � Q �R h =
1
2

�RT �Qb

3.5.2 Solvers

There are many methods and tools for solving the QPs and LPs arising from the
MPC problem. The choice of solver depends highly on the application. In Smart
Grids each unit might need embedded real-time solvers, e.g. CVXGEN [MB12],
FORCES [DZZ+ 12], qpOASES [FBD08], that execute fast, reliable and with small
code size. The computational demands of MPC also lead research towards o�ine
control law solutions, known as explicit MPC [AB09, BMDP02]. Fast FPGA and
GPU implementations are found in [LYM06,KF12].

In this thesis, we mainly used solvers that interface intuitively with Matlab, i.e.
MOSEK [AA99] and CVX [CVX12]. But we also used a custom made Active Set
solver written in FORTRAN. Figure 3.3 shows the computation times of this Active
Set solver when solving the open loop optimization problems from Paper A using an
Intel Core i7 2.67 GHz laptop. The average computation time is seen to be around
8 ms. Using hard constraints the average computation time reduces to 1 ms. Note
that this is for small LPs.
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3.6 Mean-Variance Economic MPC

In this section we provide an example of applying the Mean-Variance-objective (3.3)
to an economic MPC controlling a simple �rst order model. We assume known prices,
c, but uncertain disturbances, d, given asn! di�erent forecasted disturbance scenarios
with increasing variance a long the prediction horizon. The economic MPC problem
is

minimize
u

� MV = � E(cT u) + (1 � � )Var (cT u) (3.18a)

subject to x !
k+1+ i jk = Ax !

k+ i jk + Bu !
k+ i jk + Ed̂!

k+ i jk (3.18b)

y!
k+ i +1 jk = Cx !

k+1+ i jk (3.18c)

umin
k+ i +1 jk � u!

k+ i jk � umax
k+ i +1 jk (3.18d)

ymin
k+ i +1 jk � y!

k+ i +1 jk � ymax
k+ i +1 jk (3.18e)

The expected value and the variance can re reduced to matrix notation such that

E(cT u) = �̂ =
1

n!

n !X

!

cT u! = 
 u (3.19)

Var (cT u) =
1

�n!

n !X

!

(� ! � �̂ )2 =
1

�n!

n !X

!

(cT S! u � 
 u)2 = uT � u (3.20)

The economic MPC problem is clearly a QP with objective

� MV = � 
 u + (1 � � )uT � u

Figure 3.5 shows an open-loop simulation of a �rst order system with� = 12 h. The
expected value of the control input keeps the expected value of the output above the
dashed constraint. Just below we plotted then! = 30 disturbance forecast scenarios
used in the simulation. Figure 3.4 shows the e�cient frontier, i.e. the expected cost
(negative pro�t) as a function of the trade-o� parameters � . The value � ' 0:4
maximizes the ratio of expected cost to risk.

3.7 Summary

In this chapter, we presented linear Model Predictive Control, its principle and place
in the control hierarchy. We formulated an economic MPC and de�ned its objectives,
including a stochastic formulation based on a Mean-Variance objective. We brie�y
reviewed the literature on stability for MPC. We described the algorithm for a cer-
tainty equivalent economic MPC mainly used in this thesis, and showed how to solve
the underlying optimization problem including state estimation.
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Algorithm 1 Certainty equivalent economic MPC with external forecasts

Require:
Input: yk , uk � 1

Memory: x̂k � 1jk � 1, Pk � 1jk � 1.
Forecasts:

Dk =
n

d̂k+ i jk

oN � 1

i =0
; (d̂k � 1jk ; Rdd;k � 1jk ) (3.9a)

R k =
n

r min
k+ i +1 jk ; r max

k+ i +1 jk

oN � 1

i =0
(3.9b)

Ck =
�

ĉk+ i jk ; � k+ i +1 jk
	 N � 1

i =0
(3.9c)

One-step predictor and �lter:
Compute the one-step prediction

x̂k jk � 1 = Ax̂k � 1jk � 1 + Bu k � 1 + Ed̂k � 1jk (3.10a)

ŷk jk � 1 = Cx̂k jk � 1 (3.10b)

Compute the innovation
ek = yk � ŷk jk � 1 (3.11)

Compute

Pk jk � 1 = APk � 1jk � 1AT

+ GRww;k � 1GT + ERdd;k � 1jk E T
(3.12a)

Re;k = Rvv + CPk jk � 1CT (3.12b)

K fx;k = Pk jk � 1CT R� 1
e;k (3.12c)

Pk jk = Pk jk � 1 � K fx;k Re;k K T
fx;k (3.12d)

Compute the �ltered state

x̂k jk = x̂k jk � 1 + K fx;k ek (3.13)

Regulator:
Compute uk = � (x̂k jk ; uk � 1; Dk ; R k ; Ck ) by solution of the linear program (3.7).
Return:
Manipulated variable: uk

Update the memory with: x̂k jk , Pk jk



Chapter 4

Economic MPC Simulations

In this chapter, we provide simulations of the units modeled in Chapter 2 with the
certainty equivalence linear economic MPC (3.7) presented in Chapter 3. These sim-
ulation results are the main contributions from Paper A, B and C, that investigated
three di�erent and important Smart Grid consumer units: a building with a heat
pump, an Electric Vehicle (EV), and a heat storage tank connected to solar thermal
collector.

4.1 Introduction

Each unit uses an economic MPC to minimize its consumption costs given the pre-
dicted price vector. Meanwhile, the controller tries to keep the outputs within their
�exible operating ranges. So instead of tracking a set point, e.g. a desired indoor
temperature, the economic MPC respects a set of user de�ned constraints (comfort
bounds) and let the price drive the output. This economic MPC has been extensively
investigated for refrigeration systems in [Hov13] that includes detailed non-linear
models, predictors, and some handling of uncertainty. We deal with uncertainty in
a practical way by simply assuming a constraint back-o� strategy and by using soft
output constraints.

The economic MPC repeatedly requires price predictions from external forecasts. In
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our simulations we used the actual day-ahead prices from the Nordic electricity mar-
ket, Elspot, as described in Section 1.3.1. These prices are settled in the day-ahead
market and are based on pre-negotiated energy delivery schedules. So broadcasting
this day-ahead price to all consumers will cause energy imbalances. However, we still
use this price signal in our simulations for a number of reasons: 1) to illustrate the
economic MPC concept 2) these prices re�ect the amount of wind power in the system
3) we expect a similar price signal in the future Smart Grid, and 4) later in Section
5.5 we replace the price signal with our own and reuse the controller. The resulting
cost savings of using economic MPC are also calculated as part of the results. These
savings arebest caseupper bounds as no uncertainty nor unknown disturbances were
taken into account.

4.2 Building with Heat Pump

In Paper A, we simulated an economic MPC controlling the indoor temperature of a
low-energy residential building with a �oor heating system and a heat pump. Fig. 4.1
illustrates the optimal heat pump compressor schedule and the indoor temperature
for �ve days. Also the two disturbances are shown: the outdoor temperature,Ta ,
and the solar radiation, � s. The outdoor temperature re�ects a cold climate, i.e. the
outdoor temperature is lower than the indoor temperature. The solar radiation also
contributes to heating the building. The constraints indicate that during night time
the temperature is allowed to be lower than at day time. Clearly, the heat pump power
consumption is moved to periods with cheap electricity and the thermal capacity of
the building �oor is able to store enough energy such that the heat pump can be
left o� during day time while maintaining an acceptable indoor temperature. In the
beginning the comfort level is compromised very little due to the initial conditions.
However, the economic MPC problem stays feasible. The simulations show cost
savings up to 35 %.

4.3 Electric Vehicle battery

As in the previous Section 4.2 Paper B reports the same approach applied as a charg-
ing strategy for an EV battery. Fig. 4.2 shows the simulation results. Real com-
muter driving patterns de�ned the disturbance scenarios while the day-ahead electric-
ity prices in�uenced the charging pattern. Comparing di�erent charging strategies
clearly showed the potential of using economic MPC to shift the load in a cost e�cient
way. The simulations showed annual savings up to 50%.
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Figure 4.1: The simulation shows the indoor temperature in a building for �ve days
starting midnight 20 JAN 2011. The middle �gure shows the electricity
price and the optimal schedule for the heat pump. The lower �gure
contains the outdoor temperature and solar radiation. The heat pump
is on when the electricity price is low.

4.4 Solar thermal collector and heat storage tank

Paper C investigated the potential of applying economic MPC to a heat storage
tank connected to a solar thermal collector. But this time the controller integrated
state-of-the-art forecasts of the solar radiation and consumption. The forecasts were
based on measurements and models of actual residential buildings based. The solar
thermal power was forecast with the method described in [BMP11]. This forecast was
based on a conditional parametric model and applied for forecasting the hourly solar
thermal power up to 36 hours ahead. Several important modeling factors were taken
into account: numerical weather predictions of the global radiation, the collector
thermal performance, the orientation of the collector, and shading from objects in
the surroundings. Again an economic MPC controlled the power consumption of the
auxiliary heating elements in the heat storage tank. The electrical heating elements
were turned on in periods when the incoming solar energy alone could not meet the
heat demand, e.g. hot water usage and space heating in a residential household.
Figure 4.3 shows the simulation results of an entire year. The controller performance
showed electricity cost savings of 25-30% compared to current thermostat control
strategy for six di�erent households.
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Figure 4.2: Optimal charging of EV for �ve days using economic MPC with predic-
tion horizon N = 48 h. The upper plot shows the state-of-charge� and
the driving pattern (demand) dk . The lower plot shows the electricity
price and the controlled charge power.

4.4.1 Estimating Model Parameters

The heat dynamics of the storage tank in Section 2.3.2 was modeled as a grey-box
model based on real data sets and maximum likelihood methods. A modeling tool,
CTSM [KMJ04], estimated the unknown parameters of an Extended Kalman Filter
(EKF) bases on the SDE from (2.4). CTSM assumes the model to be a set of
stochastic di�erential equations describing the dynamics of a system in continuous
time and a set of algebraic equations describing how measurements are obtained
at discrete time instants. Given a grey-box model structure, any unknown model
parameters can be estimated from data suing this tool, including the parameters of the
di�usion term. The parameter estimation method in CTSM is based on a maximum
likelihood (ML) method and a maximum a posteriori (MAP) method from [KMJ04].
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Figure 4.3: A one-year simulation starting May 17 2010 with 24 h prediction hori-
zon using uncertain forecasts. The upper plot shows the tank tempera-
ture, the middle plot contains the electricity price and the optimal power
consumption for the heating element, and the lower plot contains the so-
lar heat input and the consumption demand from space heating or hot
water. The heating element is turned on when the electricity price is
low.

4.5 Economic MPC Savings

We also conducted simulations with constant electricity prices. In that case the
economic MPC objective is equivalent to minimizing the power consumption without
considering prices, i.e. the objective function is� (u) = 1T u. Consequently no load
shifting is performed. Compared to an economic MPC that took the day-ahead prices
into account we observed annual economic savings up to 50% for the EV case study
and around 25% for both the solar collector heat tank and the building with a heat
pump. In Denmark these savings are only on the day-ahead price that constitutes
approximately 20% of the total end-user bill after adding taxes.

4.5.1 Prediction Horizon

In the solar tank case study we also compared the economic MPC to thermostat
control and evaluated the performance. For a one year simulation we calculated the
annual power consumption and electricity costs from closed loop simulations for four
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(a) Annual savings in percent com-
pared to conventional thermostat
control for six di�erent buildings.

(b) Annual power consumption (upper) and electricity costs
(lower) for a building as a function of the prediction horizon
N for four di�erent control strategies. Closed loop economic
MPC with known inputs (EMPCp), with forecasts subject to
uncertainty (EMPC), a constant electricity price (MPC) and
a thermostat control.

Figure 4.4: Economic MPC performance for the solar collector heat storage tank.

di�erent control strategies. The results as a function of prediction horizon are shown
in Fig. 4.4.

As the prediction horizon grows larger than 24 hours, the cost savings do not increase
much. This is shown in Fig. 4.4(b) and is due to the dynamics of the tank and its
constraints. Predictions about the solar energy and the consumption next week do
not change the optimal consumption pattern because both the maximum input power
and the storage capacity of the tank is limited. Furthermore, using perfect forecasts,
i.e. knowing the future inputs and disturbances exactly, does not increase the savings
signi�cantly compared to forecast based on historical data.

Fig. 4.4(a) shows that the power consumption for the economic MPC grows larger
than for the ordinary thermostat control as the prediction horizon increases. However
the costs go down. Consequently, to save more money, more power must be used for
boosting control actuation in the cheap periods. The increased power consumption
can be justi�ed by the electricity price that should re�ect the amount of available
renewable energy and power system needs.
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Figure 4.5: Hourly temperature averages for 2011 in Eastern Denmark. On average
a simple sinusoid models the trend quite well.

4.5.2 Outdoor Temperature Prediction

On average the outdoor temperature trend matches a simple sinusoid quite well as
seen in Fig. 4.5. A linear transfer function of a sinusoid with frequency! = 2 �=T ,
period T, amplitude a and o�set b is

y(t) = a sin(!t ) + b Y(s) =
a!

s2 + ! 2 + b

The equivalent state space model is

_x =

2

4
0 � ! 2 0
1 0 0
0 0 0

3

5 x + w

y =
�
0 1 1

�
x + v

x3 = b is the estimated o�set, i.e. the current mean temperature. We assume the
period to be diurnal and known T ' 24 h. We apply a Kalman �lter to estimate
the states and model parameters in order to provide outdoor temperature predictions
to an economic MPC. We validated this simple predictor analogue to [HBLJ13] by
evaluating the economic savings for the heat pump and building modeled in Section
2.3.3. We used two data sets from West Denmark 1) the 2011 day-ahead market
prices and 2) the 2011 average outdoor temperature from the Danish Meteorological
Institute. The annual savings improvement of using known inputs compared to this
simple predictor were below 3.6% even for prediction horizons up to 48 hours.
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Figure 4.6: Forecast of outdoor temperature from a sinusoidal model and state es-
timation.

4.6 Smart Energy System

In this section, we present a case study simulation with a portfolio of units: two power
plants, a wind farm, and a �eet of 10,000 EVs. Section 2.2 describes the dynamics
of the individual units. The �eet of EVs are aggregated and used as �exible storage
to help balance the load. The charging and discharging constraints should be quite
conservative since they depend on the availability of the EVs, i.e. it is assumed that
an EV is not connected to the grid and able to charge while driving. However, based
on driving pattern analysis the availability has been reported to be more than 90%
assuming that the EV is able to charge whenever it is parked [WNØ+ 10]. The EV
batteries have a �nite battery capacity Qc that limits the size of the EV storage such
that

0 � yv � Qn nev (4.1)

where nev = 104 is the number of EVs in the �eet and yv is the EV �eet state of
charge. We useQn = 24 kWh as EV battery capacity. The power balance (2.36) must
be nonnegative, �zt � 0, in order to meet the demand. Also a base loaddb is added
as a disturbance, i.e. the reference load from all other unmodeled power consumers
that must be supplied. We apply an economic MPC (3.7) with sampling period
Ts = 5 s to the problem that minimizes the electricity costs of operating a number of
power plants, a �eet of EVs, the wind farm and consumers based on predictions of the
demand, production and operating costs over the prediction horizon. Power demands
must be met at all times and any imbalances would be economically penalized in a
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Value Unit Description

K [1; 1] Power plant gain
K w 1 MW/(m/s) Wind farm gain
� [1; 1] s Power plant time constant
� w 0.7 s Wind farm time constant
� + 0.9 EV charge e�ciency
� � 0.9 EV discharge e�ciency
umin [0,0,0,0] MW Minimum control input
umax [5,7,3,3] MW Maximum control input
� umin [-2,-0.2,-0.6,-0.6] MW/s Minimum control ramp input
� umax [2,0.2,0.6,0.6] MW/s Maximum control ramp input
ymin [0,0,0,0] Minimum output
ymax [5,7,240,1 ] Maximum output
c [10,5,0,5] MW� 1 Production costs

Table 4.1: Case study parameters

real power market where external spinning reserves otherwise must be activated to
restore the balance. Consequently, in our case the slack variable penalty in (3.7h)-
(3.7i) could also be an actual cost or penalty for not providing enough power.

The optimal power production within the prediction horizon is the solution to (3.7).
This control action is calculated at every time step k and represents a decision plan,
stating when to produce and with how much power. The EV storage charge and
discharge is also part of the decision plan. The control action is optimal in terms
of economy and is the cheapest based on the predictions and model assumptions
available at time k = 0 .

Fig. 4.7 illustrates a closed loop simulation of this system. We used the parameters
from Table 4.1 and a prediction horizon of N = 6 min. The upper plots show the
power plant production and set points. The expensive but fast power plant is used to
balance the load while the slower but cheaper power plant ramps up production. The
second plot shows how the aggregated EV �eet is controlled and the resulting charge
and discharge power. In the beginning of the simulation the EV �eet discharges to the
grid to boost production. Consequently, the EV batteries are depleted and the state
of charge decreases. The charge demanddv from the EVs was modeled as a sinusoid.
The third plot shows overall power balance including a base load disturbance and
the wind power production. Also the power balance�zk is shown. It expresses the
imbalances from the positive production and negative consumption. Since we have
no uncertainty on the load forecasts this imbalance is mostly zero.
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4.7 Matlab MPC toolbox for Smart Energy Sys-
tems

We gathered the models in a MATLAB toolbox available for download1. The toolbox
also contains the economic MPC from (3.7) that balances production and consump-
tion of the units. Figure 4.8 shows a �owchart of the toolbox code. The main
script, empctoolbox.m, currently consists of a single script with all sub-functions in-
cluded. Per default, the script runs a sample scenario similar to the one in Section
4.6. This scenario can easily be modi�ed. The number of units, their type, the pre-
diction horizon, the simulation time, and sampling periods can be chosen initially.
It is possible to simulate model mismatch by setting up di�erent models used by
the controller. SetupSystem and SetupScenario generates the model parameters,
constraints and disturbance forecasts used in the simulation. Given these variables
computeModelbuilds all unit models from their discrete-time state space and impulse
response models.designMPCprepares all �xed constraint matrices for the solver. The
soft output constraints penalties are set here, and the controller model is built. Dur-
ing the closed loop simulation two functions update and compute the individual open
loop MPC problems at every simulation time step. updateMPCbasically packs the
current open loop MPC problem into matrices ready to be fed to a standard LP
solver. It updates measured outputs, estimates states using a Kalman �lter, updates
disturbance forecasts and other time-varying constraints. computeMPCconcatenates
the �xed matrices with updated information. We also re-build the constraints from
all models again here. We assume that the models are allowed to be time-varying and
potentially need a re-discretization and update. In the default scenario the models are
not time-varying. The actual solver is called from computeMPC. We use MATLABs
linprog and quadprog interface, but recommend to install MOSEKs faster solvers
that replaces these functions. Finally, the simulated system is actuated, the states
are updated, and the results are plotted.

4.8 Summary

In this chapter we:

ˆ Simulated di�erent Smart Grid units: A building heat pump, EV, a heat storage
tank connected to a solar collector simulations and scenarios

ˆ Integrated forecasts based on real data in the predictive control system

ˆ We used system identi�cation tools to model the parameters
1 www.compute.dtu.dk/~rhal/code
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ˆ Compared the control performance for di�erent control strategies

ˆ Investigated the e�ect of the prediction horizon

ˆ Calculated electricity cost savings of taking prices into consideration

ˆ Formulated a simple predictor for the outdoor temperature and evaluated the
performance to perfect forecasts, i.e. known inputs

ˆ Integrated the forecasts using a Kalman �lter

ˆ Simple predictors of outdoor temperatures in combination with a Kalman �lter
do not decrease economic savings signi�cantly

ˆ Simulated a smart energy systems with a portfolio of units

ˆ Presented the developed MATLAB toolbox for simulating economic MPC and
linear models including a library of Smart Grid units
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Figure 4.7: Case study simulation with two power plants, a wind farm, a large EV
�eet and a base load consumption.f y1; y2g are the power plant output
powers, xw the wind farm production Shows the resulting closed loop
economic MPC decisions of production and consumption over 6 min-
utes. Performance when warm-starting our algorithm (W) is compared
to standard cold-starting (C) at the bottom.
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Figure 4.8: Flowchart of empctoolbox.m.
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Chapter 5

Aggregator Control Strategies

The simulations in this chapter show the di�erent ways of aggregating the units with
the economic MPC presented in Section 3.4. We summarize di�erent MPC-based
aggregator control strategies described in Paper D, E and F. In the �rst Section 5.2
we formulate the common aggregator problem to be solved. To solve this large-scale
control problem and make it computational tractable we apply two decomposition
methods in Section 5.3, Douglas-Rachford splitting and dual decomposition. In Sec-
tion 5.5 we investigate dual decomposition using a low-order aggregated model in-
spired by Paper F. A decentralized control strategy is presented in Section 5.4 based
on Paper D. Section 5.6 shows results from warm-starting an interior point method
using the methods described in [SFS+ 14, SAY12]. Finally, Section 5.7 compares the
di�erent aggregator methods and provides a good overview.

5.1 Introduction

In the future Smart Grid a hierarchical structure of controllers, including aggregators,
will most likely exist to reduce the complexity [GKS13]. The aggregator strategies
for controlling DERs in a Smart Grid broadly categorizes into: direct control and
indirect control [BS08,ANAS10,LSD+ 11].

A direct control strategy assumes direct access to the control inputs of each DER,
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and feedback through two-way communication. The direct controller must calcu-
late and communicate a consumption plan to each DER. This leads to large-scale
control problems with high complexity and fast communication requirements. An
agreement between the DERs and the aggregator about the available �exibility and
control maneuverability is also mandatory. An indirect control strategy relies on a
unidirectional signal, such as prices, to incentivize DER control action [HYB+ 12].
The aggregator either measures the response through aggregated grid measurements
or through markets.

Di�erent MPC strategies can be applied in these strategies and are often referred
to as Decentralized MPC (DMPC) [MN14, BB10]. The architecture of DMPC and
the coordination between local controllers is de�ned by the following categories: de-
centralized, distributed, and hierarchical. A control system is centralized if there is
a single controller that solves the plant-wide problem. The control isdecentralized
when there are local controllers in charge of the local subsystems of the plant that
require no communication among them. When the local controllers communicate
in order to �nd a cooperative solution for the overall control problem, the control
system isdistributed. Finally, the control system is hierarchical if there are di�erent
control layers that coordinate the process. In this case, upper layers manage the
global objectives of the process and provide references for the lower layers that di-
rectly control the plant. An exchange of candidate control decisions may also happen
during the decision making process, and iterated until an agreement is reached among
the di�erent local controllers.

Our strategies do not include the distribution grid, implicitly assuming that the un-
derlying network has enough capacity to distribute the power demanded by the users
without causing congestion. Furthermore, we only consider power balance in steady-
state and ignore fast timescale dynamics such as frequency and voltage �uctuations
due to random supply and demand. The aggregator strategies are also targeted
consumption units.

The current work has several limitations based on assumptions often made in lit-
erature [CI12, TBS11]. First, our model does not include the distribution system,
implicitly assuming that the underlying network has enough capacity to distribute
the power demanded by the users without causing congestion. We do however limit
the total aggregated active power when coordinating more units. Our results are
mainly obtained for the case without uncertainty.
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Figure 5.1: Aggregator role and portfolio of units. The aggregator negotiates a con-
sumption plan q to follow from the market.

5.2 The Aggregator Balancing Problem

We wish to control the power consumption of a large number of �exible and control-
lable units. The motivation for controlling the units is to continuously adapt their
consumption to the changing stochastic power production from wind and solar. In
the future this power balancing might be done by solving large-scale control prob-
lems. We assume that anaggregatorcontrols a large number of �exible consumption
units as shown in Fig. 5.1. Based on predictions of the aggregated unit behavior,
the aggregator bids into the day-ahead power market and buys a certain amount of
energy for the coming day. The plan could be a result of solving a unit commitment
problem [SB04], where stochastics and integer variables are taken into account. The
resulting consumption plan must be followed to avoid imbalances and in turn eco-
nomic penalties. So a real-time controller must regulate the power to minimize any
imbalances caused by prediction errors. The MPC framework presented in Chapter 3
�ts this problem very well. MPC and aggregators is the scope of the remaining part
of this thesis.

5.2.1 Mathematical Formulation

The power consumption pro�le is a vector denotedq 2 R N and denotes the amount
of power to be consumed at each time stepk for the entire prediction horizon k =
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1; :::; N . This pro�le must be followed by the aggregator, such that the combined
power consumption from all units sum to this at every time instant. The centralized
large-scale problem that includes all units and their variables (p, x j , yj , uj ) and
constraints is

minimize
pk ;u j;k

N � 1X

k=0

g(pk ) +
nX

j =1

� j (uj;k ) (5.1a)

subject to pk =
nX

j =1

uj;k (5.1b)

x j;k +1 = A j x j;k + B j uj;k + E j dj;k (5.1c)

yj;k = Cj x j;k (5.1d)

ymin
j;k � yj;k � ymax

j;k (5.1e)

� umin
j;k � � uj;k � � umax

j;k (5.1f)

umin
j;k � uj;k � umax

j;k (5.1g)

We model the j = 1 ; 2; :::; n units with linear discrete-time state-space systems and
de�ne Uj as a closed convex set containing the model and constraints of thej th unit
(5.1c)-(5.1g). x j 2 R N is the time varying state vector in the discrete-time state-
space system de�ned by the matrices(A j ; B j ; E j ; Cj ). yj is the output, of a linear
system with controllable input uj . dj is the modeled and predictable disturbances
(e.g. outdoor temperature). The time-varying input and output constraints are
superscripted with max and min, and account for the available �exibility for each unit.
For thermal storage units this is the power available and the accepted temperature
interval, respectively. � uj;k = uj;k � uj;k � 1 is the rate of movement, wherek is the
time step in the time varying input vector uj 2 R N . The total consumption p 2 R N

is a sum of the predicted consumption pro�les uj . p can also be constrained to
re�ect capacity constraints in the power grid. g is the aggregator objective function.
Examples of local objective functions are

� eco
j (uj ) = cj uj (5.2a)

� soft
j (� j ) = � j sj (5.2b)

� reg
j (uj ) = jj � uj jj (5.2c)

The functions � j and g may be indicator functions that represent constraints on the
variables uj or their sum. We exploit this later when decomposing the problem. The
main aggregator objective, g is to track the given power consumption pro�le q by
minimizing e = p � q.
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5.3 Decomposition

Decomposition methods for convex MPC formulations includes dual decomposition
[Ran09], Dantzig-Wolfe decomposition [DW61, CCMGB06], and Benders Decompo-
sition [SY05, Ang04]. Splitting methods such as Douglas-Rachford splitting [EB92]
handles more general convex functions, even non-linear, and converges under very
mild conditions. A special case of Douglas-Rachford splitting leads to the ADMM for-
mulation [BPC + 11]. In the following section we brie�y show how Douglas-Rachford
splitting can be applied to the aggregator problem exempli�ed by simulations with
thermal storage units e.g. heat pumps in buildings.

5.3.1 Problem Formulation

For the decomposition methods we mainly considered consumption units and we for-
mulate a special case of the centralized problem (3.7). The power consumption pro�le
is a vector denotedr min = q 2 R N and denotes the amount of power to be consumed
at each time stepk for the entire prediction horizon k = 1 ; :::; N . This pro�le must be
followed by the aggregator, such that the combined power consumption from all units
sum to this at every time instant. We add an aggregator objective and formulate the
centralized MPC problem (5.1) in shorthand notation as

minimize
nP

j =1
f j (uj ) + g

 
nP

j =1
uj

!

(5.3)

The indicator functions f j : R N ! R and g : R N ! R are closed and convex, and
contain the constraints and objectives of the problem

f j (uj ) =
�

� j (uj ) if uj 2 M j

+ 1 otherwise
(5.4)

where M j is de�ned as a closed convex set containing the model and constraints of
the j th unit, i.e. (3.7b)-(3.7g). On the standard matrix form we get

minimize g(p) + f (u)
subject to p = Su

(5.5)

where u = [ uT
1 ; uT

2 ; : : : ; uT
n ]T is a stacked vector of individual unit consumption pro-

�les and f (u) is a sum of the unit indicator functions from (5.4)

f (u) =
nX

j =1

f j (uj )
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The optimization problem (5.5) must be solved at every time instant by an MPC and
for large-scale systems decomposition methods make it computational tractable. In
Paper E and Paper F we limited the units to consumption units and de�ned the total
consumption p 2 R N as a sum of the predicted consumption pro�lesuj . Note that
S = �D z from (2.37). p can be constrained to re�ect capacity constraints in the power
grid. We mainly considered power balancing objective where the residuale = p � q
is minimized as

g(e) =
1
2

jjejj2 =
1
2

jjp � qjj2 (5.6)

Applying MPC to the aggregator balancing problem requires the solution of a large-
scale convex optimization problem in real-time. This motivates computational e�-
cient optimization algorithms for the MPC that balances the power. The centralized
problem can often be decomposed into smaller sub-problems that can be handled
independently due to the inherent decoupled dynamics of the units. This is why de-
composition methods are computationally attractive. The computation time grows
polynomially in standard solvers as the number of units increase. By decomposing
the problem and solving smaller subproblems in parallel, we can handle a much larger
number of units. Compared to conventional centralized algorithms, decomposition
methods requires less memory, and are much faster.

In the following sections we summarize the results from Paper E and Paper F that
deal with �rst order decomposition methods based on convex optimization [BV04].

5.3.2 Douglas-Rachford Splitting

We apply the Douglas-Rachford splitting algorithm to (5.5) with the least squares
objective (5.6) and get

u+ = proxtf (v) = argmin
u j 2M j

�
� j (uj ) +

1
2t

kuj � vj k2
2

�
(5.7a)

z+ = proxtg � (s) =
1

t + 1
s �

t
t + 1

q (5.7b)
�

w+

m+

�
=

�
I tS T

� tS I

� � 1 �
2u+ � v
2z+ � s

�
(5.7c)

v+ = v + � (w+ � u+ ) (5.7d)

s+ = s + � (m+ � z+ ) (5.7e)

The details and de�nitions can be found in Paper E. In our case the algorithm has
the following interpretation:

1. The aggregator sends suggested consumption pro�lesvj to the units
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2. The units evaluate their subproblems, i.e. the prox-operator in (5.7a), by solv-
ing a QP with their local unit model, costs, constraints, and variables

3. The units respond in parallel with their updated consumption pro�les u+
j

4. The remaining steps (5.7b)-(5.7e) simply updates the other variables and are
computed by the aggregator alone

It is important to note that the prox-operators don't have to be evaluated by the units.
If the units upload their objective and constraints to the aggregator a large parallel
computer could solve all the subproblems. This signi�cantly reduces convergence
speed and communication requirements in a practical system.

Note that � j contains slack variables and regularization. vj can be interpreted as
an individual linear coe�cient for each unit. In our case, all of these quadratic
subproblems reduce to �nite horizon constrained LQR problems that can be solved
e�ciently by methods based on the Riccati recursion [Jør05,RWR98].

The (w; m)-update in (5.7c) gathers the unit consumption pro�les and involves only
multiplications with S and ST . Due to the simple nature of S, de�ned in (2.38), we
can simplify this update to simple sums

wj = ~vj �
1
~n

0

@t~s + t2
nX

j =1

~vj

1

A

w+ = [ wT
1 ; wT

2 ; : : : ; wT
n ]T

m+ =
1
~n

0

@~s + t
nX

j =1

~vj

1

A

where ~n = 1 + nt 2, ~vj = 2u+
j � vj , and ~s = 2z+ � s.

The dual update of z must be evaluated through the prox-operator in (5.7b) and
depends on the choice of aggregator objectiveg(e).

The primal and dual optimality conditions provide a measure of convergence, i.e.

r p =
v � u+

t
+ ST z+ r d =

s � z+

t
� Su+ : (5.8)

The algorithm converges as the norm of these residuals decrease with a stopping
criteria equal to a user-de�ned tolerance. [GTSJ13] provides more general convergence
results. From theory, it is known that the step size t in the algorithm must remain
constant. However, various heuristics provide adaptive strategies, see for instance the
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Figure 5.2: Convergence for open-loop problem with tuned step sizest.

references in [BPC+ 11]. In practice t must be found experimentally. Also the scaling
gain � 2 ]0; 2] must be selected and usually� = 1 :5 is a good choice.

As the number of units increase the computation time also increases. This is shown in
Fig. 5.2. We measured the computation of all the subproblems and took the average
(labeled DR parallel) to illustrate the unit scaling behavior. The total computation
time for the serial implementation is labeled DR. For a large number of units the
Douglas-Rachford splitting algorithm is faster than just solving the original problem,
even the serial implementation.

5.3.2.1 Simulation Example

We model a portfolio of di�erent thermal storage systems as second order systems
on the form

Gj (s) =
yj

uj
=

K
(� a

j s + 1)( � b
j s + 1)

uj is the consumption andyj is the output temperature. One time constant is usually
much bigger than the other. Realistic values for the dominating time constant in
buildings with heat pumps or refrigeration systems is � a 2 f 10; 120g h [HPMJ12,
Hov13]. In our simulations we also set� b = � a=5 and pick � a randomly. The same
model works for disturbancesdj , e.g. ambient temperature, and is easily converted
to the state space form (2.8). The constraints were selected equal for both units:
(ymin ; ymax ) = (15 ; 25) � C, (umin ; umax ) = (0 ; 50) W , (� umin ; � umax ) = ( � 50; 50)
W , and output slack variable penalty 
 = 104.
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Figure 5.3: Closed loop simulation of power balancing withn = 2 thermal storage
units. Prediction horizon was N = 24 and we used a quadratic ob-
jective function. The �rst plot shows the output temperatures of the
two units in blue and green respectively. The two sinusoids below are
the disturbances. The second plot shows the input power consumption.
Right below is the resulting total powerp and tracking pro�le q. All
powers are scaled, such that the total maximum power ofp is equal to
1. Consequently forn = 2 units their maximum power is 1=n = 0 :5.

We scale the gainK with 1=n such that the maximum possible power consumption
automatically adds to pmax = 1 . The referenceq is also scaled to always lie between
0 and 1. Better numerical performance and sensitivity to the step sizet is obtained
in this way.

5.3.2.2 Case Study ( n = 2 )

Fig. 5.3 shows the results fort = 0 :5 after 25 iterations. Both the temperatures and
the consumption are kept within their operating intervals. Their combined consump-
tion p is seen to match the referenceq very well. The plot illustrates two cases where
it is not always possible to follow the plan q. Obviously in periods whereq is larger
than the maximum total power. And in periods where q is close to zero and the
outputs are near the constraints, e.g. around 20 h. It is simply not possible to follow
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the plan in that situation without violating the output constraints. However, around
45 h there is enough capacity to turn the units completely o� for a short period of
time. q could be any pro�le but was selected here as a scaled version of the di�erence
between the wind power and the load from Paper E.

5.3.2.3 Case Study ( n = 100)

To demonstrate that the algorithm works for a larger number of units, we chose
n = 100 units with uniform randomly generated parameters as before. In Fig. 5.4
the same consumption pro�le q is tracked but we only plotted the �rst open-loop
pro�le.

We solved the power balancing problem using a constrained model predictive con-
troller with a least squares tracking error criterion. This is an example of a large-scale
optimization problem that must be solved reliably and in real-time. We demonstrated
how Douglas-Rachford splitting can be applied in solving this problem. By decom-
posing the original optimization problem thousands of units can be controlled in
real-time by computing the problem in a distributed (parallel) manner. We con-
sidered a large-scale power balancing problem with �exible thermal storage units.
A given power consumption pro�le can be followed by controlling the total power
consumption of all �exible units through a negotiation procedure with the dual vari-
ables introduced in the method. An economic aggregator objective that takes the
regulating power prices into account was derived. The solution obtained converges
towards the original problem solution and requires two-way communication between
units and the coordinating level. The resulting power balancing performance runs in
closed loop while the local constraints and objectives for each unit are satis�ed and
aggregator operation costs are reduced.

5.3.3 Dual Decomposition

Another way to decompose and solve the same problem (5.5) iteratively is via the
dual problem and the subgradient projection method. This method was explained and
applied in Paper F. In this section we formulate the dual and show some simulation
results form the paper.

The unconstrained dual problem of (5.3) is obtained from the LagrangianL

L =
1
2

jjejj2 +
X

f j (uj ) + zT

0

@e�
X

j

uj + q

1

A
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where z is the dual variable associated with the power balance constraint.

The dual problem is

maximize �
1
2

jjzjj2 + qT z �
X

j

Sj (z) (5.9)

where Sj (z) is the support function of M j

Sj (z) = sup
u j 2M j

zT uj + � jj � uj jj2
2

If M j is a bounded polyhedron, we can evaluateSj by solving the QP subproblem

uj = argmin
u j 2M j

�
zT uj + � jj � uj jj2

2

�
(5.10)

and the optimal uj gives us a subgradient ofSj at z. Solving (5.9) with the subgra-
dient projection method gives us the updates

z+ = z + t+

0

@
X

j

u+
j � (z + q)

1

A : (5.11)

The step sizet+ must be decreasing at each iterationj , i.e. t+ = t
j ! 0, for j ! 1 .

If t doesn't decrease the subgradient method will not converge to the minimum.
The regularization term including � u is required to make the problem converge and
strictly convex. So

u+
j = argmin

u j 2M j

�
zT uj + � jj � ujj2

2

�
(5.12)

This problem formulation is equivalent to the ordinary optimal control problem with
an added linear term, that can be solved e�ciently by methods based on the Riccati
recursion [Jør05, JFGND12]. Without the strictly convex regularization term the
primal solution is not easily recoverable from the dual. Another strictly convex
subproblem with a temperature set point reference is

uj = argmin
u j 2M j

�
zT uj + � jjyj � r j jj2

2

�
(5.13)

5.3.3.1 Simulation

We simulate an example with two di�erent �rst order thermal storage systems and
the objective (5.13). The models have unity gain, time constants 5 and 10, and both
a temperature reference equal tor j = ymin

j . The results for step sizet = 0 :3 after 100
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iterations is shown in Fig. 5.5. The power tracking pro�le is seen match most of the
time, but it is not possible to control the consumption amplitude of each unit very
accurate through the dual variables, since each unit has its own objective leaving the
tracking at some compromise. However, shifting the load in time is quite accurate,
since the sharp variations in the dual variables, that can be interpreted as prices,
causes the consumption to be placed in this cheap period.

5.4 Indirect global set point control

Instead of assuming that each unit has a local model used in an Economic MPC,
it is more realistic that units control their outputs with traditional set point based
controllers like a Proportional-Integral (PI) controller or on/o� hystereses control.
With a set point controller that regulates the output, e.g. a thermostat trying to
keep the indoor temperature steady, a model of the heat dynamics is di�cult to ob-
tain without any excitation of the output dynamics. So an aggregator can identify
an aggregated model of the units with set points and disturbances as inputs and the
actuated power consumption as output. This can be done online and the aggregator
problem (5.1) can be solved based on an aggregated model of all unit's behavior. In
this section, we present the method from Paper D that deals with the aggregator bal-
ancing problem through such a model. The method uses an aggregated model that
describes the total power consumption response to a control signal from the aggre-
gator. This control signal communicates the need for balancing and is also referred
to as a control price. The control price is linearly linked to the unit set points and
therefore indirectly in�uences the total power consumption of an aggregated group
of units. The aggregator broadcasts the current control price, which is translated
by each unit individually into a local set point to be followed by the local integral
controllers. This control hierarchy is sketched in Fig. 5.7, while the local control
loops are shown in Fig. 5.6.

The method assumes that each unit is controlled by a local temperature integral
controller with a �exible set point within some comfort bounds. The aggregator
could model all the control loops and calculate all set points. But it turns out that a
SISO model of the aggregated behavior is su�cient. We used a linear tracking MPC
based on a low-order SISO auto-regressive (AR) model.

minimize
1
2

jjp � qjj2
2 + � jj � cjj2

2

subject to c 2 M̂ c

p = Su

(5.14)

The model input is the control price, and the total aggregated power consumption is
the output. Moreover, an integrator model is added to eliminate model and forecast
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errors and to achieve o�set-free tracking. Tuning of the controller matters consider-
ably when subject to noise. The aggregator modelM̂ c captures the estimated control
price response and the model may be very small compared to a centralized model
that includes detailed information about all units M j 8j . Fig. 5.8 shows the control
price step response.

A Kalman �lter estimates the state of the aggregated model from measurements of the
controlled total power consumption. Thus the individual unit power consumptions
do not need to be measured or communicated in real-time, but must of course be
registered for later billing.

The aggregator MPC controls the total power consumption of all units indirectly
through one-way communication, i.e. broadcasting of the real-time control price.
Based on a model of the aggregated consumption response to the control price,
closed-loop feedback is provided at the aggregator level by measuring the total power
consumption in the grid. In this way the aggregator is able to balance instantaneous
power and track an amount of power already bought from a market.

The MPC also handles the unit temperature constraints through constraints on the
control price. The control price is a scalar that is broadcast to all loads, re�ecting
the need for balancing. Each unit must map the control price to an individual tem-
perature set point. This mapping is done by the a�ne function f j (p) de�ned for each
unit

f j (p) = � aj p + bj (5.15)

When the price is constrained to� 1 the function f j (p) also constrains the individual
unit set point to a certain interval de�ned by aj and bj . Fig. 5.9 illustrates this
mapping and is key to understanding the role of the control price. Individual units
can set their own desired upper and lower bounds by choosingaj and bj independently
from the aggregator.

The MPC incorporates forecasts of disturbances and power production, e.g. time-
varying wind power forecasts, in order to react ahead of time. Added integral control
eliminates model and forecast errors, while feedback is provided by measuring to-
tal load power consumption. Through simulation of general thermal storage units
the method showed the load-following-ability where consumption follows a changing
production.
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5.4.1 Simulation example

Ten di�erent thermal storage units with a �rst-order transfer function G(s) from
power consumptionu to temperature y are modeled as

G(s) =
K

�s + 1
(5.16)

� is the time constant and K is the gain. Some process noise was added to simulate
unmodeled disturbances. A simulation of the MPC price control with the estimated
models is shown in Fig. 5.10. The upper plot of Fig. 5.10(a) shows the aggregated
response and how the aggregator MPC tracks the power reference nicely with no
o�set errors despite of the aggregated model mismatch, forecast errors, and noisy
disturbances. The consumption referencer a is known to the MPC, and control prices
which indirectly change power consumption are broadcast ahead of time in order to
minimize the tracking error. Notice how the requested consumption plan forces the
control price to its limits over the whole �exibility range. Also the control price is
not constant when the total reference power consumption is constant, i.e. tracking
a constant power requires a ramping of the price due to the dynamics of the loads.
Fig. 5.10(b) shows the temperatures of the units. Some units are more �exible
than others and allow a wider temperature interval, i.e. a largeaj , indicated by the
various dashed lines at di�erent levels. Consequently, a more �exible load will have
a more varying temperature. However, the temperature is still ensured to lie within
the prede�ned interval, b� a, due to the constrained control price. As intended, each
unit's power consumption mainly occurs when the price is low. This is evident when
comparing to the control price in Fig. 5.10(a).

5.5 Indirect Dual Decomposition

In this section we solve the aggregator balancing problem (5.5) with a decomposition
method based on price signals. Controlling power systems using prices �rst proposed
in [SCTB88] and is often referred to asindirect control . A price concept is easy to
understand for consumers as they are charged a price that is often equal to the actual
cost of energy at the time of consumption. Another important advantage is the simple
control signal, i.e. a global price signal broadcast unidirectionally to the units. Using
one-way incentive signals from the aggregator to the units simpli�es communication,
and closed loop feedback can be established by the measurements of the total con-
sumption through the grid. One price signal also creates an appealing opportunity to
manage a diverse portfolio of units in the same simple manner. Therefore, it is also
di�cult to control the power accurately and good models of the system dynamics is
crucial. Luckily the reliability of the models and behavior predictions increase with
a large portfolio [COMP12].
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We again apply dual decomposition for all decoupled units in a distributed manner.
But this time the aggregator uses a low order model of the unit dynamics like in the
set point method in Section 5.4 and we broadcast the resulting dual variable as a
price signal to all units. We reformulate the centralized problem (5.5) to include a
balance constraint (5.17b)

minimize g(e) +
nX

j =1

� j (uj ; sj ) (5.17a)

subject to e = Su � q (5.17b)

f uj ; sj g 2 M j ; j = 1 ; 2; :::; n (5.17c)

The objective contains local control objectives and costs associated with operating
the unit. In our case we add a strictly convex regularization term and a slack variable
penalty

� j (uj ; sj ) = � j jj � uj jj2
2 + � T

j sj (5.18)

The soft constrained slack variablesj must be heavily penalized to prevent output
constraint violations, e.g. by setting � j � 1. Finally, we choose the aggregator objec-
tive (5.6) that minimizes the power imbalance e. Only the total power consumption
responsep is measured for feedback control. The aggregator control signal is a price
of consuming power such that each unit minimizes its own cost of operation. With
this assumption the subproblems are exactly the same as in the normal dual decom-
position method from Section 5.3.3. We let each unit cooperate by minimizing their
cost of consumption by using an Economic MPC on the form

minimize cT uj + � j (uj ; sj )

subject to f uj ; sj g 2 M j
(5.19)

The objective has to be strictly convex for the dual decomposition method to con-
verge. When each unit locally adopts this Economic MPC control strategy their total
power consumption can be controlled in a predictable manner. The aggregator is de-
coupled from the units in the original problem (5.17) but coordinates control action
through a global price signalc. From dual decomposition we know that this signal is
the dual variable z 2 R N associated with the equality constraint (5.17b). That con-
straint is the actual power balance. The aggregator still needs to solve (5.17) with all
model and state information and then broadcast the dual variable. But if we apply a
Kalman �lter, integral control, and use an aggregated model of the power consump-
tion analogue to the method presented in Section 5.4 we only need measurements
of the total power consumption. Each unit determines its own control action based
on the globally broadcast dual variable and its local model. The aggregated model
must contain the dynamics of the units to be controlled, not their price response.
When the aggregator have solved the problem with a low-order model the optimal
dual variable is broadcast by setting c = z in the subproblems (5.19). Each unit
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then solves an Economic MPC with this dual variable as the price. The dual variable
can be interpreted as a price, and can be negative with the interpretation that units
receive money to consume power.

The aggregated model of the unit dynamics and their constraints is denotedM ,
while the estimated low-order model is denoted,M̂ . This low-order model represents
the �exibility of the aggregated units. Low-order models have fewer parameters and
also reduce MPC computation time signi�cantly compared to solving the centralized
problem with all local unit models. Model mismatch is always present in real control
problems and is justi�ed by the use of feedback to eliminate o�sets.

The estimated aggregator problem is

minimize
1
2

jjejj2
2 + �̂ jj �^ujj2

2 + � T ŝ

subject to e = û � q

f û; ŝg 2 M̂

(5.20)

Let M̂ be an average model of the units. The average model consumption̂u is scaled
through its state space model to match the maximum total aggregated consumption.

We calculate the dual variablez by solving the dual problem subject to the estimated
model M̂ . We set

c = z (5.21)

and broadcast the pricec to all units that individually solve the following Economic
MPC with their local models.

5.5.1 Simulation

A �rst order model of the units has the transfer function

M j : Tj (s) =
1

� j s + 1
(5.22)

where � j is the time constant, e.g. normal distributed as � j 2 N (10; 2). A simple
estimated population modelM̂ would then be the average, i.e.�̂ = 10. Furthermore,
scaled constraints should be estimated as well. However, for consumption units the
lower bound on power consumption is always zero. Fig. 5.13 shows a similar case
study with EVs.

The aggregator model of the dynamics does not have to be very accurate as we control
the unit inputs, i.e. the power consumption that can change instantaneously, and not
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the outputs. The output constraints that represents the amount of �exibility is more
important than the actual dynamics from input to output. Especially on short time
scales where the outputs do not change much. As in previous described methods that
use aggregated models a state estimator should be applied.

5.6 Warm starting

MPC requires solution of optimization problems in real-time. Consequently, until
recently MPC has been limited to slow systems with ample time for solution of the
optimization problem. For large-scale MPC we can increase the number of units by
lowering the real-time computation time. In MPC, an optimization problem - most
often either a Linear Program (LP) or Quadratic Program (QP) - must be solved in
each sampling instant. Since each problem usually does not di�er much from the next,
the entire solution process involves solving a sequence of closely related optimization
problems. In case online solution of the optimization problem is needed, an obvious
idea to reduce computation time is to utilize the information contained in the previous
solution of the problem when solving the next problem in the sequence. [SFS+ 14]
implements this idea by usingwarmstarting of the homogeneous and self-dual interior-
point method (IPM) for linear optimization.

Recently, a new warmstarting strategy for the homogeneous and self-dual IPM for
mixed linear and conic quadratic optimization was introduced [SAY12]. For further
information about previous work on warmstarting IPMs, see the thorough overview
in [EAV10]. The following results are based on the method described in [SFS+ 14]
but are independent from this work and based on the simulation from Section 4.6.

In this section we show an example of how the warmstarting strategy of [SAY12] can
be applied to the sequences of problems that arise from Economic MPC. Also the
decomposition methods from Section 5.3 bene�t from warmstarting since they require
fast evaluation of repeated closely related QPs. The bottom plot of Fig. 4.7 shows
the number of iterations used by the warmstart algorithm when coldstarting (C) and
warmstarting (W). The results are also shown in Table 5.1. We notice a relatively
large variety in the improvement of using warmstarting over the individual problems.
For some problems the iteration count is halved while it for other problems cuts away
about 25%. Overall, the total work reduction is about 37%. We remark further, that
the gain from warmstarting for these problems is quite sensitive to the parameters
involved. If, for example, the sampling time is reduced, the neighboring problems
are more alike, and warmstarting is even more useful. Another example is the initial
state of charge of the EVs which, if relatively high, results in few charging periods
and thus less varying predictions. This also improves warmstarting performance.
Generally, warmstarting is most useful when the simulation is �uneventful� in the
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P I cold I warm R

1 11 11 1.00
2 13 11 0.85
3 11 10 0.91
� � � �
13 12 10 0.83
14 12 11 0.92
15 11 12 1.09
16 13 14 1.08
17 13 12 0.92
� � � �
69 13 7 0.54
70 12 7 0.58
71 12 8 0.67
72 12 8 0.67

G 12.2 9.3 0.76

Table 5.1: LPs from the case study in Section 4.6. Columns two and three show
iteration counts and the fourth column their ratio. The last row shows
geometric means.

sense that few changes occur. These considerations suggest an adaptive strategy:
When model predictions are relatively uneventful, use warmstarting. In the opposite
case, use coldstart.

5.7 Comparison

In this chapter, we formulated a large-scale control problem that coordinates the ac-
tive power consumption of di�erent �exible units. Table 5.2 compares the di�erent
control strategies presented in this thesis. Their common goal is to minimize the
imbalance e. The �rst column of the table indicates in which paper the method was
applied. The � indicates that the aggregator does not know the local unit models, i.e.
the units calculate their own response in a completely distributed manner. Two of
these distributed methods require fast two-way communication since the problem is
solved iteratively through real-time negotiations between aggregator and units. The
methods with no � indicates that the aggregator holds all models. These methods
force the units to apply the provided consumption plan and communicate any state
measurements back to the aggregator. This requires fast and reliable two-way com-
munication, all model information for each unit, and fast solving times. The Indirect
dual method, listed in the last row, indirectly controls the units through the price
c. The centralized controller, listed in the �rst row, directly controls all units and
calculate individual consumption pro�les uj for all units. These methods require the
unit to solve either a an LP or a QP subproblem.
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The di�erent methods introduce di�erent update steps for the aggregator as indicated
in the Aggregator-column of Table 5.2. In the centralized method the aggregator
solves the entire large-scale problem for all units. The decomposition method based
on Douglas-Rachford (DR) splitting evaluates the prox-operators associated with the
aggregator objective. The aggregator update in the dual decomposition method is
a simple subgradient step. The last two methods solve small-scale QP problems
as they both use a low-order aggregated model as indicated in the last column̂M .
They are also the only two methods that work with one-way communication to the
units, i.e. the aggregator controller broadcasts a price signal and retrieve aggregated
measurements for closed loop feedback. The required feedback signal is indicated in
the Feedback-column.

Three of the methods are based on prices. The dual decomposition methods obviously
use the dual variable (shadow price) as the price. In the set point method the price is
merely a global set point. If consumers are charged a price that is often equal to the
actual cost of consumption, then the bene�ts of making �exibility available to the
system is more transparent. So a control-by-price concept is easy to comprehend for
consumers, but these price strategies work best when fully automated without human
intervention. Methods based on price signi�cantly reduces communication require-
ments and the computational burden for the aggregator. Note that warmstarting
as described in Section 5.6 can be applied to all the methods, but in particular to
the centralized controller where warmstarting will have the biggest impact on solving
times.
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Figure 5.4: Open loop simulation of power balancing withn = 100 thermal storage
units.
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Figure 5.5: Simulation of power balancing with two �rst order systems. The two
input/output pairs (blue/red) with constraints (dotted) are shown above
the resulting power tracking pro�le. The lower plot shows the converged
dual variable (black), its iterations (gray), and the optimal dual variable
of the original problem (dotted blue).

Figure 5.6: Unit i with system l i : (A i ; B i ; Ci ; E i ) and LQ integral controller.
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Figure 5.7: System overview of aggregator and loads.

Figure 5.8: Power consumption response and estimated response to unit price step
(upper) and their residual (lower).
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Figure 5.9: Function f (p) from control price to temperature set point
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(a) Simulation of the aggregator tracking a power consumption r a by
controlling an aggregation of thermal loads. Total power consumption za
is plotted around zero as the deviation from the stationary consumption
z0

a . The normalized residual is plotted below along with the control price
p. As intended, load consumption is highest when the price is low. The
disturbance is forecast dh and eliminated by the MPC. The disturbance
shown here is scaled and does not match the units of the y-axis.

(b) Unit output temperatures yi (lower) and their temperature intervals
bi � ai (dashed lines). Also their power consumptions u i are plotted
(upper).

Figure 5.10: Closed loop simulation of aggregator balancing with thermal storage
units
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Figure 5.11: Indirect Dual Decomposition method block diagram

Figure 5.12: Simulation and price response of 10 thermal storage units.
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Figure 5.13: Simulation and price response of �ve EVs.
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Table 5.2: Comparison of aggregator control strategies.

Method Aggregator Unit Comm. Feedback Price M̂
Centralized min

u j 2M j

g(e) 8j actuate uj two-way yj N N

F DR proxtg � , (5.7b)-(5.7e) actuate uj two-way yj N N
F DR � proxtg � , (5.7b)-(5.7e) u+

j = prox tf (v+
j ) two-way u+

j N N
G Dual c+ = c + tr g(e) actuate uj two-way u+

j N N
G Dual� c+ = c + tr g(e) argmin

u +
j 2M j

cT + u+
j two-way u+

j Y N

E Set point� min
c2 M̂ c

g(e) argmin
u j 2M j

jj f j (c) � yj jj one-way
P n

j =1 uj �Y� Y

Indirect dual � min
û2 M̂

g(e) argmin
u j 2M j

cT uj one-way
P n

j =1 uj Y Y
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Chapter 6

Conclusions and Perspectives

The green transition to an intelligent energy system � a Smart Grid � is currently
fueled by ambitious energy policies, especially in Denmark. Distributed energy re-
sources such as heat pumps in buildings or electrical vehicle batteries are expected to
participate �exibly in the future Smart Grid. In this thesis, we brie�y introduced the
power system actors and markets to identify how Model Predictive Control (MPC)
can enable the �exibility of these units. One objective of MPC is to coordinate a
large portfolio of units in the role of an Aggregator. If the power consumption and
production can be controlled, a large portfolio of units might help balance the power
without sacri�cing much of their own objectives. We investigated di�erent aggrega-
tor control strategies ranging from centralized to decentralized strategies based on
prices. All strategies were based on MPC including related control tasks such as state
estimation, �ltering and prediction of the variables.

6.1 Models of Smart Grid units

In this thesis, we provide realistic linear dynamical models of the �exible units de-
scribed in Chapter 2: heat pumps in buildings, heat storage tanks, electrical vehicle
battery charging/discharging, refrigeration systems, wind turbine parks, and power
plants. Di�erent formulations of linear dynamical models can all be realized as dis-
crete time state space models that �t into a predictive control framework. We showed
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how to enable control of the �exible units with an Economic Model Predictive Con-
trol (MPC) in Chapter 4. This chapter sums up the main contributions of Papers
A, B, and C. The simulation results showed the expected load shifting capabilities of
the units that adapts to realistic electricity market prices fed to the Economic MPC.
The performance showed large potential economic savings around 20-50% compared
to control strategies that do not consider prices. We integrated state-of-the-art fore-
casts of disturbances, e.g. temperatures and solar radiation, in the controller to
evaluate the performance and the prediction horizons needed. Even simple linear
predictors showed only very little performance decrease in terms of savings. Further-
more, simulations conclude that the units consumemore energy when taking prices
into account. However, if the prices re�ect the amount of wind power, the units might
use more energy, but they use it at the right time. In this way consumers save money
from �exibility while helping the grid.

6.2 Model Predictive Control

We expect the units and controllers to enter in to real-time large-scale control systems
where speed is of the essence. The choice of certainty equivalent MPC keeps the
computational burden and memory requirements very low. A time varying sampling
period can be applied to reduce computations in systems with di�erent time scales.
Also warm starting of the optimization algorithms involved lowers the computation
time of the repetitive optimization problems that arise in MPC. Chapter 3 introduced
the principles of MPC, including stability, state estimation, �ltering and prediction
that are important in practical predictive control systems subject to noise. We brie�y
introduced three di�erent objective functions related to MPC: The traditional linear
quadratic regulator, a linear economic objective, and a combined trade-o� between
the two, namely a mean-variance objective. Finally, we showed how to solve the
underlying optimization problems that arise in certainty equivalent economic MPC.

6.3 Large-scale control algorithms

Enabling �exible consumers on a large scale require e�cient control and coordination
strategies. These strategies are expected to be handled in the future by new mar-
ket players referred to as aggregators. In Chapter 1 we introduced aggregators and
sketched the current power system architecture, its main actors, their objectives, and
the markets they act on. Here we also reviewed current aggregator strategies and
their role in the future power system. Our di�erent control strategies were compared
in Chapter 5 that also summarize the main contributions of Papers D, E, and F. The



6.4 Price-based control 91

control strategies are based on MPC, state-estimation, classical control principles,
and decomposition methods such as dual decomposition and operator splitting. The
decomposition methods can handle more units than naive implementations by break-
ing down the large-scale control problem into smaller subproblems that can be solved
independently and in parallel. The suggested Douglas-Rachford splitting method is
very general and apply to a broad range of aggregator objectives. One common ob-
jective for the control strategies is to track a given power reference. This is crucial
to the demand response capabilities and will enable �exible units as reserves and on
the regulating power markets.

6.4 Price-based control

Two of the aggregator control strategies are based on prices and a simple aggre-
gated model of the portfolio of units. A price is a control signal. A predictable
price-response control policy for each unit is therefore crucial for the aggregator to
accurately control the aggregated consumption. It is therefore important that the
units let a controller respond autonomously to the prices. Our �rst approach, the
indirect set point method, manipulated the power consumption indirectly through
the temperature set points of a portfolio of thermal storage units. Our second ap-
proach, the indirect dual method, modeled the aggregated dynamics of the units and
broadcast the dual variables as prices. Intuitively consumers want to minimize costs
and the Economic MPC at each unit does exactly this. To make both methods work,
state estimation and o�-set free control are an essential part of the MPC.

6.5 Contributions

The scienti�c contributions in this thesis are:

ˆ Linear dynamic models of heat pumps in buildings, heat storage tanks, electric
vehicles, refrigeration systems, power plants, and wind farms.

ˆ Two models of a heat pump heating a low-energy building and a modern resi-
dential house.

ˆ Economic MPC that demonstrates load shifting capabilities of these �exible
units.

ˆ Economic MPC as a control strategy to balance consumption and production
and minimize costs.
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ˆ Distributed large-scale aggregation methods based on MPC, convex optimiza-
tion, and decomposition methods.

ˆ Several novel strategies for controlling the power consumption of a large port-
folio of �exible consumers using a tracking MPC and prices.

ˆ Demonstration of warm starting an Interior Point algorithm to reduce compu-
tation time in the large-scale control strategies.

ˆ A Matlab toolbox including the presented models for simulating a Smart Energy
System with Economic MPC.

6.6 Future work

As of today, economic incentives and feasible business models slow down the employ-
ment of Smart Grid technologies. The sales of Electric Vehicles and heat pumps in
Denmark are not increasing as rapidly as hoped. Industrial consumers, e.g. district
heating and the process industries, have large load shifting capabilities and should
be engaged more. We showed that Economic MPC is indeed an appealing method to
enable this functionality. MPC was applied to process industries before gaining the
tremendous traction in academia as it has today. Models, tuning, and veri�cation
of robustness and performance are challenges that now limit the implementation of
MPC. Stochastic MPC and fast numerical algorithms will also be a big part of future
research in this �eld.

Given the complexity of the energy system, i.e. its hierarchy, timescale and markets,
one centralized real-time controller is not likely to control the entire system dynamics
in the near future. Decentralized approaches based on modern control and optimiza-
tion methods must be integrated to take full advantage of the anticipated smaller
distributed energy resources. Critical infrastructure, such as the power system must
work reliably around the clock. Unfortunately, the gap between research and practice
in Smart Grid technology is huge. Both Smart Grids and distributed MPC are still
young research �elds and we still haven't seen a lot of advanced Smart Grid projects
demonstrating some of the more advanced control mechanisms.
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