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Abstract

This thesis focuses on the wireless coupbegveen hearing aids close to a human head.
Hearing aids constitute devices witladvanced technology and the wireless
communication enables the introduction ofaage of completely new functionalities.
Such devices are small and the available power is limited, it is therefore important to
characterize the wireless link-budget andutmderstand the mechanisms that control
propagation of waves inside and outside thadh For this purpose, different approaches
have been used.

There are two objectives for this thesis. Thstfobjective is to dracterize the ear-to-ear
wireless communication channel by underdiag the mechanisms that control the
propagations of the signals and the los§d® second objective i® investigate the
properties of magneto-dielectric materials ararthotential in anteranminiaturization.

There are three approaches to study #ar-to-ear wirelessommunication link; a
theoretical approach models the human heaal gshere that has the electrical properties
of the head, a numerical appah implements a more realssgeometry of the head, and
an experimental approach measures tirebe coupling between the antennas near a
real persons or a phantom head imitating fluman head’s electrical properties. Each
approach has advantages and disadvantapesanalytical approach gives accurate
results and is very fast, though it does hetat complex structures. The numerical
approach can treat complex stwrets but is limited by the electrical size of the structures
and requires large memory and long procestimg. The experimental approach yields
accurate coupling between the antennas be dot provides detailed information about
the field distribution. Therefore, we combiiadl these three approaches to gain some
understanding of the ear-to-eargess communication channel.

A circular patch antenna was used tadst the properties of the magneto-dielectric
materials. In the thesis, we focused on ehpeoperties; efficieng quality factor and
bandwidth of the antenna. An analytical heat is used to calculatbe properties of a
low-loss circular patch antenna, while a rarical method was used to analyze a high-
loss circular patch antenna. The low-loss mégpagelectric materia can potentially be
used to miniaturize the size of the amtas, offering higher féciency and wider
bandwidth than the dielectric materials.



Resumé

Denne afhandling fokuserer pa den tr&elgobling mellem hgreapparater teet pa et
menneskeligt hoved. Hgreapparater udger enheder med avanceret teknologi og den
tradlgse kommunikation giver mulighed rfdndfgrelse af en raekke helt nye
funktionaliteter. Sadanne enhede sma og de tilgaengeligekming er begraenset, er det
derfor vigtigt at karakterisere det tradldisek-budget, og at forstd de mekanismer, der
styrer udbredelsen af bglgedan i og uden for hovedet. Til dette formal har forskellige
tilgange veeret anvendt.

Der er to formdl for denne afhandling. Detrdi mal er at karakterisere gre til gre
tradlgse kommunikationskanal ved at ford& mekanismer, der styrer udbredelser af
signalerne og tab. Det andet mal er at umatggsegenskaberne afagneto-dielektriske
materialer og deres potentialantenne miniaturisering.

Der er tre metoder til at studere gre tie @gradlgs kommunikation kanal; en teoretisk
tilgang modeller det menneskelige hoved som en sfeere, der har de elektriske egenskaber
af hovedet, en numerisk metode implementenemere realistisk geometri af hovedet, og

en eksperimentel tilgang maler direkte kobl mellem antennerne i naerheden af en
virkelige personer eller et fantom hovedeeligner det menneskelige hoved elektriske
egenskaber. Hver metode har fordele og ulengen analytiske ljang giver ngjagtige
resultater og er meget hurtigt, selvomt dke behandler komplekse strukturer. Den
numeriske metode kan behandle komplelssikturer, men er begreenset af den
elektriske starrelsen af dgrukturer og kreever sttiukommelse og lang behandlingstid.
Den eksperimenterende tilgang giver ngjagtig kobling mellem antennerne, men ikke
indeholder detaljerede oplysiger om feltet distribution. Desf kombinerer vi alle disse

tre tilgange til at opna en vis forstaefee gre-til-gre tradlgs kommunikationskanal.

En cirkuleer patch antenne blbrugt til at studere egenslexbe for magneto-dielektriske
materialer. | afhandlingen fokuserede vi pdgjendomme, effektivitet, kvalitet faktor og
bandbredde af antennen. En analytisk metouges til beregning af egenskaber ved et
lavt tab cirkuleer patch antenne, mens en nigkienetode blev anventll at analysere en
hgj-tab cirkuleer patch antenne. Den laak-tmagneto-dielektriske materialer kan
potentielt anvendes til at miniature-udgavestdrrelsen af antenner, der tilbyder hgjere
effektivitet og starre bandbreddedetien dielektriske materialer.
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1. Introduction

Hearing-aids already constitute an aused technology and wireless coupling to
hearing-aids will open for a range of completely new functionalities. Recent years
tremendous development of wireless comroation, involving ever smaller terminals,
such as mobile phones, GPS receivers, hégadse., has caused a significant research
interest in antenna miniatadtion. The challenge is notsjuto develop geometrically
small antennas but electricakbynall antennas that are less than half a wavelength of the
RF signal — the traditional minimum lengthreSonant antennas. This recent research on
antenna miniaturization has spawned mamy mesults on fundamental properties and
new design technologies inwahg high-permittivity ceramicgsstructural optimization,
and novel materials. Indeed, while an ante size of the order of one-tenth of a
wavelength is realistic at present, it is nsegg to further pursue these miniaturization
techniques since hearing-aids amas must be even smaller.

This Ph.D. project comprises 3 major areameéstigation for the antennas of wireless
communication systems with hearing-aids. The &rea is theoretical analysis of the ear-
to-ear communication channel for communicatidirectly between hearing-aids. This
communication channel has received none toy Vétle attention in the scientific
literature and there are many aspects tonbestigated. The secoratea concerns the
development of an experimental setup testing of ear-to-ear communications; again
this is new ground with no established tespngcedure and there are many aspects to be
investigated. The third area concerns antemmaaturization using magneto-dielectric
materials. It is expected that these materials can outperform purely dielectric materials in
terms of both impedance matching and bandwidth.

Ear-to-ear communication dedwgs the situation where the left and the right hearing-
aids communicate with each other using a g® channel. Low data rate channels, 315
bit per second, have been introduced in titristry, which is used to synchronization of
left and right volume controls and a few othasic functions [1]. The data rate of the
ear-to-ear communication should be increasedtarts of thousands of bits per second to
transfer audio data between them. Thidl Wwelp in speechunderstanding by using
beamforming techniques [1]. Most hearing-aieguire less than 1 mW of power in total,
adding wireless communication would incredke power consumption and reduce the
battery life of the heamng-aid. Therefore, it is very impw@nt to desigra very efficient
wireless communication system. There are s@vaspects that regular the efficiency,
such as the electrical length, the orientattbe,location and the typs the antennas.

In wireless communicatiorthe concept of a link-budgeis commonly used to
characterize the performesm of a communication systemhe link-budget includes all
the losses of the system, from the transmiibethe receiver. It is relatively simple to
calculate the link-budget in free-space, véhéne path-loss of the free-space is well
defined, while there is no general ruledoaracterize the path-loss near and around a
human head. Most research on on-body comoation [2]-[8], deal with path-loss for
the case of a transmitter and a receiverpagtioned at different locations on a human
body, but do not consider the path-loss for ear-to-ear link.



Several treatments of the interaction of electromagnetic waves with the human head
help us in understanding some of the problems that are related to ear-to-ear
communication. In [8] and [10], the headn®deled by a multilayered sphere, which is
subject to an incoming plane-wave. In [9le thistribution of the &ating potential inside
a lossy sphere having the same electricaratteristics as thosaf brain tissue was
investigated. The heat was cdlted from the magnitude of the electrical field. It was
found that hot spots appeaside spheres with radii < &n and only in the frequency
range 300 MHz to 12 GHz. In [10], seven layers have been used to model the tissues of
the head and the radius of the outer spheregeidhan the used radius in [9]. It is found
that all objects exhibit a resonant beloa, where the absorbed energy increases
significantly. For electrically small and mhem-sized object, hot spot effects are
significant over the frequency range for which resonance absorption occurs. The higher
the frequency the poorer isettenergy penetration. In [1lthe specific absorption rate
(SAR) was measured in models of a hunm@ad exposed to harid radios at 800
MHz. The SARs were calculatefrom internal electric field which is measured by
isotropic implantable electrifield probe. The magnitudesié the distributions of the
SAR, affected by antenna position relativetie head, type of the antenna and location
of its feed-point More realie and detailed numerical rdels for the human head are
presented in [12]-[14]. In [12], the head svexposed to a plane-wafrom the front and
the side, where the SAR values were caledlausing a finite-difference time-domain
(FDTD) method. Local maxima take form atthentre of the brain in the region of the
eyes, and as the frequency increases theatimo becomes superficial (concentrated on
the surface). Antenna implantation andneounication link were studied in [13]. A
multilayered spherical head was used beside a realistic head model. A spherical dyadic
Green’s function expansion was applied talgre the electromagnetic characteristics of
a dipole antennas implanted in the humaach The method is used to calculate the
pattern of the implanted antenna and thecimam coupled power to an exterior half-
wavelength dipole. As the dasice between the implanted and the exterior antennas
increases from 1 and 5 m, the maximum available power from the exterior decreases
from -40 dB to -53 dB for 402 MHz. ThisMel is more than 20 dB below the available
power in free-space. In [14], the effect ririg jewelry was investigated on the energy
absorbed in a head whahuminated by a 1.8 GHz dipole and a monopole on a
conducting box.

There are three major approaches to amathe ear-to-ear commuation link; a) an
analytical approach where the headm®deled as a homogenous sphere, and the
electrical properties of the spleare adjusted to emulate the properties of a real head, b)
an experimental approach where direeasurements on the transmission propergg} (
between two antennas are used to atta@rize the communication link, and c) a
numerical approach with a head model hgvia realistic properties. The analytical
approach gives accurate solutions and mustefahan the numerical approach, but uses
simple antennas. Both the analytical ahd numerical solutions provide information
about the coupling, the distribution of the fieldside and outside the head as well as the
losses in the head. The experimental approach gives the actual values for the coupling
between the antennas, while it is difficult ieeasure the fields inside and outside the
head without interfering thedids. Since small antennas were used for the measurements,



it was necessary to design several anteripasarry out measurements at different
frequency bands.

The thesis consists of sixaters; chapter 2 treats the theoretical approach for the ear-
to-ear wireless communication. In this chapter spherical vector wave expansion will
be introduced and we will derive the field$ dipole antennad-our different dipole
antenna models will simulate transmittingdareceiving antennas of different types and
different orientations. The scattering anck ttotal fields will be calculated and then
validated. The spherical vector wave expamsio/olves series of an infinite number of
terms. The numerical implementation of tgherical vector wave expansion truncates
the series to a finite number of terms. Thencation produces eman the value of the
field; this error is known athe truncation error. Depemdj on the truncation number, the
truncation error can be very small. Ttrancation number will be discussed under the
section of the convergea. The objective of ththeoretical investidgmn is to provide a
gualitative understading of the propagation mechanisms.

Chapter 3 presents the experimental #rednumerical approaches. The measurement
setups consist of a networkayeer, a phantom head filled with material with similar
electrical properties as a human headr avevide band, two identical antennas and a
mechanical setup for aligning the head #mel antennas. We dgsied the antennas and
the mechanical setup, and they were built in-house. A set of antennas were designed to
operate at different frequendands. The structures ancetmeasured performances of
the antennas are given in this chapter. Adl designed antennas are balanced, therefore it
was necessary to design baluns which alstkvas transformers that match the antennas
to the 50: coaxial cables of the nebrk analyzer. Two different baluns have been used,;
one is made of a quarter wavelength cdakre and the second made of lumped
elements. Equivalent circuit of the lumpédlun is presented together with a brief
explanation about its propert and performance. Two paraters, including the distance
of the antennas from the head and the positidriee antennas with respect to the head,
will be investigated.

In chapter 4, we present the results of the theoretical model and the measurements. For
the theoretical study, several parameterg the operating frequency, the dimension of
the sphere, the distance of the antennas anelébtical properties, will be investigated.
Numerical approach simulates the ideal measent setups, which includes the phantom
head and the antennas without the presendheoimechanical setup, the room or the
cables. The numerical model is implemeniadHFSS [15], which is a commercial
simulation program based on finite elemerdthod. The numerical approach provides us
the fields’ distributions insie and outside the phantom head. This phantom head has
same electrical properties agtheal phantom head which is used in the measurements.
The electrical properties of real phantbead were provided by the factory [16].

In chapter 5, we investigate properties & thagneto-dielectric antenna. The antenna is
a circular patch on top of a magneto-dielecsubstrate. The propees of the antenna
including the efficiency, thdandwidth, the quality factoand the dimensions of the
antenna will be calculated analytically.



2. Ear-to-ear communication — Theoretical approach

2.1 Introduction

In this chapter, the theoretical formutati of the ear-to-ear communication will be
presented by using spherical vector wave pgjmns (SWE). Firstthe spherical vector
wave functions will be introduced as a smuo for the electromagnetic wave equation.
Then general formulas will be derived to adhte the power that is dissipated in a
dielectric sphere, which represent a hurhead, and that is accepted by the antenna. The
antennas are modeled by dipoles, and thereferavill derive the spherical vector wave
expansion of az-oriented electric dipole antennayhereas the expansions of the
remaining antennas will be given in append@ “Source coefficients”. Later, general
formulas will be derived for the scattering and total coefficients. Rotation and translation
algorithms will be presented and they will iged to calculate the S-parameters. At last,
truncation numbers of the SWE will be estimated.

2.2 Spherical vector wave expansion

The spherical vector wave expansion expres$e electromagnetic field as an infinite
series of spherical vector wa functions weighted by spteal coefficients. Spherical
wave functions were introduced by W. W. Hang17], then a deitad formulation and
derivation was given by Stratton [18]. In r&te to the spherical near-field antenna
measurements, J. E. Hansen [19] gives aendetailed formulation of the spherical
vector wave expansion and the scattering malescription of an @aanna; his notation is
used in this thesis.

>

~>

Fig. 2.1: Rectangular and spherical coordinate systems. The figure is copied from [20].

A point P at the coordinates(y, 2) in Fig. 2.1 can also be described by the spherical
coordinater, , /), which is more appropriate forspherical object. The expressions of

the SWE in a source-free re(gion can bewetiby solving the wavequation (2.1) [18,

ed. (7.2)] of the electric field in a spherical coordinate system, which is shown in Fig.
2.1
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where k Z\/WPIS the wave number, wittDand 1 being the permittivity and the

permeability of the medium, respectively. Jalve this equation, let a scalar function
be a solution to the scalar wave function,

"2l K*1 0 (2.2)

where | is called the generating function.istpossible to construct two vectoFs and
F, from the function| , that are solutions to (2.1),

Fo 0 uf (2.3a)
F, k' UuF, (2.3a)
WhereF(l andF(2 correspond to tha/l and N vector wave functionin Stratton’s notation

respectively. By utilizing the method of sepavatof variables, it ipossible to obtain the
expression of the generatingntction. The generating functioh can be written as a

product of independent terms,
Lr, 5l o, il; (2.4)

and solving (2.2) by separation of variables gives

m

o,y L1 3m
" J25n(n 1) g|m s

according to [19, eq. (2.18)], with=1, 2,3, ...m=-n,-n+1, ... ,n—1,n, 5“"“‘ is the

normalized associated Legendre function of first kind of the degesel the ordemy|,
which is related to the Legdre function by the relation,

2 kr PI™ cos e (2.5)

P™ cosT \/Zn 10 |m !P‘m‘ cos T (2.6)
" 2 n jmt"

Time factor exp(-&) is used in this thesis, wherg J 1, 2 2§ is the radian

frequency and is the time factor. The radial functiar}® is specified by an upper index

c as one of the functions
z0 j, (kr) (spherical Bessel function) (2.7a)
z?  n, (kr) (spherical Neumann function) (2.7b)
z® h@(kr) j.(kr) jn_(kr) (spherical Hankel functh of the first kind)  (2.7¢)
z  h@(kr) j,(kr) jn,(kr) (spherical Hankel functioof the second kind) (2.7d)

wherec = 1 and 2 indicate standing waves, widike 3 represents an outward propagation

wave andc = 4 an inward propagation wave. Frgg3) and (2.5), the spherical wave
functions defined by [19, eq. (2.20)d(2.21)], are also introduced here:
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The electric and the magnetic fields in @uice-free region can baritten as [19, eq.
(2.22) and (2.23)],

Eg(Lr, T/ Ko QL 8* ) (r, T /) (2.11)

smn smn
csmn

&
Hr T/ k(K| QU (r, T (212)
with s=1, 2, K . H Pbeing the intrinsic admittance of the medium & being

the spherical coefficient. The index,is chosen depending oretlocation of the region
in Fig. 2.2;c = 1 in region 1, while in regh 2 there are two options either 1 and 2 or
3 and 4, and = 3 in region 3.

source

region 2
scatterer
region 3

Fig. 2.2: Source-free regions 1, 2 and 3, where the SWE is valid.



2.3 Power computation

In this section, the derivation of a gerei@mula will be introduced to compute the
power dissipated within a spherical volunBringing a lossy dielddc sphere near a
dipole antenna causes some power loss within the sphere, while the remaining is lost by
radiation. The dissipated power within thehepe is the net power that flows into the
sphere, so it becomes [21, eq. (2.59a)],

1 & & &
Puis ReEO:E uH ds (2.13a)
s
z & & 1 .0 z
P > 3HHE E dV 5 3E E dV E 3PPGI Hdv (2.13b)
v v

where (*) denotes the complex conjugate, / |/ is the relative permittivity,

/. }C ] }cis the relative permeability (the imagry parts are positive because the
used time factor is exp(&)), | is the conductivity an® is the volume of the sphere
and S is the surface of the spherghe first and the third terms in eq. (2.13b) are the

losses resulting from polarization dampifgrce, and the second term is the loss

produced by conduction currerdE resulting in Joule éating [21, pp. 37].

The dissipated power in a dielactsphere, as depicted in Fig. 2.2, can either be found
from (2.13a) or (2.13b). Here (2.13a) isedsto find the lospower, and the closed
surface integral is taken on thesldictric sphere with radiws Inside the sphere, the field
is represented by spherictanding waves of type= 1,

&
E(L T o | QEFR(, T) (2.14)
& . smn
HAr T ik K | QUFema (1, T (2.15)

The superscript indicates the total field inside the dielectric sphéce, ko\/Tr-/ and

K /g\/Tp', where k, and /, are respectively the free-space wave number and the
intrinsic admittance. Though the Bessel functisma real function, the fields will be
complex since bottk, and /, are complex numbers. By intiag (2.14) and (2.15) into

(2.13a) and integrating over the surface @& thelectric sphere, the dissipation in the
sphere becomes,

| \/T{ 25 s 8(1 8{1 15
P Re@ AT 1 BQHIF(a TH WQULFAa T/~ Fa’sin A/,
o 2\/7{ smn VPX) o °

¢
and utilizing the orthogotigy property, Eqg. (A.4) in appendix A, yields,

|\/T{ ,25S 15
Py Re® QO* 3FP (@ THURY (a ThH™ fa’sindd/s,

smn 3 s,mn
\/ smn 00

¢



and it becomes,

¥2
2 s "
Pas Re®a <l f—f Q| 1TRG ()R (kia) % (2.16)

The radiated poweP,,q is the power radiates to therfizeld. The outgoing field will be
represented by spherical veafunctions of type = 3,

é

& - %‘3

E3(r1 71-/) /k;g | Q;Er::% :r(nsrz I:sm)n(r' 7’_/) (217)
&

Ho(r, /) iko & | Q9 Q) F,.(r, T/ (2.18)

with superscripts ands indicating the incident (fixediipole moment, see section 2.4)
and the scattered fields, respectively. The radiated pBwegcan be calculated over a
sphere that has a radius that tends to infinity, as follows,

P

rad

1 ( (U
Re§o$ uH ds

S

o &2
Reg Q2 Q[%lim,,, @k@&ﬁa T/ Uy, (r, T/) US % (2.19)
smn 66
where the integral part is given|[ib9, sec. (2.24)]. This yields
P 3 IO Qi (220

smn

In presence of the lossy dielectric sphehe radiated power from the anterfP@urceis
the sum of the dissipated ane tar-field radiation powers,

P P.a Pl (2.22)

source rad

2.4 Excitation

The configuration of interest is depictedkig. 2.3. A sphere (region 1) of radiass
illuminated by either an electric hertzian dipole antenna (EHD) or a magnetic hertzian
dipole antenna (MHD). Both the EHD and the MHD are good candidates to model
electrically small antennas which represent a transmitting antenna (Tx) and a receiving
antenna (Rx). Two orientationwith respect to the spte have been considered;
orthogonal and tangential. In the figure, tied arrow representn orthogonal oriented
dipole antenna and the green arrow a tandemti@nted dipole aienna. The dipoles can

be either EHD or MHD in both orientationshe hertzian dipole antenna has a simple
current distribution, which is given by the formula,
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S B @ o, L U 2.21)
' ' ' resin j
with p being a unit vector indicating the orientatial,, is the dipole moment
denotes an electric dipole) a magnetic dipole and is the Dirac delta function. The
electric field generated by thertzian dipole antenna in a&é-space can be expressed in
terms of the SWE as:

&
ELa(r, T 2 : QR T1 (2.22)
&
HonT T koK | Q;‘nsz;;mn(r. 1) (2.23)

In order to determine the spherical coefficienitshe antenna, the reciprocity theorem in
[19, pp. 332] was applie In the case of aoriented EHD (EHDz), the coefficients can
be found by utilizing [3, eq. (A1.78)],

Q17 gk Fho e kSRR, T av (2.24)
e
‘ 25§ 8{.
Qm 1" 3 3—?;‘&« Thd, @ 1) &7 g GE/hdrd T/
000
the unit vector,z, is expressed in terms of the spherical componemts a5, = @&nd

/0, sotheQ!® becomes,

smn

QW 1™, FEo 50 f (2.25)

e( smn

region 3

Fig. 2.3: The dipole antennagar the dielectric sphere.
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From the special values in [19, pp. 32%/], it is found that the only non-zero solutions
are related to the modes wihlr 2 andm = 0 whilen can have any integer value between
landf,i.e.

) (4 ¢

|2g;1) deL 1 n\/n(n 1)(2n 1) Zn (kOrO) (226)
JK 45 Ko,

wherec=3for r !ryandc=1forr ry. The coefficients will be re-written in terms of

Q,,; Which is the coefficient of the EHDz indforigin of the coordiate system [19, eq.
(2.117)]:

2on - QaoiCan” (Kolo) (2.27)
and inserting

29 (k1) 1“Ewn D@n 1)% (2.28)
1 k

201 de & 2.29

Q 65/K (2.29)

where C22X° (k,r, ) is the translation coefficient that given in [19, eq. (A3.18)] with

some modifications where the number that describes the mode ityf2.27) and (2.28)
has different meaning from the used on¢li@]. For the translation coefficients= 1 is
used forr <rgandc = 3 forr > rq. By utilizing the symmetry property [19, eq. (A3.10)],
it is possible to derive the translation ffagent in [19, eq. (A3.18)]. The generated
electric and magnetic fields by the EHDz are,

& k., f
=T ! Q2 ()R, T1) (2.30)
nl
and
8§i i i 21(2) ‘%)
HI(L T JkoV K | QuuClal (koTo)FiM(r, ) (2:31)
ni

Similar procedures can be used to caleuthe fields for the EHDx, the MHDz and
EHDx. Without showing the derivationegts, the fields of the MHDz are,

& k. f
Erf{l (rl 7!-/) \/OE : QlOlciLé-rsl) (kOrO)F?Olri(r’ 7’-/) (232)
nl
and
& _ f
Ho' (0 T ko & | QuCla (ko) Fa(r, ) (2:33)
ni
and

o QuoiCiol? (Koho) (2.34q)



11

Clow’  Co” (2.34b)
d —k 2.34c
Qo oo K (2.34¢)

with Q,,, being the coefficient of the MHDz atetlorigin of the coordinate system. The
M§|Dz &amd the EéL—|Dz arg dual sources whetheir fields are interrelated by
ES HZ/ K andHZ KE.' . The fields of the MHDz cahe also found by utilizing

duality principle, since EHDz and MHDz adleal sources. The fields and the coefficients
of thex-oriented electric and magnetic dipe are given in appendix B.

2.5 Scattered and total fields

In order to calculate th@-coefficient for the SWEs of the scattered and total fields, the
fields must satisfy the boundary conditioms the surface of the sphere. The boundary
conditions require that the tangential compuseof the electric and the magnetic fields
shall be continuous across thefaoe. Equations (2.14) ar{@.15) describe the electric
and the magnetic fields inside the dielectsphere, while the tal field outside the
sphere (but inside the radius of theéesima) is described by the following equations,

B, T S 1 QuFan(r. T1) QIR T4 (2.35)

smn® smn smn” smn
smn

& .
H2(r! 7!-/) JkO\/E : Is%)nFS(l)smn(r’ 7’-/) str(nsr:F3(35):mn(r' 77-/) (236)

The boundary conditiong uE, f uE, and f uH, F uH, construct a system of
equations which are used to find tlkgcoefficients. The spherical modes will be
decoupled by using the products of tangdntomponents property [19, Eqg. (A1.69)].
This yields the following equations

k - K,
0 QORI (k) QR (k2 — QURY (ka) () (2.372)
JK JK

K QURY. (ka) QR (kaP k&QURY. (ka) (@ (2.37b)

The scattering and the total sphericaéfficients are then found to be

o PRO(K@RPE,, (ka) | HRY,, (k)RS (k,a)

s 2.38

U Qo™ 0 2R (a) PRI ()R, (k,2) (238
QX [PRY(ka)RY. (k)  HRY. (ka)R? (k,a)

.. Si(l) 5 0 3 (2.38b)
QY AR (ka)RY (k) P (ka)Rg 2 (k,2)

t(2) i(2) 1

QSIT]I"I Qsmn koa (1) (k a)R:g (koa) ( /r—/eRél)S’n (kla) (::) (koa) (239a~)

g Qm e 1 ' (2.39h)

J
Qe koa ? PRY (k)R (k,a)  HPRY, (ka)R? (k,a)
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where Wronskian's relation [19, eq. (Al.1¥)as used to reduce the nominatorQif’.
The coefficients of the scattering and the tb&tls in (2.38) and (2.39) represent general
solutions for any incident fieldn a magneto-dielectric spher&, ( k,+/ #R). For
example Stratton [18, sec. 9.25] solvee throblem of a plane-wave scattered by a
dielectric sphere, where the plane-wave-olarized and propagates in the positve
direction. The coefficients of éhscattered field are here denotafl and b;,, which
correspond to the normalized sphel wave functions of TEs(= 1) and TM § = 2)
modes. By using equations (2.38b) dA8B9b), and by substituting the variablig,k;
anda by ( k,a and N( ka, it is possible to derivea, and b;,. The derivation is
given in appendix B.

An EHDz antenna, located on theaxis at 1 m distance from the origin, illuminates a
dielectric sphere of a radiws= 7 cm and having a dielectric constaht @ = 10. The
centre of the sphere is locatatithe origin of the coordate system. The components of
the electric and the magnetic fields werecakdted at observation points on lines that
extended from the origin and madg angles with the-axis.

300

150
250
_, 200 . 100
E E
2. 150 2
— —
w w
100 = 50
50 ‘
0 <811 V/m o
0 0.05 0.1 0
r[m]
(@)

H | [A/m]

(d)

Fig. 2.4: The electric and the magnetic field components feosragented electric dipel near a dielectric
sphere, that has a radiass 7 cm and a dielectric consta@t= 10. The dipole is positioned & ¥, 2) =
(0, 0, -1) m and operates at 1 GHz.
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All the lines are situated in thezplane. In Fig. 2.4, the bé lines represent the field
components on the line that hgs 0°, while for the red and the green lings = 45’
and 90, respectively. These plots are gerted by using Matlab, which is a
programming environment for algorithm dev@heent, data analysis, visualization, and
numerical computation2P]. Both the electric and the magit fields must satisfy the
conditions,

.. & & L By H

F HE, H, O0Y=2 X 10 (2.40a)
B, #

fug, fue, , fuH, fuH, (2.40b)

where subscript 1 and 2 indicate the fieldgde and outside th@lsere. The ratios of the

radial components of the electric fields arot exactly 10, but they are 9.95, 9.97 and
9.96, as seen in Fig. 2.4a, for the blues thd and the green lines, respectively. The
errors are very small and can be reduceathér by calculating théields as close as
possible to the surface of the sphere. The tangential components, in Fig. 2.4b and 2.4c, of
the electric and the magnetic fields arentcaues on the surface of the sphere. The
boundary conditions are thus satisfiedaths validated by the computations.

2.6 Rotation and translation algorithms

It is a straightforward to calculate tkeefficients of the EHDz, situated on thaxis,

by using the reciprocity theory. For otherientations or different positions, the
calculations of the coefficients become mna@omplicated. Therefore, the rotation and
the translation coefficients need to elaeron the sequence. The sequences of the
rotation and the translation are shown in Eig. The original coordinate systemxsy(,

2) and the new coordinate system s (y ,z ). During the rotation and the translation

sequences auxiliary coordinate systems will be used and they will have the same
notations of Fig. 2.5.

4
y&
« A
4 Z
I"0
yC
" >
(a) (b)

Fig. 2.5: The rotation (left figure) and translation (right figure) of the primed coordinate system relative
to the unprimed. Fig.2.5a is copied from [19].
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The sequence of rotations and translationaaréollowing, first an auxiliary coordinate
system X1, Y1, z1) lays on they, y, 2) rotates an anglel, around thez-axis, then a new
auxiliary coordinate systenxy Y., z) lays on Xi, y1, z1) rotates an anglej, around the
yi;-axis as it is seen in Fig. 2.5a, then the coordinate systewi,(z) which lays onXs,

Y2, o) rotates an angle/, around thez-axis, and the last step is to translate the
coordinate systemx(¢y Gz @ which lays on thex(, y’, z) a distance, on the z Gaxis as

it is seen in Fig. 2.5b.

A spherical vector wave functioﬁ(“’(r, T /) in one coordinate syster, y, zZ) can be

smn
(

expanded in terms of a combirmatiof spherical wave functions % (r ¢ 7¢/¥ in other

smn

coordinate systenx{, y’, z) using the equation in [19, eq. (A2.2)],

Ff{‘;’n(r, ThH | emtdL(pe P‘FF(S%;) (re7e/¥ s(2.41)
P n

where /4, /A,. The/, and /, rotations give rise tophase shifts only, the

b, rotation also gives rise to the rotation coefficier} ( 7). Computation ofd", ( 7)

is described by the followingquation [19, eq. (A2.3)],
n An P.]nm-nm.g]m. -

dn | : 1 n Pj
m( ) \/n m!in m! lpm®§¢3 Pl ¢V

7
7t0

2] Pm

Ros 2

-2n 2] Pm %
> %ing %, (2.42)
© © 5

i
é

where the binomial coefficient is defined as,

-

@i (n m)m
The limits for the / summation are not given in [19], but it is a simple matter to find
them. From the first binomial coefficient,/ should satisfy the condition
n mtn / JY /]t / mand from the second binomial coefficiefitdn m.
The rotation coefficientd, ( ) may also be calculated using special cases [19, eq.

(A2.17)-(A2.19)] and the recurrence relation [2§, (A2.14)], or by using Fourier series
[19, eq. (A2.11)]. In this thesis, the rbta coefficients are calculated by using the
equation (2.42).

The translation is always along th(? positv@irection, see Fig. 2.5b. In reference to Fig.
2.5b, the spherical vector functidR!® (r, 7 /) shall be expressed as a combination of

spherical vector waves defined in the primsmbrdinate system [19, eq. (A3.1) and
(A3.2)],
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2 f
Facerery 11 crota)FiLy e7ers el 2.432)
VioQ[#
Q0
‘%c) 2I f| sn(1) 8&)
Faa(rerery o 1 CUMKG)FULG €76/ 8 rctr| (2.43b)
Vi QM’
0

Whereij‘%krO) is the translation coefficient [184. (A3.3)]. Since the azimuthal index

K involved on both sides of (2.43), the dependence of the wave function is preserved

under z-translation. The calculation of the tedation coefficient involves linearization
coefficients that are knowas Gaunt coefficients [23]. The computation method that
calculates Gaunt coefficients in [19, Eq. (A3.8)slow and inefficient. There is another
method [23] and [24] that uiles recurrence formulas tmlculate Gaunt coefficients.
The method in [24] reduceseltomputation time to ~ 1%pmpared to the method in
[19]. The method in [24] was implement&d Matlab, and was validated against the
special coefficients [19, eq. (A3.20)].

The rotation and the translation algorithmere validated by visual inspection of the
radiation patterns o& dipole antenna at the origin and the radiation patterns after a
sequence of rotations and translations. FigsB@ws the real values of the electric field
(at timet = 0) that is generated lige EHDz in the origin and after the translation and
rotation of the coordinate system, whege= 10 cm and o = 45 degree. The dipole
operates in the free-space at 1 GHz. The colaless the magnitude of the real values of
the electric field in V/m and the arrowwdicate the polarizatiorns fields in thexzplane,
where the horizontal axis is thxeaxis and the vertical axis Baxis. By comparing the
color patterns and the courses of the arrawss concluded that the rotation and the
translation algorithms produce correct resuliBis is also built on several plots with
different rotation angles andffdirent distances are geneidtavhere they are not shown
here.

(a) (b)
Fig. 2.6: The electric fields distition for an electric dipole antennddre and after the translation and
rotation of the coordinate system.
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2.7 Computation of S ,; and Sy

The transmission coefficien®;, which is the ratio of the received power to the
transmitted power, represents a path-loss for an ideal case where both the transmitting
and the receiving antennas are losslessie Hee steps to derive the transmission
coefficient between two orthogonal EHD antennaar the dielectric sphere, where one
antenna is transmitting (on the negatavaxis) and the second tenna is receiving are
shown. The electric field generated by thensmitting antenna is geribed by (2.35), but

in the present case the regeg antenna is located &at> ro and therefore #hterms of the
incident field $iould be of type = 3,

K
TZngm I CZZ(:}r(f)(kOrO)l QOn Ff%%(f, 71-/) (2-44)
l
with C29 (k,r,),Q,,, and 3, defined by (2.28), (2.29) and (2.38a), respectively, and

N; is the number of modes. The first stepiagotate the coordia system through the
angleg &, /4, #, ) so the electric field becomes,

&
E,(r, 7))

n

& .
E,(r, T/) CEIK)L B dn(De TR eTRE (28]
P n

K
_OQZOl
VK n1
The origin of the coordinate system is thieanslated to the position of the receiving
antenna; > ro,

& K, | -

E,(r, 7)) \/—sz I C22(§-r(13)(k0r0)1 0,
n 2 Nz
LT gn (e PiCriyk ) FLg €Te/§, rc|| (2.46)
r‘PIlJ\ pv

The double primed variables are the paramsetd the new coordinate system. The
standing vector wave functiok (,}Lomay be written as a sum of incoming and outgoing
waves, each of amplitude 0.5,

( 1 (

F(u/l)PQ E F(VS,LQ F\(/‘l/)ao (2.47)
Equation (2.46) then becomes,

& 1 k, -

E(T) S F=Qun : Coa’ (kolo) 1 By,

2K

n 2 N,
I :ljﬁsn e ek ) Fo g €Te/® FOLg eTe/® rer| (2.48)

The incident waves have amplitudeg gvhich, according to (2.48) are,
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Aypo Qm ' e’ 6 ( TICTSYK)CHD (Koly) 1 By (2.49)

According to [19, eg. (3.8)], theggal received by theeceiving antennaHDz @ in the
origin of the (x €y €z & coordinate system is,

w* R201a201 (2.50a)
WZ,e 2 TZZOi : dOO( Z)—)szgjl(.l) (kOrl)CZZ(:)IS) (kOrO) 1 QOn 2661 (250b)
where Ry, is the receiving coefficient of thEHD zantenna which has a single mode

(1, QD— (2, 0, 1) andv*°T5; Q,,,- V¢ and T,5; are the excitation amplitude and

EHDz antenna transmission coefficients. The transmitting and the receiving coefficients
of the EHDz antenna arBo; = Ryo1 = 1 [19, EqQ. (2.148)]. Td transmission coefficient
S is then,

Je Wz,e 1 Ny n )
St e 5: doo( DICHL" (kor)Caa? (Kofo) 1 D, (2.51)

Some of the incident field will be reflext back toward the transmitting antenna,
generating a receiving signal in thelBz. This signal is represented By. In order to
calculateS; s, the origin of the X, y, z) coordinate system will be translated to the EHDz
location and, according to (2.44), the scattdield at the original coordinate system is
given as

Egé(f, 1) | C (Kyto) Do %ﬂ(f, 1) (2.52)

QZOl
\/E o

Here there is no need to rotate the coondireystem, but the translation is along the
negative direction of theaxis. This results in

k N; 2 N,
=Q  Coan (KoTo) Q}n C”‘”( K ro)Fg(%(r cTc/'@c (2.53) :
\/E ni v 1
and by using the similar steps tHave been used to calculédg, the S3 on EHDz
becomes,
e Y1 ,\il ni 2n(3) 21(1)
311 F E | 1 QOnC201 (kOrO)CZOn (koro) (2-54)
nl

&
E*(r, T/)

where Y*° is the receiving signal by ¢hEHDz . [19, Eqg. (A3.13)] is used to get rid of
the negative argument. The S-parameterghe other antennas are given in appendix B
without derivation.
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2.8 Truncation number

The series in eq. (2.11) and (2.12) are infinite inNhiedex. For practical purpose, i.e.
numerical implementation, theeries can be truncated, mowill run between M andM
and n from 1 to N. The truncation of # series produces truatn error in the
computations.

In spherical wave theory the space is intetgd as a spherical weguide [19] and [25].
Hence many concepts such @shogonal modes, cut-offfropagation and evanescence
are common features. The lowgonality property of the moddeads to th conclusion
that each mode carries parit the accepted power. Therefore, the convergence of the
accepted power shall be used to test threvergence of the series. This method ensures
that the eliminated modes do not affect the accepted power. The new convergence
criterion was inspired by [26&dnd will be used to evaluate the relative amount of the

truncation power/p" :

Pt~ Pt
[ o (2.55)

acc

where P! is accepted power &t= N;, andN is the truncation numbe; increases until

acc

the truncation power/y" is below £, which is the maximum relative error that can be

accepted.

In this section we studieddhruncation number (order) in terms of different parameters,
including frequency, the distance of the transmitting antenna and the radius of the sphere.
Fig. 2.7 shows the truncation number atu@action of the operatg frequencies (400
MHz — 4 GHz), where the maximum relative error was chosen =be30 dB. The
radius of the sphere &= 8.5 cm, and the transmitting dipole antennas were positioned at
ro = 9.3 cm, while the receiving dipole antenmere positioned at 10 cm. The electrical
properties of the sphere are modeling the @rigs of a real human head. The color of
the lines are in the following sequence; blued, green and bladines represent the
truncation numbers of the EHDz, MHDzHBEx and MHDx calculdons. From 400 MHz

to around 1.7 GHz, the truncation number dases as the frequenicigrease, and then
from 1.7 GHz to 3.1 GHz it remains constantgémeral the difference is not large, while
the truncation number is largéth respect to the electrdimension of the structure.

truncation order N )

f, [GHz]

Fig. 2.7: The truncation number (order) and tHatiee errors for the EHdz, MHDz, EHDx and MHDx
as functions of the operating frequencies.
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In the following, the truncation number is stedl as function of the radius of the sphere
and the distance of the transmitting antennase@s in Fig. 2.8a and 2.8b, respectively.
For the radius analysis, the position o tinansmitting antenna from the surface of the
sphere was kept constapt—a = 7 mm. The radius of th@kere was then kept constant

a = 8.5 cm while the distaneg was increased. Since all the antennas have almost similar
truncation numbers, the convergence was taled for the EHDz antenna. In Fig. 2.8
the blue, green and red lines corresponthefrequencies 400 Ml 1 GHz and 2.45
GHz, respectively. From Fig. 2.8a it is sebat there is a linear relation between the
truncation number and the radius of thphere. For example, at 1 GHz the truncation
number can be describbg the following relation:

N, 482ka 6.2 (2.56)

wherek, is the free-space wave-number. Theampn (2.56) shows that the truncation
number is proportional to ¢hradius of the sphee while the wave-number is constant.
For 1 GHz the truncation number decreaseth@agslistance of the antenna increases, and
the truncation number can be described as,

17
N, ——— (2.57)
Koty 1.7

Here the truncation number is inverse proportional to the distanediile the wave-
numberky is constant. This illustrates thie convergence does not depend only on the
distance of the antenna, but atsothe radius of the sphere.

bAl
120\
\
- 100 Z" 1001 ),
g B 8o N
o] o A\
g § o0 \‘x
B @ Rt
8 LC, 407 "‘}"".“v
3 2 TR
= 20; Matees
o L L L L
9 10 11 12 13
a[cm] ry [em]
(a) (b)

Fig. 2.8: The left figure shows the truncation orders as a function of the sphere radius and the right

figure shows the truncation orders as functions of the dipole antenna distance. For the left figure the

distance of the dipole antenna is kept constant, while the radius of the sphere is kept constant in the right
figure.

2.9 Matlab programs

All the fields and the scattering coefiaits are calculated by algorithms that are
programmed using Matlab. The algorithms are written as scripts in appendix G, where
each script represents a function that usesbkes as input. Script 1 is a function that
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calculates the spherical function and the pgsrifrom 2 to 6 are the functions that
calculate the components ofetlspherical wave functions. it 7 and 8 calculate the
rotation and the translation coefficientEach script from 1 to 8 can be used
independently from each other.

Script 9 is a program that uses the functimnscripts 1 to 6 to calculate electric field,
magnetic field and power density for a EHDzeamma near a dielectric sphere. The fields
are plotted over a region that can be detidg the user. This program requires short
processing time, which usually dependstba number of points and the number of
modes. For example to calctdathe fields over a regiowhich consists of 100 x 100
points andN = 95 modes the program requires 162&4onds. The processing takes place
on a laptop. The translation and the rotatioyoathms are used in script 13, where a
EHDz is translated and rotated as Fig. 2.6b shows.
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3. Ear-to-ear communication — Experimental approach

3.1 Introduction

The objective of the experimental approachosevaluate the path-loss for different
frequencies and at different positions of thintennas near the head. The measurements
covered bands of frequencies around; 83z, 1.5 GHz, 2.45 GHz and 3.23 GHz and
for each frequency the proximity effect on fiath-loss was studied. The proximity effect
is the effect of the antenrdistance from the surface of the head on the path-loss. At
small distances and in proximity of an objatis impossible to utilize Friis equation to
calculate the path-loss. Therefore, the path-loss will be defined in terms of S-parameters,
which can be measured by a network gmal. Usually for such measurements, a
measurement system will constitute two antennas, a network analyzer, head model,
absorbers, two long coaxialldas and calibration kits.

A port is defined as the location where ##enna and the coaxial cable are connected.

A power transmit from port 1 to port 2 I?,nc|821|2, wherePjy is the incident power on

port 1. The transmitted power includes all losses of the path between port 1 and 2,
including the antennas, anddompensate for such losses #fficiencies of the antennas
should be included in the path-loss definitibmaddition to the antennas losses, part of
the incident power reflects back soethransmitting antenna will accept a power

P..1 |Su° . The path-los®L will be defined as

S’

2
1

PL 10log,, 2 ulOlog,, H, (3.1)

where /4 is the radiation efficiency of the amtea. This definibn will give negative
values. Here, it is assumed that the tranamgjittind the receiving antennas are identical,
wherefore the radiation efficiency term is multiplied by 2. The reflection pla|11S(1|2)

becomes insignificant for a well matched antenna, and thus it can be neglected. Using
highly efficient antennas minimizes the secpadt in (3.1). Therefore, many researchers
use theS; as the value of the path-loss. But lilynging the antenna close to the head
may affect the efficiency either in positive negative ways. Hhee this adds to the
uncertainty about the measured path-lassl therefore a number was added to account
for that uncertainty. The number dependstun efficiency of the antenna in free-space;
for example if the efficiency wagdy = 90 % in free-space and it changes to 80 % when
the antenna brought close to the hdeddifference will be ~ 1 dB, while ilywas 24 %
and then it becomes 20 % near the head tferetece will be ~ 1.6 dB. So to account for
worst cases, we add + 3 dB to the path-fossula, therefore the uncertainity in the
path-loss is 3 dB. The path-loss for well matched antergias (10 dB) becomes:

PL 20log,,|S,,| 20log,, 4, r3dB (3.2)
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3.2 Setup

A standard head phantom SAM (Specificttmopomorphic Mannedn) that was used
in the measurements, as seen in Fig. 3.1ijlexl with material with similar electrical
properties as human head. The electrical ptegseof the head phantom are given chapter
4. The figure also shows the mechanical setup, which is made of low-loss materials
except for the absorber, see Tab. 3.1. Thenaatkewere mounted with baluns in order to
prevent the feed cables from radiating. AS4B3D vector network analyzer performed a
running average of 16 samples at 201 frequeamints in different rages in order to get
stable S-parameter measurements. Two 1.BG@r58 coaxial cables that were used to
extend the cables of the vector networlalgper. For some of the measurements, the
antennas were held in place with ordinhousehold tape. Evaluating of the measi8ed
indicates that some reflections occurredimyithe measurements. The reflected parts of
the measure&;; were identified and they were removed by time-gating as in [27] and
[28], where a hamming window was used.

Fig. 3.1: A standard SAM head phantom was used in the measurements. The dipole antennas were
mounted with lumped baluns, in order to reduce the radiation from the cables.

Tab. 3.1: Electrical properseof the mechanical setup

H tan/
Polyethylene (PE) 2.25 0.001
Polycarbonate (PC) 2.95 0.01
Teflon 2.1 0.001

3.2.1 Antennas for the measurements

In order to characterize ehpath-loss for ear-to-ear comnication, a set of simple
dipole antennas were designed. The dipole antennas are characterized by omni-
directional pattern and they are linearly ped. The dipole antenna may not be a good
candidate for ear-to-ear communication, butchese it to compare the measured path-
loss with the results of the spherical moddl.the antennas are very small in comparison
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with the head. Some of the antennas may na&ldetrically small but they are small with

respect to the head, which shadows theatamh of the antennas. Electrically small
antennas usually have low input resistanogh Imput reactance, low efficiencies and low
directivity [29].

Fig. 3.2 shows the antennas that were usddde measurements. All the used antennas
are dipoles except for Ant. 5 which does hak a dipole pattern. Ant. 2 is a simple
dipole antenna that is made of two small wicé 1 mm in diameter and 4 cm in length,
where they are mounted directly on a balun.

Ant. 1 is a simple dipole antenna that gtes near 1 GHz, and it is mounted with a
baluns that is made of lumped components,dhlun is used also as a transformer that
match the impedance of the antenna (5.7843.0) : to a feed line with 50 ohms. The
dipole is printed on RF-4 substrate witlickness of 1.5 mm. The @mnna is electrically
small, whereas the maximum length of the antenna is @L@Bere @is the free-space
wave length. While Ant. 2 to An#t have electrical dimensions &2 lengths, therefore
they can not be interpreted as small antennas. Ant. 5 is an electrically small antenna that
is resonant at 1 GHz.

Ant. 1 Ant. 3
5 k—m—
5_ I 17.5
- 12
- 4 14.5
N 50 ’ 17
Ant. 4 Ant. 5
13 & = >
N . 91 :[10 ¢_> 5 ¢« —>1<—
2.7

Fig. 3.2: Some of the antennas that had been used in the measurements.

3.2.2 Baluns

One problem with all the desigd antennas is that theyedsalanced while the coaxial
feeding lines are unbalanced. €féfore it is necessary tse baluns to avoid surface
currents which may run on the cables. Dependimghe magnitudes and the orientations
of the surface currents, the measurements o&thean be higher than the actual values,
resulting in small path-los3.here are several kinds of baluns which may also work as
transformers, in [30, sec. 9.8.6] some tbé well known baluns are described, like
Bazooka balun,@®-coaxial balun and coaxial baluall these baluns have impedance
relation (1:1), some baluns like th@-coaxial balun and the ferrite core transformer
have impedance relation (4:1) or (1:4). In [31], a quarter-wave transmission line was
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employed to design a wideband balun that matches &@balanced line to a balanced
antenna with input impedance of 70 The balun and the steps to construct it are
depicted in Fig. 3.3. It can be used to match larger impedance thaf32(.

Lumped element circuits were used to dasa broad-band baiuin [33] and [34],
where the designs and the analysis were iedgfitom [35]. The distributed transmission
lines can be replaced by low-pass and high-pass ladder networks [35]. By equating the
ABCD matrix of the transmission line atde ABCD matrix of the lumped element
networks at the design frequgndt is possible to calculate the values of the lumped
elements. In [33], the impedance relation id)&and the balun is second-order lattice,
while in [34] an extended analysis of thenped balun was giveim [33] and the balun
has inherent impedance transformation.

Fig. 3.3: The quarter wave coaxial balun is copied from [31], wheamdZ, are the impedances of the
coaxial cableZy, is the impedance of the two lines transmission line.

A first order lattice balun with inheremtansformation was used, the design and the
derivations of the componentslues were inspired by theork in [34] and [35]. The
ABCD matrix for a @ transmission line is:

aA Bo aQ jZo
€ Dy, 4Y 0 y,

with Z andY being the characteristic impedance and admittance of the transmission line
#1 (see Fig. 3.4a) which ha® length, respectively. Aow-pass network models the
transmission line segment is shown in Fig. 3.4b. whér@nd B in Fig. 3.4 are the
reactance and the susceptance,respectively. The ABCD matrix that represents the low-
pass filter can be calcula@sing the table on froover of the book [36]:

A Bo 4 jX oa 0°d jX, o 4 X B, jX (2 X.B)°

€ Dy, 4 1 »B. 1590 1 y, « B 1 X, B¢ v/
where all the values are defthen Fig. 3.4. Equating (3.3) and (3.4) yields the following
results:

XL Bc=1 (3.5a)

Bc=Y (3.5b)
While the transmission line #2 has a lengfi270 degree and it will be modeled by a
high-pass filter, which is shown in Fig48.and its ABCD matrix is given in [35].

(3.3)

(3.4)
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Y Yy N __i = -
XL, %z :

¥/ 2
Fig. 3.4: Transmission line balun (a), low pass fiftr high pass filter (c), first order lattice balun (d)
connects small electric dipole antenna, which is modeled by the network in the box and (e) is the
equivalent circuit for the circuit in (d). Tleashed rectangle in (d) represents an antenna.

Equating the matrices of the transmission line and the high-pass network yields the
following results:

BLXc=1 (3.6a)

BL=Y (3.6b)
The capacitances and the inductors in thepass filter equal # capacitances and the
inductors in the high-pass filter, therefore used variables of identical notation in (3.5)
and (3.6). The characteristic impedadoaf the @ transmission line is given as:

Z \2R.Z, (3.7)

whereZ, usually is 50: for the coaxial cable. The apparent load for the low/high pass
filters is 2 times the input resistance of the antdRpand therefore input resistance is
multiplied by 2. While the apparent capacitance for the low/high pass filters is half the
Cin, Which is the equivalent input capacitance of the antenna. The circuit in Fig. 3.4e is
the equivalent for the circuit in Fig. 3.4the values of the components can be calculated
either by using (3.5) or (3.6),

Z
28,
1

L (3.8)

C (3.9)

287
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wherefy is the resonance frequency of the antenna. The reackanoghich is used to
cancel out the reactea of the antennxi,/2, includesX, and the reactancé , includes
Xc. So the values of the inductdrsandL, can be calculated as following:

L, ZXenl2 X (3.10)
2.8,
L, Renl2 Xc (3.11)
25,
From (3.5b) and (3.5e) it is found thgt= Xc = Z. Equations (3.10) and (3.11) become
. X2 2 (3.12)
25,
L, Renl2 2 (2.13)
2 8,

For a loop antenna the input impedance cambeéeled as a resistance in series with an
inductor, therefa the inductancels; andL, will be replaed by capacitor€; andC,.
The apparent inductor for the low/high pass filters will be 2 times the input inductor, so
the values of the capacitdts andC, become:

C, 1
28,(2X, 2)

C, -
25,(2%, 2)

(3.14)

(3.15)

3.2.3 Performances of the antennas and the baluns

Some of the performances can be easigasured by a network analyzer like the
resonance frequency and the S-parametersewatiier performances like the efficiency
and the patterns can not be measured dirditlthe network analyzer. The efficiency
enters in the path-loss formula, and the patierused to ensure no leakage currents that
run on the feeding cable. Therefore, Ahtand Ant. 4 were measured in DTU-ESA
facility [38], where the patterns and the eiincy were measured. Ant. 4 was chosen,
because it used similar balun as Ant. 2 anavi@iJe it is resonanat higher frequency
range than the other two antennas, so imire sensitive to deformations. For the
remaining antennas, the reflection coeffitteewere measured by the network analyzer,
but the efficiencies were estimated by siminfathe designs in HFSS. Tab. 3.2 includes
some of the measured and simulated dataem$pace. Only the marked efficiencies with
the superscript (+) were measured. The rasoa@requencies may itnear the head.

Tab. 3.2: The data for the antennas.

Ant.1 | Ant.2 | Ant.3| Ant. 4| Ant.5
Freq. [GHz] | 0.945 1.5 2.45 3.325 1.008
| [mm] 41.8 85 41.8 37 41.8
|/ @ 0.133 0.425 0.368 0.411 0.133
Hy % 24.3 93 93 91.2 10
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wherel is the maximum length of the antenfde simulated reflection coefficient of
Ant. 5, which is the black line in Fig. 3.5aroves that the antenmaork properly, where

the difference between the measured and thalated resonance frequencies is less than
1%. To see the effect of the surface coitse(on the coaxial cables) on the reflection
coefficient, Ant. 3 was simulated with andgtkout a cable. The red line in Fig. 3.5b is the
reflection coefficient for the case where ABtwas fed without a cable, and the green line
corresponds to the case where Ant. 3 vemkthrough a coaxial cable. This shows the
effect of the surface currents on the reflactcoefficient response. Since the current on
the cable will run on long road, then the meace shall be lower than the ideal case
which is represented by the green line. Tisisa simple explanation, but the antenna
affects the reflection in complex mannén some cases, the measurements of the
reflection coefficient help to find if surfaceurrents exist or not. It is clear from the
structure of Ant. 5 in Fig. 3.5a that Antisbnot a balanced antenna, and this may explain
the well behaved reflection coefficient of the antenna. The measyietor the
remaining antennas are givendappendix F. The measurements of the radiation patterns
of Ant. 1 and Ant. 4, as seen in Fig. 3&ad 3.6b respectively, show that the antennas
work properly, where they have dipole jgatts. The blue line is the field in tieplane

and the red dashed line is the field in thelane. The sizes of the antennas are very
small in comparison with the tower, whichgeown in Fig. 3.7, and that explains the
drop in the values of the radion patterns. The ripples the fields appear because the
origin of the measurement coordinate systemot centered on the antenna, but it shifted
a little bit either in thepositive or in the negative-direction. The measurement of the
radiation pattern utilizes thedbry that is represented in chapter 2. Therefore when the
antenna is shifted from the center, its pattgan not be represedtby a single mode but
with multi-modes, in reality few modes are used while high order modes are not used,
therefore the ripples appear.

o
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Fig. 3.5: The measured and the simula&gdof Ant. 5 (a) and Ant. 3 (b). The blue lines are the
measurements values, the blackl dhe red lines are the simulat&d for the antenna fed without a
cable, while the green line correspario the antenna fed by a cable.
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(b)
Fig. 3.6: Far-field patterns of the Ant. 1 (a) and Ant. 4 (b). The blue lines are the fields in the E-plane

and the red dashed lines are the fields in the H-plane. The E-planexiaplhee and the H-plane is in
theyzplane.

Fig. 3.7: Ant. 1 on the tower model in DTU-ESA facility.

3.3 Precision evaluation

Accuracy is the quality that characterizée capacity of a measuring instrument for
giving results close to the true value of theasured quantity, while the precision is the
quality that characterizes the capability aofmeasuring instrument of giving the same
reading when repetitively easuring the same quantiynder the same prescribed
conditions (environmental, operator, etc.)thout regard for coincidence or discrepancy
between the result and thedrvalue [37, pp. 13-14]. Feach measurement, the network
analyzer was calibrated to sme the accuracy of memsments. The precision was
ensured by repeating the measuents at different periods, where the setup had been
preserved. The precision can beesaféd by several factors, such as:

1) The environment that surrounds the measurement setup,

2) the dynamic range of the network analyzer,

3) and the mechanical alignments of #intennas with respect to the head.

The mechanical alignments include thetainces of the antennas from the head, the
distances of the antennas frdne ground and the alignmenttbe antennas with respect
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to each other. The aa@aey of the distance is aroundrin, and the horizontal alignments
of the antennas with respect to the groundelzam be an accuracy of 2 degree, where a
light weight level instrument wassed to check the alignments.

The precision of the experiments was evaddor two differentantennas; Ant. 1 and
Ant. 4. The measurements of the S-parameters for the antennas are repeated at different
times and each time the network analyzes walibrated using a full 2-port calibration
procedure. A set of precisic’SOLT (Short-Open-Load-Through)andards were attached
to the network analyzer ports to perforne ttalibration. The mimium value (noise floor)
that the network analyzer cameasure is around -70 dB.

Tab. 3.3: The precision of the measueerts vs. the distance from the head.

Distance [mm] | Uncertainity [dB]
Ant. 1 Ant. 4

0 15 2

2 0.2 1

4 0.5 2

8 0.25 1

10 0.2 1

20 0.1 0.5

30 0.5 0.25

40 0.1 0.25

During the evaluation, the eft of the distance on thethdoss was tested, where each
measurement was repeated three times atreliffgperiods. The diahce that separates
the antenna from the head was limitedwsen 0 and 40 mm. Tab. 3.3 includes the
uncertainity values for each distance. Tuertainity was calculated by dividing the
maximum difference between the measugdfor same distances by 2. The precision
improves as the distance increases and litigh for the low frequency antenna. Since
Ant. 4 works at the highest frequency among ¢ther antennas, therefore we expect the
other antennas to have betpeecision, where the uncertayis less than the 2 dB. The
resonance frequency of Ant. 1 shiftsd®0 MHz near the heaghd the measure®; are
shown in Fig. 3.8a, where the antennas ap¢ &edistances of @m and 40 mm from the
head. Each color represents a measurement at a certain time.

-45 -40

S, [dB]

-60F / ‘ 1
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Fig. 3.8: Measurements &f; by Ant. 1 at distances of 2 mm @)d 40 mm (b). The measurements take
place at different periods, so eamior represents a different time.
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4 Ear-to-ear communication — results and discussions

4.1 Introduction

Electrical properties of the human tissues Wwél presented and tleeproperties will be
used to carry out the investiipns. In order to understand the mechanisms involved in
the ear-to-ear wireless communication, the electric and magnetic fields will be plotted
inside and outside the sphere. The path-w#isalso be computed as a function of the
frequency, the radius of the sphere, and the distances of the antennas from the sphere.
Influence of the electrical properties on thath-loss will be studied for four different
antennas. In addition tbe theoretical results, the measueais of the path-loss will also
be presented.

4.2 Electrical properties of the tissues

Many experimental and theoreticgstudies were carried out the literature to estimate
the electrical properties of the differem¢ésues of the humahody. The question of
whether radio frequency (RRpdiation might have haifiol effects on people, have
motivated many researchers to study thecteical properties whbh include both the
relative permittivity and the conductivity of thissues. In [39], the electrical properties
of the muscles, skin, fat and the bonesrevmeasured and it was found that their
properties can be described terms of Debye dispemi equations with a single
relaxation time. The electrical properties wereasured using the method in [40], where
the specimen fills a short length of a waveguide coaxial line that is terminated by a
short circuit. Measurements on a standwgve set up in the gie or line section
preceding the specimen then enable the comglilebectric constant to be evaluated. In
[41] a comparison between the behavadrthe blood and the water at microwave
frequencies has been done based on tbeasarement data. More tissues have been
studied in [42] for the frequency band 10 MHz — 1 GHz, where the permittivity was
measured based on the input reflectionffotment of an open-ed coaxial line placed
against the test tissue. Electrical propertésvhite and grey matter of the brain were
measured in [43] for the frequency babt@l MHz and 10 GHz, the measurements were
based on the method of [40]Other works state the eleictl properties for several
tissues but over wider frequey bands, like in [44] where the frequency range was
between 10 Hz and 20 GHz and in [45] whéne frequency range was between 1 MHz
and 20 GHz. Most of the mentioned works tise Cole-Cole equation [46] to describe
the frequency dependence of the electrical grigs of the tissues. Coefficients of the
Cole-Cole equation were given in [45], sutiat the electrical properties for bone
(cortex), lens, brain (grey and white mattees)d many other tissuesin be determined.
The coefficients where found by data-fittingtbé experimental results to the Cole-Cole
equation. In Fig. 4.1, the values of fhermittivity and the conductivity of the white and
the grey maters are shown over theqgfrency range between 10 MHz and 10 GHz
according to the Cole-Cole method and byngsthe coefficients in [45]. As the
frequency increases the permittivity decreases and the conductivity increases. The
electrical properties depend on the tempeeatmd the concentration of water in the
tissues; this may explain the difference in Yadues of the electritgproperties that are
given in different works. Those works estim#te electrical properties of some tissues
not the whole head. Since in the experimep#at of this thesis, the measurements were
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made on a standard SAM phantom head [16]theeefore used the data provided by [16]

in the theoretical investigain to compare the measurement and theoretical results. Fig.
4.2 shows the electrical properties of Ahantom head according to [16]. Unless
otherwise stated, the electrigaoperties are defined ind=i4.2. Since the conductivity

and the relative permittiviy were known then the real and the imaginary values of the
permittiviy can be calculated as:

Hizew -2 (4.1a)
© Z gl
or,
Hoizeer L (4.1b)
© Z§la

where &= 2@ andf is the operating frequency. Theuadjon (4.1a) shbbe used with
the time factor exp@&) and the equation (4.1k)ith time factor exp{-&).
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Fig. 4.1: The permittivity (a) and the conductivity (b) of the white (blue line) and the grey (red line)
matters of a brain.
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Fig. 4.2: The relative permittivity (a) and the conductivity (b) of the SAM phantom head.
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4.3 Theoretical investigations

4.3.1 Field distri bution of EHDz

Field plots help to visualez the communication channels; therefore the electric and
magnetic fields, as well as the power floensity, have been computed at 400 MHz, 1
GHz and 2.45 GHz, whereas the radius of ghbere and the distance of the antenna
remain constanh = 8.5 cm and, = 9.2 cm. Fig. 4.3 shows the fields generated by the
EHDz, while the fields of the remaining antasrare given in appendix D. The magnetic
fields in rows 2 and 4 are continuousaigh the surface of the sphere, and thus satisfy
the boundary conditions. Electromagneti@aves propagate through and around the
sphere, as seen in rows 1 and 2 in the figline. waves move toward focal regions inside
the sphere, and their magnitudes decay wthiley propagate. The focal region is a
concentration region of waveofnts. It is very clear in Figd.3 in row 1 and column C,
where the focal region is closethe centre of the sphere.

The decay depends on the attenuation temmsof the medium. For example, the
magnitude of a plane-wave that propagates a distameelZ? cm inside a medium that
has the same electrical propertiels41.0 +j17.8 at 1 GHz) as the sphere will decay by
-42 dB. Therefore, the attenuation is egfed to be high inside the sphere.

Outside the sphere, the waves that propaglateg the surface of the spheres constitute
surface-bound waves. The polarizationshef surface-bound waves are orthogonal to the
surface, which helps to make a good coupling with the receiving antenna, which is
EHDz. The generated surface wavesatthpropagate in the clockwise and
counterclockwise direans interact constructively or steuctively and this results in
standing waves outside the spheThe standing waves appetgarly in Fig. 4.3-B3 and
-C3, which corresponds to 1 GHz and 2@Hz, while at 400 MHzhere is standing
wave neither inside nor outside the sphéitel GHz there are two minima which occur
at #45 and -45, and a maximum at#0, while at 2.45 GHz there are more than 2
minima.

Power flow density plots emphasize the higierauation that exists inside the spheres,
where the colors rapidly changes to the dalde. In addition to tht, the directions of
arrows inside the spheres point toward tteafagegions, whereas outside the sphere they
point in tangential directionwith respect to the surfac&he attenuation of the power
flow density outside the sphere isvier than the attenuation inside it.

From the discussion, it is clear thaty®y propagation take place around the sphere and
not through it. The surface-bound waves arentaén mechanism for the communication,
and these waves have orthogonal polaripatiovith the surfaceBecause of this
polarization which agrees withe polarization of the reaging antenna, the coupling will
be high and that leads to low pddiss as we shall see later.
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Fig. 4.3: The computed electric fields, magnetic fields and power densities of an orthogonal oriented
EHD, where the EHD is located below the dielecshere, which is bounded by dashed circle. The
plots in rows 1 and 2 show the amplitudes of the real values of the electric and magnetic fidigf, |Re{
and |Refd}|, while rows 3 and 4 show the magnitudes of the electric and magnetic figldsd H]|,

and row 5 shows the magnitude of the associated power flow denBjtieBh¢ bold letters here
represent vector quantities. Column A, B and C in sequence correspond to 400 MHz, 1 GHz and 2.45
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GHz. The colors are the logarithmic scalar valuedBrof the fields normatied to the maximum values,
whereas the arrows in rows 1 and 2 represent the polarization of the fields, and in row 5 represent the
directions of the power density in tkeplane.

4.3.2 Field distribution of EHDx, MHDz and MHDx

The fields plots generatday the EHDx antenna are shovin Fig. D.2 and D.3 in
appendix D, where Fig. Dshows the fields in thezplane (E-plane) ahFig. D.3 shows
the fields in theyzplane (H-plane). The electrogretic waves propagate through and
around the sphere. The waves that propagate through the sphere move all the way from
the transmitting antenna side toward thygposite side. Except for the case where the
frequency is 2.45 GHz, where the waves nsov@ward the focal regions inside the
sphere. These waves have the same polanizas the transmitting antenna in both of the
planes. Outside the spheres the prapiag takes place through surface-bound waves,
which have orthogonal polarizations to therface of the spheres in the E-plane and
parallel polarizations in # H-plane. Some of the ace-bound waves couple to the
receiving antenna and some do not. Therefoot,all the power that is carried by the
surface-bound waves will be received by théesana. The standing waves appear both
inside and outside the spheres, where tbations of the nulls depend on the frequency
and the size of the sphere. Power flow dgnglots show that nm&t of the power is
concentrated close to the transmitting antenwtaite very small amount is transmitted to
the other sides. The attenuation of the fieldsgd both inside and ositle the sphere.

For the MHDz, the electromagnetic wavesgagate through amaround the spheres.
The waves that propagate through the spimeoge all the way from the transmitting
antenna side toward the opposite side. Ferntlagnetic dipoles, we use the polarization
term to refer for the polarization of the gmetic field and not thelectric field. The
surface-bound waves have complex polarizafiorigere the polarizations look like they
move in vortex over the surface of the ggherherefore, the coupling between the
receiving antenna and the surface-bound wawk®e low. The attenuation of the power
density is high and small part of the power gets transmitted toward the receiving side.

The MHDx generates electromagnetic wauwbat propagate tbugh and around the
sphere. The waves that propagate through gphere move toward the focal regions
inside the sphere. Outside the sphdhe surface-bound waves propagate along the
surface of the spheres and they have tandegudlarizations in thée- and the H-planes,
as seen in Fig. D.4 and D.5. Thereftine coupling between ¢hreceiving antenna and
the surface-bound waves will be high. lonsequence of the surface-bound waves and
the standing waves appear for all the thregudencies. The attenuation of the power flow
density is higher inside trephere than outside it.

In summary, both the EHDz and the MHD#&nerate surface-bound waves that have the
same polarization as the radeg antenna. The waves thabpagated through the sphere

do not contribute to the communication, siticey propagated toward the focal regions
inside the sphere. Thus, the communication those antennas isarried out by the
surface-bound waves. The EHDx and the MHDz generated surface-bound waves that had
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mixed polarizations, which depended on the tioceand the propagatiotirections near

the sphere. The waves that propagatbdough the sphere contributed to the
communication, but most of the power was concentrated around the transmitting area
while small amount propagated to the receiving area.

4.3.3 Effects of antennas locations and frequency on Sy

In the previous section, the field plots stemimhe distributions ofhe fields near the
sphere. There is a relation been the field components and B¢ It is reported in [19,
pp. 77] that a received signal by a Hertzigootk is proportional to the field component
that is parallel to the dipel orientation. There is proportionality between the field
components and th®; values, as seen in Fig. 4.4.€fafore, the field distribution plots
can be used to estimate the location whleeemaximum coupling can be achieved, such
that theS;; becomes high. The results in Fig. 4.4 show thaSthdepends not just on the
frequency, but also on the type and dhientation of the receiving antenna.
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Fig. 4.4: The normalize8,, as a function of the position anglgat 400 MHz (a), 1 GHz (b) and 2.45
GHz (c). The color of the lines in the followinggsence; blue, green, red and black correspond to the

normalized &;| of the EHDz, the normalizeH | of the EHDX, the normalize#i] of the MHDz and the
normalizedH | of the MHDx. The crosses correspond to$he
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First the effect of the frequency on t8g values will be studied. Th®; is the value of
the path-loss in the theoretical investigation. The antennas will remain at constant
locations whereas the frequency variesMeen 400 MHz to 4 GHz. This investigation
tests the effect ahe frequency on th&; for the four antennas, as seen in Fig. 4.5a. The
use of the EHDz provides the highest coupling wheré&this around -2 dB at 400 MHz
then it decreases as the frequency increasd®tdB at 1 GHz,rad -24 dB at 2.45 GHz.
The MHDx provides the nexXtest coupling, where th®; is around -20 dB at 400 MHz;

it decays as the frequency increases todR7at 1 GHz and -3@dB at 2.45 GHz. The
EHDx and MHDz provide lows; values in comparison to the EHDz and MHDxX. In
addition, theirS;; oscillates while they decay as the frequency increaseSkHer the
EHDx is around -43 dB at 400 MHz, -50 dBlaGHz and -57 dB at 2.45 GHz, while for
the MHDz theS; is around -30 dB at 400 MHz, -@8B at 1 GHz and -74 dB at 2.45
GHz. There is a relation between tBg and the dissipated power, where the dissipated
power is very high for the EHDx and MHDz, s&en in Fig. 4.5b, whereas it is low for
the EHDz and MHDx. The dissipated pove¢rl GHz is around 36 % for the EHDz and
96 % for the EHDx.

Notice that the EHDz and the MHDx are thetennas that providde best coupling to
the surface-bound waves, whereas the coupling of the MHDz and the EHDx to the
surface-bound waves is not as good.
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Fig. 4.5:S;; (a) and the normalized dissipated power (b) vs. the frequency & where the color of
the lines in sequence are blueegm, red and black represent hefor the EHDz, EHDx, MHDz,and
MHDx.

4.3.4 Effect of the sphereradiuson S

The size of heads varies among people, and that will have an impact &u.the
Therefore in this section, the radius oé thphere takes values between 6 cm to 10 cm,
while the frequency and the distance of theeana remains constants. Fig. 4.6a shows
$i as a function of the radius at 1 GHz. For all four antennasthe@lues decrease as
the radius increases.
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Fig. 4.6:S; (a) and the normalized dissipated power (bYhe.radius of the dielectric sphere, where the
color of the lines in sequence are blue, red, green and black repres&at firethe EHDz, MHDz,
EHDx and MHDx antennas.
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The response of tH&; depends on the antenna, wheredha&nge can be at least 7 dB for

the EHDz and the MHDXx, whereas for the EHDx and the MHDz, the change can be even
20 dB. Therefore th&; for EHDz and MHDx are less setinge to change in the radius

than the EHDx and MHDz. The significant changes inSh&an not be explained by the
dissipated power, which is seen in Fig. 4\®6here the increases of the dissipated powers
are very small especially for the EHDxcathe MHDz. Therefore, the increase or
decrease of th&; is related more to the coupling with surface-bound waves and to
maxima location of the standing waves.

From this section and the perviossction, it was found that tH&; values were less
sensitive for the case wleethe two antennas communicatedund the sphere, whereas

it has high sensitivity for the cases wééne antennas communicated through and around
the sphere.

4.3.5 Sensitivity of S ,;to0 Qand 1

The electrical properties of the tissue mayyviaom person to person depending on age,
gender or even race. In this section, thetetad properties werallowed to vary +10 %
around the electrical properties given in Fg2. The radius of the sphere and the
distance of the antennas were kept constant. §héhat correspond# the electrical
properties in Fig. 4.2 are referred to as tHferemce values. In Fig. 4.7, the ratio of the
$s values to the reference values at 1 GHghiswn, where the color is the scalar value
of the ratio in dB.
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Fig. 4.7: The ratios of th§,; at 1 GHz for the EHDz (a), MHDz (b), EHDx (c) and MHDx (d).

The $; of the EHDz antennas is almost inséws to the change# the electrical
properties and the maximum change wasoled at 2.45 GHz, where the change was
1.2 %, as seen in Tab. 4.1. The for the MHDx was changed around 7.8 % at 400 MHz.
Yet the changes were smaller than 10 %, tiécthe maximum change in the electrical
properties. Large changes were obserf@dthe EHDx and the MHDz, where the
changes can be up to 498.6 % and 81.9 %¥pewively. Therefore, such antennas have
high sensitivity to the electrical proped of the head. For these antennas, the
communication was through and around tread) except for the cases where the
frequencies were 2.45 GHz. Ahis particular frequency the antennas exclusively
communicate around the head. So whenctiramunication takes place around the head,
it becomes less sensitive to the small changéisarelectrical properties. The results for

(€)

(d)

the S at 400 MHz and 2.45 GHz are shown in appendix D.

Tab. 4.1: Differences in tHg;.

1S4 %
400 MHz 1 GHz 2.45 GHz
EHDz 0.7 0.4 1.2
EHDx 70.8 498.6 8.4
MHDz 81.9 71.7 5.5
MHDx 7.8 4.8 1.3
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4.4 Comparison of theory and measurement results

The path-loss is evaluated in a seriesnefasurements. The antennas on both sides of
the head are simultaneously moved away fritv@ head in equally sized steps. The
dipoles were kept tangential to the surfacethed head at all times. S-parameters are
obtained at each step, and the distahbetween the antennas aheé head is logged, as
seen in Fig. 4.8. The path-loss measurdamand the correspondigmputed results are
shown in Fig. 4.9, for the measurement dhe computation series at the distadcén
regards to the computational model, the radilighe sphere is set to be 9.3 cm, where
this value is the radius of a circle that has a half perimeter eglgaltavhich is defined
in Fig. 4.8.

() (b)

Fig. 4.8: Top view of SAM head phantom.

The measured and the computed path-losslatermined for the frequencies 920 MHz,
1.5 GHz, 2.45 GHz and 3.227 GHz, as functions of the disthntiee blue lines in Fig.
4.9, are the computed values of the paisland the red lines are the measured values.
At 920 MHz, the path-loss for short distancéds<(10 cm) is between -35 dB and -40 dB.
The path-loss is between -45 dB to -50atBL.5 GHz, -55 dB and -65 dB at 2.45 GHz,
and -52 dB and -65 dB at 3.225. By taking the uncertainty of the measurements into
account, the results of the measurements anddmputations are relatively close to each
other. Since the measurements took placelénai non-anechoic environment, there will
be constructive and destructive interferences with reflected signals. Even after the use of
time-gating method that removes the refldcgggnals from the walls, there are some
objects located at short distances with resggettte head including the table that supports
the head, the bars that hdlte antennas, the cables ahd ground plane, which have
short time delays. These signals affect the meashfexnstructively odestructively. In
addition to the reflections, the head is asytric relative to the antennas. From such
measurements, it is difficult to decide thature of the communitan channel; whether
it is inside or outside the head.
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(c) (d)
Fig. 4.9: Measured (red lines) and simulated (blue lines) path-loss at frequencies 920 MHz (a), 1.5 GHz
(b), 2.45 GH (c) and 3.225 GHz (d) versus distances of the antennas.

4.5 Measurement campaign

Several measurements were obtaindég different antennas. During those
measurements, the antennas and the technigeresapproved to obtain accurate results.
In the beginning, some of the measuremevese obtained without using baluns. It was
expected that the leakage currents to radmiewe expect their influence will be small
in comparison with the radiath of the antenna. This wasiérin free-space case, where
the cables were aligned in such way that mines the coupling of the leakage currents.
In the section 3.2.1, the final antennagevehown, whereas the remaining antennas are
not shown. But some the measurementsdbgined by those antennas will be given in
appendix F without discussions. In the Ilmegng, some of the measurements were
obtained without using baluns. Fig. 4.10 ssasome of the measurements where Ant. 3
were used without baluns. The surface augeon the cable provide lower path-loss
values in comparison with the path-losstla¢ resonant frequencies, which are around
2.45 GHz. To minimize the effect of the surface currents, the cables were oriented along
the z-axis, as depicted in Fig.10b, since it was expectedtbables to perform as dipole
antennas. Therefore in the free-space the-lpathof the surface currents is higher than
the path-loss of the antenna. It is difficultéosure that the measured path-loss at 2.45
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GHz is the concrete value. Therefore, #Hrdennas were mounted with the baluns to
prevent the surface currents.

N
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Fig. 4.10: figure (a) shows ti&; and$S,; of the Ant. 3 without baluns, where the blue and the green
lines are thé&,; of the antenna near SAM head phantomiarftee-space respectively, while the red line
is theS; near SAM and the cyan line$, in free-space. Figure (b) shows the top view of the head.

The effect of the antennasigular position was also investigated. In the following
measurements, the transmitting antenna has a fixed position while the receiving antenna
moves in small steps on the head. Fig. 4lHdws the measured path-loss as a function of
the distances, which is measured from the transmitting antenna to the receiving antenna,
as seen in Fig. 4.11d. The measurement were carried by the antennas; Ant. 1, Ant. 2 and
Ant. 3. During the measurements the antes were tangential to the head and had
horizontal orientations with respect to thewgnd. The path-loss decreases as the distance
increases at 920 MHz, as seen in Fig. 4.Ilee increase of the path-loss from the
second measurement point can be describea fopction of a distance from a reference
point:

PL(,.,) 32550B 24Inw 4.2)

where the unit ofpack is cm. At 1.5 GHz, the path-logscreases as the as the distance
increases, but the increase accompanies athllation because of the standing waves.
The increase can be also desatibg a function of the distance:

lpack /ICM

PL(l,..) 4%B 229In (4.3)

The path-loss at 2.45 GHz increases adlts&nce increases, this increase accompanies

with oscillations, which are eéhstanding waves, and the ingeavill be described by the

function:

lpack/1CM
25

The decrease of the path-loss at 920 Midppens because the short distance between
the antennas and so the increase will bellsmale the effect of the standing wave is

PL,(l,.,) 60dB 17.8In (4.4)
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large, where the maximum is at the opposige of the head with respect to the
transmitting antenna.
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Fig. 4.11: Measured path-loss at frequencies 920 MHz (a), 1.5 GHz (b) and 2.45 GH (c) versus the
distancelp,k in wave-length. Figure (c) shows the top view of the head and the measured distance on
back of the head.

4.5 Simulated results by HFSS

The measurements can provide the pa#is-lgalues, but in order to understand the
involved mechanisms in the communicationtveen the antennas, the field distribution
must be computed inside and outside teach The theoretical model gave some answers
about the communication channels, but imaens an ideal model. Therefore, the
measurement setup, includinggtAntenna and the head ploant was simulated in HFSS.

In the numerical simulations, the detaiike the ground plane, the cable or the
mechanical setup, were not included. Thectlcal properties ahe numerical phantom

head were specified by the electrical propsrireFig. 4.2. Measurement setup with two
different antennas was simulated numerically by HFSS. One simulated the case where
two Ant. 5 were located near the head, as seen in Fig. 4.12. The second simulated the
case where two Ant. 1 were located near the head.
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(a) (b)

Fig. 4.12: (a) A numerical phantom hea@di$or the HFSS simulation and (b) Ant. 5.

The numerical simulation of the Ant. 5 shewhe effect of the reflections from the
surrounding environment and the dynamiaga of the network analyzer on the
measurements 0%3;. The measured and the simulated valuesSefagree over a
narrowband of frequencies, as seerfFig. 4.13b, and then the measu®g began to
flatten. This occurs because the netvanalyzer can not measure valuesgfelow ~ -
75 dB.
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Fig. 4.13: Measured and simulat&garameters by Ant. 5.

The fields that were generated by Ant. 5&lrewn in Fig. 4.14, where Fig. 4.14a shows
the magnitudes of the electric field and Fig. 4.14b shows the magnitudes of the real
values of the electric field. The transmittiagtenna is located on the right side of the
head and a receiving antenna on the left side.
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(c) (d)
Fig. 4.14: Simulated magnitude of the complex (aj &), and the real (b) and (d), electric fields
radiated by Ant. 5. The color sealanges from 0 V/m (black) to 4 d/(white) of the electric field. The
plots (a) and (b) show top view, while (c) and (d) show the front view.

There are two channels for the ear-to-ear communication, one is inside and one is
outside the head. Outside the head, the surf@ases that propagate in clockwise and in
counterclockwise directions selt in constructive and degttive intererence. This
creates standing waves which appear clearlyig. 4.14a, where there are two minima
regions and a maximum on the lsftle of the head. The realues of the field in Fig.
4.14b show the field waves propagate through and over the surface of the head. The
waves that propagate through the head aresigesficant than thevaves that propagate
around the head, where the magnitude offigsld experience higheattenuation inside
the head than outside it. The attenuatippears because of the high conductivity of the
head tissue and because the daleaitpath-length is larger irde the head than outside it.

The field distributionsof Ant. 1, which are plotgk in appendix F, show similar
behaviors, where there exist two pathstf@ communication: one through the head and
the second around the head. Tigh attenuation inside thes&d prevents these waves
from attending the communication. Temmunication around the head takes place
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through the surface-bound wavegere minima appears kb #3 @4 andlpack # @,
and one maximum dack = ltront.

As we notice here, the same behaviors Haaen observed as those in the theoretical
investigations. This validates the qualitatresults of the theoretical model.
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5 Magneto-dielectric antenna

5.1 Introduction

Antenna miniaturization is essential for wireless communication in hearing aid systems
since the mechanical as well ekectrical size of the amiaa must be small. There are
several techniques for antenmminiaturization and reody there has emerged a
significant interest in magneto-dielectrantennas. The magneto-dielectric materials
facilitate miniaturizationthrough a combination of magtization and polarization,
expressed in terms of the permeability goemittivity, yielding a smaller wavelength
inside the material andhds allowing for mechanically smaller antenna structure
compared to antennas without such materlalontrast to purely dielectrically loaded
antennas, the magneto-dielectric antennas can maintain an intrinsic impedance close to
that of free space and may thus provide aebetiatching of the antenna at its input and
output terminals as well as allowingdear bandwidth [47], [48] and [49].

It is difficult to find a material that has low loss of moderate permittivity and
permeability values. Ferrite materials are highly lossy in the VHF range and up [48].
There are attempts to fabricate artificial magneto-dielectric materials [48]-[54]. In articles
[48]-[50] the magneto-dielectric material wagde by combining dielectric materials and
ferrite materials. Others use the split-ringsawator, as in [51]94], to obtain the
magneto-dielectric materials and that resulbulky substrates. The technique that was
used in [48] to construct the magneto-dielectric material allows estimating the effective
permittivity and permeability of the substratejile there is not provide a pre-estimation
of the effective constitutive parameters of the substrate in [49]. In [52] and [53]
equivalent circuit models were provideddastimate the effective constitutive parameters.

In [55] a technique was given to estimate the constitutive parameters, the technique is
based on th&parameters. This technique was alsed in [52] and [53], where the unit

cell was simulated using CST [56] and the results were compared to the analytical model.
In [57] an experimental method was preasento estimate the effective constitutive
parameters. Th&parameters were measured forotwonopoles close to a unit cell
which consists of a split ring resonatdfrom the S-parameters the constitutive
parameters were estimatesing the method in [55].

5.2 Material properties

5.2.1 Dielectric polarization and permittivity

Two opposite charges thhave absolute valueg® and are separated by a distadce
form a dipole with a momenp Qd The dipole moment is icted from the negative
to the positive charge. Averagetbe electric dipoles momenp() per volumeY) is the
electric polarization vectorF&) [20, Eq. (2.3)];

& a N o
P Ilm «.1 I pt% » (5.1)
Vil Ty,
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The unit§ of thé® are coulomb per meter (C/m). Irdeelectric material, the electric flux

density D is:
& & &
D K P (5.2)

where E( is the applied electric field. In aimple material ther is proportionality
between the polarization and tapplied electric field, therefer(5.2) will be rewritten as
following:

& & &
D 41 RE HHE (5.3)

where /, is electric susceptibility. There areréle mechanisms that produce electric

polarization for dielectric; dipole polaation, ionic polarization and electronic
polarization. The materials,dahhave dipole (orientationgbplarization, posse permanent
dipole moments but in randomlyientation, thus the net resuwlt the polarization is zero.
However when an electric field applies, thipoles tend to align with the applied field.
Water has such polarization. The ionic (molatupolarization appears in materials that
consist of positive and negative ions sucls@dium chloride (NaCl). Appling an electric
field causes the charges to displace arat ttreates dipole moments. The electric
polarization is evident in most materials, am the electrons in the atom / molecule can
be modeled as negative charged cloud shatounds a positive charg&hen an electric
field is applied, the cloud displaces from denter and that results in dipole moment [20,
pp.46]. Fig. 5.1 shows the response of éhectron cloud responge a time varying
electric field.

Fig. 5.1: Time varying electric field applied to an atom, inducing a time-varying dipole m@ntiegt
contributes to the overall polarization densttyThe figure is copied from [58, Fig. 5.5-5].

5.2.2 Magnetization and permeability

Electric current flow always produces magaodields. Therefore atoms have magnetic
dipole moments due to the motion of their &l@as and due to the spin of the electrons.

The average of the magnetic moments IS((, wherel is a current runs in a loop that has
areaS, per volumeY) is the magnetizationM ) [20, Eq. (2.17)];
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The unit of the magnetization in the m.k.s. units is ampere per meter (A/m) and in the
c.g.S. units is emu per centimeters cubed (enf)/§&9, pp. 10]. The magnetic flux

density in a material is defined as;
& & &
B RH M (5.5)

where | is the free-space permeability is (the applied magnetic 1:ie|d. For simple
m(aterials (ferromagnetic materials excluded, is linearly related tél and hence to

H [21],
& & &
B B1 FH RPH (5.6)

m

where £/, is the magnetic susceptity. Materials fall into five groups; diamagnetic,

paramagnetic, ferromagnetic, antiferrgnatic and ferrimagnetic, according to the
behavior of their magnetic moments an external magnetic field [20, pp. 57].
Diamagnetism arises from the orbital movamef the electrons. The orbital magnetic
moments are opposite the directiof the applied magneticefd, thereby decreasing the
field, and lead to negative magnetic susd®ity that result in values of relative
permeability that are slightly less than unity. This effect occurs in all materials.
Paramagnetism arises from the partial alignment of the electron spins in metals in the
direction of the applied field. In paragreetic materials the magnetic dipoles do not
interact strongly with each other. The increase in the total magnetic field is therefore very
small. Thus the magnetic susceptibility 9Bghtly greater than unit. Ferromagnetism
arises because of strong interaction betwesghboring magnetic dipoles, a high degree

of alignment occurs even in weak extermagnetic dipoles, which causes a very large
increase in the total field. Antiferromagneti®ccurs when an ordered array of magnetic
moments forms in which alteate moments have opposite ga@tations. The result net
magnetic moment is zero for the antiferromagnetic materials. The ferrimagnetism is a
special case of the antiferrromagnetism whereas the alternate moments unequal in the
absence of an applied magnetic field.

Ferromagnetic materials possess very high permeability and high conductivities;
therefore there is minimum interaction betm these materials and the electromagnetic
waves [20]. Ferrites are made by sintereagmixture of metallic oxides and have a
general chemical compositiorAO Fe,O,, where A is a divalent metal such as

manganese, magnesium, iron, zinc, nickel, cadmietc. or a mixture of these [21, pp.
450] and [60, pp. 4]. Ferrites are ceramic-liketenals with high spefic resistivitis as
much as 1 greater than the metals and witteldttric constantaround 10 to 15 or
greater [21, pp. 450]. The higbsistivity allows electromagtie waves to penetrate them
and therefore the ferrites are suitable focnmivave applications golator, circulator,
variable phase shifter, variable aiators and switchef1] and [60].
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5.2 Theoretical approach

5.2.1 Antenna configuration

Antennas can have several dgaofations; linear wire antmas, loop antennas, helical
antennas, microstrip antennas, etc. The asicip antennas have low profile and they
usually have light weights, simple ankexpensive to manufacture and many other
benefits. For all these benefits, the patctemna was chosen to study the effect of a
magneto-dielectric substrate. The structurehef patch antenna thet depicted in Fig.

5.2 constitutes of a circulgatch on top of a magneto-tiietric substra of heighth and

an infinite ground plane. Aoaxial cable feed the antea through the ground plane at
distancer, from thez-axis of the patch. The patch and the ground plane are made of
conductors that have a finite conductivify The magneto-dielectric substrate has both
permittivity @and permeability,.

CfeS Lres

Fig. 5.2: The configuration of the circular patch antenna and its equivalent circuit.

Performance of an antenna can be desgrilyemany parameters, such as a bandwidth,
radiation efficiency, size of the antenmhrectivity, and etc. The study was limited on
four parameters; which are the radiation ey, quality factor, badwidth and the size
of the antenna.

There are several techniques to analyzepdteh antenna, includg the cavity model
[61]-[63] and the transmissn line model [64]-[66]. Thecavity model in [61] was
expanded in this thesis to include the magneto-dielectric substrate. The patch antenna is
modeled as a cylindrical cavity that is bouddeth perfect electd conductors (PEC) on
the top and on the bottom, and it is bountlgda perfect magnetic conductor (PMC) on
the side wall, while the magneto-dielectric material fills the cylinder. The height of the
substrate is very small in comparison with the radiasd the wave length inside the
substrate. So the electriteld is homogenous insidéhe substrate and it has za
component,

E, CJ,(kr)cosn/ (5.7)

z

whereC is a constant], is the Bessel function of orderandk ./ H Pk, with kg is the

(
free-space wave number. The magnetic fieldcan be calculately using Maxwell’s
equation, and it becomes,
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H i ICk J tkr)cosn/ ICk J, (kr)sinn / (5.8)
ko K ko /5 AT

where J &kr) dJ, (kr)/d(kr ). In order for theH, to vanish at the PMC wall the
J.&ka) 0. The roots /, that satisfy this condition aigiven in [25, pp. 205]. So the

antenna will be resonant at the frequehgythat is obtained by equating /# Pk,a,, to
t...» wherea,n is the radius that safies the boundary condition;

F.c

oo tmC 5.9
Yoo (5.9)

a o fm (5.10)
Ko R H

wherec is the velocity of [ight in free-space. The electric fiejdon the PMC induces a
surface magnetic curretd ®*  2f uzE, /2E, and this current is responsible for the
radiation fields.

5.2.2 Efficiency calculation

The radiation efficiency@q of the antenna is the ratio of the radiated pdwgrto the
accepted powelP,., The accepted power includes thdiaked power, the lost power in
the conducting disk and grouid and the lost power in the magneto-dielectric substrate
Pma. So the efficiency is written as:

/rid I:>rad I:)rad ( 5 . 1 1)

P. P, P. P,

acc rad

To calculate the far fields of the ante, first the electric vector potentiatan be
calculated by using [39, eq. (3-28)] and thrapplying [39, eq. (3-26)] and [39, (3-29)]
the magnetic and the electric faglds can be found. Derneryd [61] treats a microstrip
disk antenna with dielectric substrakte calculated the far fields, the conductaGeg
that will dissipate the same power as tretiated by the disk, the dielectric losses and
the ohmic losses in the conductors as wadl itiput impedance of the antenna. Similar
approach will be used toniil general expressions for the ohmic loss and for the magneto-
dielectric loss for the magneto-dielectric cnustrip disk antenna, while the radiated
power will be calculated directly frof&,,4 Since this value does not depend explicitly on
constitutive parameters of the substraterdference to Fig. 5.2 the radiated power is
calculated as:

I:)rad %czradlvnm|2 (512)
V. hE, ChJ, (ka,) (5.13)

nm

r ay,/ 0
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This is the radiated power for moden The radiated power depegs on the radius of
the disk. So for a constant radimshe radiated power remaigenstant despite of values
of thel, and Qas long as the product of them is constant.

The electric current density on the groundn@ and on the disk, which have finite
conductivities, are responsible for the ohrlisses. We assumed the electric and the
magnetic loss tangents are smalk (  / and /), which minimizes the
complexity of the calculations. This loss can be calculated as following:

2 Sa
P. R 3\33\ adi RS 3\34 b aar
00 00
1 2 R, 1 2
P. #= ———1 E n* =G 5.14
C 2[\/nm| h2k02/§ % @,n nm 2 CNnm| ( )
&
where J®is the electric surface current dagpon the ground plane and on the diRkjs
the skin effect resistance ang,is the Kronecker delta and equals 1ifior 0. Both the

definition of Rs and the derivation of the ohmic poweg are given in appendix lll.
Notice that the ohmic power isverse proportional to th€€. So for constant radius the
ohmic loss decreases as the valup, dfcreases.

The losses in the substrate can be dividgviolosses, a magnetic loss and an electric
loss. The sum of the magnetic and the electric losses in the substrate will be called as a
magneto-dielectric loss. Thmeagneto-dielectric loss powBrg will be calculated directly
from eq. (5.7) and (5.8) by utling [25, pp.24] which yields;

ZHY 2 ZPR
P — = dv —/°¢ 2TQdV
, AV S

md

at n 1
# [\/nm|2 an G q ))32 RG; 'Er?m n2 EGmdNnm|2 (515)

where tan¢ /@ Ccand tan¢, // / are the electric and the magnetic loss

tangents of the substrate, respvely. The derivation of gimagneto-dielectric power is

given in appendix lll. The loss in the substrate is inverse proportiorfat fthe loss in

the magneto-dielectric substrate is dominated by the magnetic loss, since the electric loss
tangent is divided by.Z ,. For example, at a frequency of 100 MHz tlg, is about ~

800, so the first term in Eqg. (5.15) bewss insignificantly small and thus it can be
neglected from the equation. After we foutidlae necessary conducizes, the radiation

efficiency can be calculated in terms oé tbonductances. Because the voltage term is
one for all the powers, therefore it will be canceled out and thus;

Grag (5.16)
GC Gmd

He o

rad

5.2.3 Quality factor and bandwidth calculations

The quality factor is defined as the ratibthe stored energy to the energy loss per
cycle:
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W, W
Q ~——"— (5.17)
I:)rad PC I:)md
where & is 2@Eimes the operating frequentyW. and W, are the stored electric and
magnetic energies. At resonance the magrestergy equals the electric energy, so the
quality factor will be calculated in term of the electric energy:

2 2\,
P P P

rad

Q (5.18)

The quality factorQ of an antenna is an important parameter specifying the antenna
performance, in particular, a high value @fmeans that large amounts of the reactive
energy is stored in the near zone field, #mnd in turn implies large currents, high ohmic
losses, narrow bandwidth, and large freqyesensitivity [67]. So it is preferred to
reduce the& value, but this value is physically limited and the lower bound3 foir the
first two modes are known as Chu lower bound which is given in [20]:

1 1
. _ 5.19a
Qchu,i1 ka ka 3 ( )
3 6 18
Qchu,21 (5.19b)

ked k,a® kpa’

The Chu lower bound will be used to normalithe quality factor of the magneto-
dielectric antenna. Another important param#état specifies the antenna performance is
the bandwidthBW of an antenna. The bandwidtblates to the quality factd® of the
antenna and from [39, eq. (14-88a)] it can be expressed as:

BW 2
*\

QL [
where*is the maximum allowable input refleat coefficient. Most of the reactive
energy of the patch antenna is stored insgide substrate while a small amount of the
energy may stored outside the patch, #asumption is based on the condition thak
a. The total stored energy equals twice #tered electric energy at the resonance
frequency. The stored electenergy can be calculated bilizing [21, eq. (2.51a)]:

W % E EdV (5.21)

(5.20)

e
\%

where/C Re J, /r" andV is the volume under the disBy substituting eq. (5.7) in

(5.21) the energy becomes as following:

2 0Gh 5 o 2 72 2,242 S0l 2
W, [Cf 23T Kay, n” Ji(kaw) [CFNIN(A) LS A,
W, VpPoi e (5.22)

8k*h ™
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5.3 Numerical results

For this section in general, the substratéaken to be lossless and the conductor is
made of the copper. To understand the eféddhe magneto-diettric substrate on the
performance of the patch, parameter studidisbe carried where the frequency remains
constant while the radiug; and Q change.

5.3.1 Validation of the analytical formulas

The cavity can be modeled as a parallel resonahich is shown in Fig. 5.2. The input
impedance of the antenna is given as:

G J Z%I'ES i .

ZL. 1

zZ. © o © (5.23)
GZ z %res i ’
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The capacitanc&€,s and the inductancé.s can be calculated from the resonance
frequencyfp = f,m and the quality factor of the antenQa

L. 2$1GQ (5.24a)
0
2

Ce 2L$° (5.24b)

res

By insertingL,es andCres in €q. (5.23) we are able to find the real and the imaginary
values of the input impedanZg.

The analytical solution was validated against numerical simulations by using HFSS.
Three circular patch antennas thatr@sonant at 1 GHand have radiuses= 39.31 mm,
are supported by three different substrates; aorestitutes of a diektric material, the
second constitutes of magnetic materials and the third constitutes of magneto-dielectric
materials. They have equal heights 1.5 mm, while the electidl properties were given
in Tab 5.1. The structure of the circugatch antenna is depicted in Fig. 5.3.

Fig. 5.3: The structure of the patch antenna in HFSS.
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The antenna fed by a lumped source leetwthe patch and the ground planea.at
Equation (5.10) was used to estimate thdius of the antennawhich operate at the
fundamental mode TM. The equation provides a good esttian about the radius, but
in the simulation the resonance frequency idtesh a little bit to the right. Patch
antennas usually have narrow bandwidth,irsathe simulation the frequency swept
between £25 MHz around tihesonant frequency.

Fig. 5.4, 5.5 and 5.6 show the real andithaginary parts of the input impedance of the
patch antennas. The blue lines represent thidtseof the analytical solutions while the
red dashed lines represent the results oktmeilations. The left graphs show the cases
where the radiuses of both the anabftiand simulated solutions are equals=(39.31
mm). In the right graphs, the radiuses of the analytical solutions were changed to shift the
resonant frequencies toward the simuolatresults. There are goagreements between
the simulations and the analytical dalns, where the differences between the
impedances are small.

The calculation of the resomiafrequency by eq. (5.9) de not take into account
fringing effect. The fringing ioreases the dimension ofetlpatch, so the resonant
frequency shifts to the left. For dielectric substrates the actual adilisbe replaced by
and an effective radiug which is given in [27, eq. (14-67)];

- 2h 2 §&. oz’

a, a® = In32" 177269,
- 1

(5.25)
ﬁ/r_/ - @h 1 /&

The shift of the resonant frequency for thelectric substrate is not as large as the
other cases, where the resonant shifts 2oftthe dielectric substrate, 2.5 % for the
magneto-dielectric substrate and 5 % for thagnetic substrate. To shift the resonant
frequencies toward the simulated results, rdaius of the patch were changed to 38.5
mm, 37.5 mm and 38.2 mm for the anterwi¢h dielectric, magnetic and magneto-
dielectric substrates, respectively. Tab. 5.dvwshthe values of the radiation efficiencies
Qg and the bandwidthBW of the analytical and the sidated results. There are some
differences between the analytical and the &ated results, but in general they seem to
have close values. In order tesign a circular patch antea the analytical solution
provides knowledge including the radius, tHigceency, the optimal location to match a
feeding line and etc.

In addition to that, each simulation in HF&Sjuires at least 5 min which is the time to
make the calculations, pre-pregaons are required to makiee simulation and that add
extra time, while the analytical solutiagan perform hundreds of calculation in few
seconds. Therefore, the paramaéteestigations werearried by the analytical model.

Tab. 5.1: Efficiency and bandwidth of magneto-glotlic antennas with different electrical properties

0 analytical simulation

Hr Q% | BWiows% | @u% | BWiow%
1 5 71.8 0.6 61.1 0.5
5 1 98.5 1.5 94.5 1.4

2.2361| 2.2361 92.9 0.8 86.6 0.8




55

Fig. 5.4: The impedance of the patfitenna with a dielectric substrafe € 1, @ = 5), where the blue
lines represent the analytical results, while the red dashed lines represent the results of the simulation
program HFSS.

Fig. 5.5: The impedance of the patch antenna with a magnetic suhstrate @= 1).

Fig. 5.6: The impedance of the patch antenna with a magneto-dielectric supstrafs«2.2361).

5.3.2 Effect of p, and Q on the efficiency

The efficiency is an important panater that affects the link-budged of
communication. Small antennas usually hpwer efficiencies, small bandwidth, omni-
directional pattern and vergmall input impedances. Butelefficiency becomes a very
important issue for a communication syst#mat has limited power supply, such as
hearing-aid devices, infon bodsensors or other small devices. Fig. 5.7 shows the
efficiency in percent of theuhdamental and the second modes {T&hd TMx3), where
the horizontal axis is values pf, the vertical axis is the values @fand the color is the
scalar value of the efficiency. The daslhiad represents the ses where the radiaswas
kept constant, while botly and @ change according to eg. (5.10).
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Fig. 5.7: Radiation efficiency of the TM(left) and TMy (right).

By viewing the cases wheeis constant we notice tHellowing; a) the efficiency
increases agl, increases for the TM and TMy, b) for a constantQ the efficiency
increases ag; increases until it satues at certain values @i, for the second mode
TM3; and c) we expect TM to have saturation but for higher values@fhan that for
TM,1. The increment of the efficiency happen, because of the reduction in the electric
currents on the patch and on the ground-plamee the substrate was assumed to be
lossless Rmg = 0) and the radiated powBf,q is constant, because it depends only on the
radiusa. So according to eq. (5.16) the denominator becomes small iasreases,
which leads to the conclusion tia¢ becomes small gs increases. This result had been
found for a rectangular patch amt& numerically in [68].

5.3.3 Effect of p, and Q on the quality factor

The quality factors were alsmalculated for lossless substrates, where Fig. 5.8 shows
the ratio of the quality facto® to the Chu lower bound®chy 11 and Qchu 21 Which are
given by eg. (5.13a) and (5.13b), respecyivéhe Chu lower bounds depend only on the
radius of the sphere that surrounds the antesmé#or the cases where the radiuses were
kept constant the Chu lower bounds remain constants.

Fig. 5.8: Ratio of the quality factor to the Chu lower bound of the, Tlft) and TM; (right).
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That ratios of the TM and TMy; are almost similar, as wellow the dashed line the

ratio decreases ag or Qincreases but the reduction of the ratio is faster for the increase
of Y, than for the increase d). Since the Chu lower boundsaronstants on the dashed
lines, that means the reduction of the quality faQare faster than the reduction of the
Chu lower bounds. The increment @fresults in high ohmic losBc which leads to a
smallQ, while the increment gi, results in small ohmic log%: which leads to a hig®.
Since theQ decreases, so the incrementupfminimizes the total stored energy in the
system. The minimum quality factor is alm@stimes the Chu lower bound, which is not
a small value because the patch occupiesad $raction of the sphere that surrounds the
antenna.

5.3.4 Effect of p, and Q on the bandwidth

Here we shall study the effect of the elmetr properties of th magneto-dielectric
substrates on the bandwidths of théeana. The bandwidth increases asjthencreases
for both of the modes, and decreases astimereases.

Fig. 5.9: Bandwidth of the TM (left) and TM; (right).

We notice that the highest band#ids almost 1.5 % for the TMand smaller than 0.6
% for the TM1. The pattern of the of the bandwidth for TNk different from the pattern
of the TMys, where for a constan® the bandwidth increases psincreases untiBW
saturates at certajin for TMy3, while the bandwidth decreasespasncreases for TiM.
For the cases on the dashed lines, the bandwidth increasemeasases for both TM
and TM;.

5.3.5 Lossy substrate

The magneto-dielectric substrate can havéigh loss tangent [50] and [66]. It is
possible to find dielectrisubstrates with highHand small electrical loss tangents tan
around 0.001. We will compare the performnes of a patch antenna with a lossy
magneto-dielectric substrate to the performamiean antenna with a low loss dielectric
substrate. The calculations are carrmgt with HFSS. The refractive index of the
magneto-dielectric and the dielectric substiaté&ept equal, while the loss tangent is
taken to reflect realistic values. Both antesihave the same dimensions and they are fed
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through a lossless lumped component matchirgyitry. A radiation boundary was used
to calculate the efficiency of the antesnand the bandwidths were read from 8e
graphs.

Fig. 5.10 shows both the efficiency anlde bandwidth results of the numerical
solutions. The height of thantennas is kept constant= 1.5 mm, and the radii are
determined for an operation frequency of 1 GHquation (5.7) can be used to estimate
the radius of the antennadh during the simulation smadldjustment on the radius is
necessary to shift the resamdrequency toward 1 GHZhe ground plane and the patch
are taken to be made of copper which revé¢laé advantage of ing magneto-dielectric
substrate. The black line isrfa patch antenna with dielectsabstrate. This antenna will
be used as a reference for the comparisdre simulated antennas have dielectric
substrate ¢2, 4,=1), magneto-dielectric substrate$£@, ,=2) and (#2, \,=4). The
areas of these antennas compare with the reference antenna are 1:1, 1:2 and 1:4. The
antennas with the magneto-dielectric substatill be divided into two groups; a group
with constant electrical loss tangent tar 0.001 while the magnetic loss tangent/tan
varies, and a group with tan= tan/,. The antennas of the firgtoup (the blue and the
green lines) have higher efficiencies thaa teference antenna (black line), while they
have almost the same bandwidth. The antenh#se second grouphg red and the cyan
lines) have less or comparable efficienciethreference antenna and the bandwidth of
these antennas are wider ththe bandwidth of the reference antennas, especially for the
high loss cases. This can be understoadnfrequations (5.8) and (5.10), where the
increase inPyg reduces the total quality factond this leads to an increase in the
bandwidth. The antennas of the first groane almost 10 % more efficient than the
antennas of the second group. At low tathe bandwidths of thevo groups are almost
comparable, while the bandwid of the second group isnabst 20 % wider than the
bandwidth of the first group at high tAnFor the same dielectric losses the efficiency of
the antennas increases as the permeabilitycreases, while the bdwidths are almost
unchanged. This agrees witie analytical results of ¢nffundamental mode (1,1).
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Fig. 5.10: The efficiency and the bandwidth fosdp magneto-dielectric antennas. All the antennas are
supported by substrates that hake 2, while differenty, and tan, have been taken. The index m

for the magnetic loss tangent and e for the electric loss tangent. The blue and the green lines are
related to substrates having constant/{an0.001, angl, = 2 and 4, respectively, while both the red and
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the cyan lines are related to tare tan/, = [0.001, 0.005, 0.01, 0.05, 0.1], amd= 2 and 4, respectively.
The black line is related to dielectric substrates, which Ha&ve, 4, = 1 and tart,, = 0.

Since it is possible to find dielectric substrates with low/damvo other antennas have
been also simulated, where the substrates h##d, (1=1), (#8, u,=1) and tark =
0.001. The efficiencies of these antenna&s4.5 % and 43.8 %, and the bandwidths are
0.7 % and 0.4 %. The sizes of these antearmsomparable to the sizes of the magneto-
dielectric antennas with #2, \,=2) and (K2, \,=4). Fig. 5.10 shows the differences
between the efficiencies and the bandwidihthe antennas with the magneto-dielectric
substrates and the antennas with the dielectric substrates of the same sizes. We see the
same behavior here where the madgrielectric substrate with high, and low losses

provide good efficiency. As long the lossesregmse, which is the case for many ferrite
composites, the efficiency degrades.
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Fig. 5.11: The differences of the efficiencies ahe bandwidth of the magneto-dielectric antennas in
fig. 5 and antennas with dielectsgabstrates that have same sizes as the magneto-dielectric antennas.
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6 Summary and conclusions

6.1 Ear-to-ear communication

The theoretical work focused on estatiigy a simple model for the communication
between two antennas near a head. The miogektigates the general nature of the
communication in a qualitative way, wheredetailed and quantit&e investigations
require a more complicated model. Thus tiead was modeled as a homogenous sphere
and the antennas were modeled as eléctagnetic hertzian gole antennas. The
electromagnetic fields were expanded in t®mh spherical vector wave functions. The
dissipated and the radiated powesre calculated, and the path-loss was defined in terms
of the scattering coeffients for four cases; aoriented electric hertzian dipole antenna
(EHDz), az-oriented magnetic dipole antenna (MHDz), »aariented electric hertzian
dipole antenna (EHDx) and aroriented magnetic hertzian dipole antenna (MHDXx). The
convergence of the solutions was tested it was found that source and observation
close to scatterer problem requires a langember of modes. The spherical model was
used to generate 2D plots of the fieldsdesand outside the splee The plots provided
information about the communiten channels, such as the&tions of the channels, the
type of propagation and the polarizationtbé waves close to the sphere. The plots
showed two channels; one is through thadchand one is around it. The inside waves
were subjected to high attenuation thatkesathe contribution of these waves in the
communication insignificant. The outsid®mmunication channel used surface-bound
waves to transmit signals beten the antennas. It was fourad, least for the studied
frequencies, that the EHDz generatedazefwaves have orthogonal polarizations, while
the EHDx and MHDz generated surface magnetaves of mixed polarizations and the
MHDx generated surface magnetic waves onfjential polarizations. The term “magnetic
polarization” was used, because the draitting and the receiving antennas were
magnetic dipoles. The values of the patsslfor EHDz and MHDx were low (-10 dB for
EHDx and -27 dB at 1 GHz), and high foethMHDz and EHDx (-65 dB for MHDz and -
50 dB for EHDx at 1GHz). This is due tcetlsoupling of the receiving antennas with the
surface waves. The first two antennas hagntations that were parallel with the
polarizations of the surface waves, while théelatiwo antennas hadientations that are
almost orthogonal with the polarizations tife surface waves. So we came to the
following conclusions:

1. Ear-to-ear wireless communicatiotake place outside the head.

2. The communications take place throughfate waves that run on the surface
of the head.

3. Path-loss can be minimized by generatsugface waves of patizations that
are parallel to the orierttan of the receiving antenna.

In the second part of the study, experimemtaéstigations were carried to measure the
path-loss. A measurement setup consisting étwork analyzer, set of antennas and a
standard SAM phantom head, were arrahgklost of the designed antennas were
dipoles, because they had been used to makgparisons with the theoretical results.
Different baluns were designed to prevém surface currents on the feed cables from
corrupting the measurements. Performances of the antennas and the baluns were
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characterized by measurements and simulatibhe measurements of the path-loss took
place near the head at different locations faeguencies and the path-losses of the head
were found to be -40 dB at 920 MHz, -50 dBl1.5 GHz, -65 dB at 2.45 GHz and -60 dB

at 3.225 GHz. These values correspond to the antenna on the head. A comparison of the
measurements and the thama computation shows goodragments between them.

The investigations show thtte surface-bound waves are the main mechanism in the ear-
to-ear wireless communication, and the ga#s values depend on the quality of the
coupling between the polarizations of theface-bound waves and the receiving antenna.
Therefore, to minimize the path-loss, itimportant to design antennas that generate
surface-bound waves of polarizations that caleavith the polarization of the antennas.

It is better to work in th&equency range between 1 Ghiad 3 GHz, where the path-loss

is smaller than -35 dB and the efficiermfythe antennas are acceptable in this range.

In this subject, | suggest ng of different orientations amather types of antennas, like
loop antennas or monopoles. For future workedent orientationgnd different antenna
types shall be considered, where loop manés and monopoles can be use to measure the
path-loss.

6.2 Magneto-dielectric antenna

For the magneto-dielectric antenna, an ar@yimethod was used to study the effects of
magneto-dielectric materials on the perforges (the efficiency, the bandwidth and the
quality factor) of an antenna. A circulpatch antenna was chosen for the study. The
antenna was modeled as a cylindrical cavitgd with the magneto-dielectric material.
Analytical formulas for the efficiency, the mdwidth and the qualitfactor were derived,
and they were validated against numergiaiulations by HFSS. The analytical solution
can handle low-loss substrates, while it cantrest high-losses cases. Parameter studies
were carried to find the optimal permances of the antenna, where bottand Hvary
between 1 and 5. An increase of gives best performances, where the efficiency
increase as well does the bandwidth whicheases or at least remains constant while
the size of the antenna reduces. An increagg oésults also in minimizing the stored
energy, and that leads to minimizee thuality factor. The increase df/degrades the
performances of the antenna, where the efficy and the bandwidth decrease, as well
does the quality factor whichdreases, and that results in increasing the stored energy.
High loss tangent degrades the parfances of the patch antennas.

It is possible to findsubstrates with high dielectric constant and yet with a small loss
tangent, but it is difficult to find a magneteetéctric substrate that has a small loss
tangent. Both the quality factor and the bandiwidcrease as the loss tangent increases,
but the efficiency becomes small. The mdgrdielectric materia have potentials to
replace the conventional dietac materials, but theyhave problems which can be
overcome with time.

This subject is not a new anbut it did not invetigated as should be. The analytical
model should be developed to includgtiloss cases. Different antennas should be
considered, like loop or heli antennas. In addition théheoretical investigation,
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experimental works should usetiee, but at low frequencies where the loss of the ferrite
is small, or split ring resonators as magneto-dielectric materials.
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A  Spherical vector wave functions

General spherical wave functions

m

fhe Ty AL Smo.
V25 n(n 1) g|m
Blm Blm ¥
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) e D el
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Orthogonality of spherical wave functions
Vector product:
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Product of radial components:
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Product of tangential components:
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Scalar product:
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(A.7)
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B  Sources coefficients

x-oriented electric dipoles

In the previous sections we used the raxifty theorem to find the coefficients of the
z-oriented electric and magnetic dipole. cdlmner method can be used to find the
coefficients by using the rotation and transkatamefficients which & given in [3]. In

this section and in the next section we will use this method to fir@.fhecoefficients of

thex-oriented electri@and magnetic dipoles.
An x-oriented electric dipole that is locatedtla¢ origin of the coordinate system has
the Q coefficients [3, eq. (2.124)]:
1 Kk,

Qu Qu d mﬁ (B.1)

In [3, app. A3] there is a good explanatiorhofv to apply the translation algorithm, so
we don't need to repeat it agaiThe translation coefficien®&X? can be found by

applying symmetry property [3, e(A3.10)] and special casg eq. (A3.20)] and [3, eq.
(A3.21)], and theC coefficients become:

C2linlol)  Con(kolo) - 17 1§J2n 1R (kofo) (8.2)
21(c) 21(c) i n \/é / (c)
Cl, 1n (koro) C11n (koro) ] 1 7 2n 1R1n (koro) (B-3)

where the radial functioR is defined by eq. (A.3). So tE® coefficients become:

Ko 10t 2n 1 4o

(©) © g = (k,r,) (B.4)
2, 1n 21In e n 0'0
JK 16S
.k 2n 1
(© © g j—2 ni “R™ 9 (K, r,) (B.5)
1, 1n 11n e n 0'0 .
JK 16 S

We get the sam@ coefficients by applying #hreciprocity theorem.

x-oriented magnetic dipoles
The translation coefficien®’X“ and theQ!® coefficients of thex-oriented magnetic

smn smn

dipole are calculated using thdgation and translation method:

Gl (koto)  CaP(kory) j 1 ”§\/2n 1R (k,r,) (B.6)
11(c) 11(c) ni \/§ / (c)

Cl, 1,n (koro) C11n (koro) 1 7 2n 1R2n (koro) (B-7)
© © nl2n 1 “ o)
2, 1,n 21n dmkom 1 —Rln (koro) (B-8)

16 S
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c : nl2n 1,
O QR dulkoV B 1" TSR 9 (ko) (B.9)

z-oriented magnetic dipole
The coefficients of the scatteradd the total are calculated to be:

Qs Q® O (ko) RS (ka) RS (ko) REY (ky2)
10n 101
" KRS (kea)RY (ki) AR (koa) RS (kja)

®k 1 A (B.11)
10n 1 2 3 (k D (k 3 (k Dk '
1 kOa /6R2n ( Oa) n ( 1a‘) /i n ( Oa) R2n( 1a)

(B.10)

Qon  IQ

x-oriented electric dipole
The coefficients of the scatteradd the total are calculated to be:
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Qb 1y Q@YK 1 VA (B.15)
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(B.12)

(B.14)

x-oriented magnetic dipole
The coefficients of the scatteradd the total are calculated to be:

oL 05 o /sFe(él)g(koa)R(l(ﬁ(klw g (koa)R%)) (k;a)
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(B.16)

(B.18)

Qé 1n len JQ

Reproducing of Stratton’s results
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In this section, we will reproduce the rdsuhat are derived by Stratton for a plane
wave scattered by a dielectrighere. For this purpose, theriadles were transformed to
agree Stratton’s notations,

N % % HP U ka NU ka (B.20)
we then replace the parameters in (2.38b) and (3.39b), and the coefficients becomes,
2 JHPRINORY, (O | HHRP, (N ORY( B.21)
" JHERY, ((NORD ([ HRRO(N ORE, (Y
a1 1 j
e O PRO(N RO, (o | HBRY, (N 0RO ( (522
For the TE modes(= 1), the scattering coefficient becomes,
VHPILNG 4 [HH @GN @S,y @
an
VHE S NGN PRy JHPIL0GY 6 F @
c d
Where f(N QP mf(l\@y
NV RN G P Ny NN T, ( o @
an
NVES NG PRE (N (NG 6 (0 @
. (o
p, PhNO U NGN 9@,y & @ g2
Pi, (NG & P° Ny N PHE o° @
and for the TM modes(= 2), eq. (B.21) becomes,
n JHPRO(NORY, (O | HHRY, (N ORE (&
" JHARE, (NORD (Y [ HPRE(NORE, (U
VAP NGN Py HHLN @ 4 ° @
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We re-write (1l-14a) to age with Stratton notations,

Pin( UNU(NPC N2, (NY $(0@
PO (/N G (N 0P° N2 (N O 6O ( @ @
Both equations (B.23) and (&) agree with the resultsahhad been found by Stratton.

B, (B.25)
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C Closed forms of the sources

Here we shall derive the fad of the dipole antennas bying the closed form method.
An infinitesimal dipole antenna is positionedzat -ro has a current distribution:

(

‘]e,m ﬁde,m Q( r( c
(r rg)di 9
r2sin ;i

&
‘]e,m pde,m (Cl)

The definition of the delta functionr' ' is given in [32, eq. (14-167)], whepds a

unit vector for the orietation of the dipoled. n is the dipole moment, the index
represents the electric dipol®, represents the magnetic dipole ahs the Dirac delta
function. The time fact@xp j & is used to derive the closed form equations.The

electric vector potentid-i becomes:
& kR
AR) 2, H— (C.2)
1R

Then the magnetic and the electric fields the dipole can be calculated using
Maxwell's equations and the formula in [26, eq. (3-29)]:

( 1 , (
o (C.4)
A jzH A '

By inserting eq. (C.2) in (C.3) and (C.#e found the electric and the magnetic fields
of the electric dipole which is oriented in th€irection:

& & KR _ a 2p2 : o
EZ E, de,ie—3 ®F « 2c0s71 kR rr,sin? 73 KR - 3kR »
jZAR = S R Y
~ a 22 H 01/
BsinT7T,21 jkR rr r,cos 7'3 KR 5 3JkR »3yi (C.5)
- R Yy
5O T sin 7 k
H H sin ri jkR C.6
e A e 493 J ( )
Hez,r H; T Eez,/ 0 (C7)

« (
The electric ector potentiaF is related to the magnetic vector potenfialy the
following relation:

A —e L (C.8)

To calculate the electric and the magnetetds from the electric vector potential we
use the following relations:
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( 1 , (
E- - uF (C.9)
( 1 (

H —— ' UE C.10
F jzPp " ( )

By inserting (C.8) in (C.9) and using (¢,.3%ve found the following relations between
fields of the magnetic and the electric dipoles:

& & & [ &
er g Loyp Gl l oy (C.11)
H d, P d,
& & &, &
HF .i’ UEF .if u§1’ uF .if u’
1ZP iZP o H 1 jZPH
& & ( &
HF #’ u’ u_/_'d_mA d_mi’ ul’ UA d_mi’ UHA
iZPH  Pd, d, jzP P d, jZP
& & d H&
H?Z H “m "E C.12

Eq. (C.11) and (C.12) are geakrelations and they aradependent of the directions.
So we will use the equations also with #eriented dipoles.
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D  Fields distributions

In this appendix, the plots of theells distributions are given for theoriented
magnetic dipole antenna (MHDz);oriented electric dipole antenna (EHDx) amrd
oriented magnetic dipole antenna (MHDz)eTdlectrical propertyfeects on the S21 will
be also given. All the plots wegenerated by the theoretical model.



77

MHDz

Fig. D.1: The results for zoriented magnetic dipole near a dielectric sphere. Amplitude in dB. The
horizontal axis is th&-axis and the vertical axis is thexis.
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EHDx (E-plane)

Fig. D.2: Amplitude in dB for the electric and the magnetic fields oktbdented electric dipole near
the dielectric sphere. The horizontal axis is}texis and the vertical axis is tkexis.
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EHDx (H-plane)

Fig. D.3: Amplitude in dB for the electric and the magnetic fields oftbaented electric dipole near
the dielectric sphere. The horizontal axis isyaxis and the vertical axis is tkexis.
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MHDx (H-plane)

Fig. D.4: Amplitude in dB for the electric and the magnetic fields oktbeented magnetic dipole near
the dielectric sphere. The horizontal axis is}texis and the vertical axis is tkexis.
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MHDx (E-plane)

Fig. D.5: Amplitude in dB for the electric and the magnetic fields oktbeented magnetic dipole near
the dielectric sphere. The horizontal axis isyexis and the vertical axis is tkexis.
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Electrical properties effects

Fig. D.6: The normalize&,; at 400 MHz.

Fig. D.7: The normalize&,; at 2.45 GHz.
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E  Power calculations of the magneto-dielectric
antenna

Ohmic power Pc

The fields under the microstrigisk are given by eq. (4.1) and (4.2). The electric
surface current on conductors leads to theioHass, similar to [21, pp. 498-499] the
ohmic powerP¢c can be found as:

2 Sa

P. R 3\33\ ad/ RS 3\34 9 aas

00 00
Zp
R 2w
2 Sa ) )
PR 3B} [H/[ @a/ (E.1)

whereRs is skin effect resistance ants thq conductivity of the ground plape and the
disk. Since the electric current densityzs H on the ground plane andz uH on the
disk. After substituting from eq. (4.2) thergal expression of the ohmic power for any
mode becomes:

QD

-2 a 2 o
0o 3k2I ek L I%ky,dU ,n z0

e ® o
Ko K RC > iy sk oy @ U n o

O|o (o}

Since we assume the loss tangent is very small ( 4 and ;€ ,Q, and to

minimize the complexity of the calatlons we assume the wave numke#k,, FCL.
Integration by parts the firserm gives the following:

x 2 &k iy d U Pk yd kY g

. S du dU
aJ_(ka)J ¢ka) 3 (K Q’— M du (E.2)

where B.C. is an short form of boundary cibiod. Reference to [1, eq. (6.5.4)] the
differential equation in the integral term is:

d (f”—“ §k2U—J 0 (E.3)
du dU ¢ Ui

So the integration becomes:
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The ohmic power for modebecomes:
C|*J2(ka L 1 k?a? n? E.5
R,
P. 2|<:|J(ka) 22/§P&1QK n?
: R
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14 n O

G

% n zo

Magneto-dielectric powerPpmqg
While the power loss in the substrate whis the magneto-dielectric power will be

calculated as two separate losses, a loss becduke imaginary part of the dielectric
constant and a loss because of the imaginary part of the permeability. The sum of these
losses, precisely the loss of the dieleatonstant and the loss tife magnetic constant,

will give the loss of the magneto-dielectric substrate:

ZH o 12 2R3 ﬁ‘?
P ; V$Z| v =7 Vw dv (E.7)

md

By substituting eq. (4.1) and (4.i2) (E.6) we get the following:

az2s az2s
[ Z;Wh 3J3k con /WM U 2R, 3\H3Lj H ,\2 dHdU (E.8)

00 00

P

md

The second term in eq. (E.7) can be treateegagE.1), while the integration of the first
term is a straightforward integration. So the magneto-dielectric power becomes:

AZHHS ZPRS° ) s o
P h|C| J2(ka) « 4 y” /gpé"l G, k’a*> n (E.9)
He Acl 1 @n) ’
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F HFSS simulation and measurement results

The plots of the fields distrutions for the Ant. 1 near SAM phantom head. The fields
were generated by HFSS.

(@) (b)

(c) (d)
Fig. F.1: Simulated magnitude of the complex (a) and (c), and the real (b) and (d), electric fields that
radiated by Ant. 1. The color sealanges from 0 V/m (black) to 1 id/(white) of the electric field. The
plots (a) and (b) show top view, while (c) and (d) show the front view.
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(a) (b)
Fig. F.2: Computed magnitude of the complex (a) and the real (b) electric fields that radiated by a
tangential electric dipole, where it radiate 0.5 W. Taler scale ranges from 0 (black) to 5 V/m (white)
of the electric field. The anteniga1 cm away from the surface thle sphere which has a radas 9.3

cm.
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Fig. F.3: The measuraeéflection coefficient;; of (a) Ant. 1, (b) Ant. 2, (c) Ant. 3 and (d) Ant. 4, while
(e) and (g) show the measured and the simulgtedf Ant. 5 and Ant. 3, respectively. The dashed line

is the simulated,; for the antenna fed without a cable, while the doted line corresponds to the antenna
fed by a cable.
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Fig. F.4: Simulation (a) of a Z-dipole antenna mounted with wideband coaxial balun, whereas figure (b)
and (c) shows the measur8d andS;; in free-space and near SAMaittom head. The simulation was
carried by CST [56]. The dimsions of the antenna ailg:= 6 cm,l; = 4 cm,b = 6.25 cm and = 60

deg.
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Fig. F.5: The measured and the simulagigd(a) andS;; (b) for Ant. 5, where as figure (c) shows the
path-loss for frequency range from 941 MHz to 1027 MHz.
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Fig. F.6: Measure®; between 990 and 1016 MHz for Ant. 5. The vertical axes are the sample number
and the horizontal axes are t8g. Figures (a), (b) and (c) corresml to the distasze from the head,
while (d) to (f) correspond to the orientation of #rgenna with respect to the head. The last two figures
(g) and (h) correspond to the height. All the parameters are defined in figure (i).
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Fig. F.7: Simulated (a) and measured @&) andS,; of the antenna in (dyhere figure (c) shows the
measuredPL as function of thd,.. The green lines in figure (@re the S-parameters near SAM
phantom head and the red lines are the S-parameters in free-space.
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Matlab scripts

In this section all the used Matlab scripts tha used in this thesis will be given. The
programs are given as scripts withmbers start from 1 to 16:

Script 1 is an algorithm thatalculates the spherical function that is defined by eq.
(A.3).

Scripts 2 and 3 are algorithms that calaldite theta and the phi components of the
spherical wave function which are defined by eq. (A.1).

Scripts 4, 5 and 6 are algihms that calculate the radial, the theta and the phi
components of the spherical wave ftioc which are defined by eq. (A.2).

Script 7 is an algorithm that calculatiee rotation coefficient which is defined by
eq. (2.42).

Script 8 is an algorithm that caletés the translation coefficient.

Scripts 9 to 12 are algorithms that caltelthe electric, the magnetic and the power
density of EHDz, EHDx, MHDz anMHDx near a dielectric sphere.

Script 13 is an algorithm that calculatéhe electric and the magnetic fields for
EHDz after translation and rotation of th@edinate system. Thecript uses scripts
14 to 16.

Scripts 14 to 16 are algorithms thatlculate the spherical wave function
components which are defined by eq. (A.1) and (A.2).



94

Script 1

This script calculatethe spherical function®® (kr 19, eq. (A1.6)].

%%%%%%%%% %% % %% %% %% %% % %% % %% %% %% %% % %% % %% % %%

% kr :is the product of wave-number dhd translation distance.

% Input:

% s :isthe type of mode which can be 1 or 2.

% c :takes values 1 to 4 to describe the type of the wave.
% n :is the mode number whicttifferent from zero.

%

% Output:

% R :isthe spherical coefficient.

%

%
%
%
%

%
%

%

%%%0%6%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

function  R=Rfunc(s,c,n,kr)

if (s==1)
R=sbessel(c,n,kr);
else

R=sbessel(c,n,kr)./kr + dbessel(c,n,kr);
end

function  zn=sbesself(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=shessel(c,n,kr)
if (c==1)
zn=sbesself(c,n,kr);
end
if (c==2)
zn=sbesself(c,n,kr);
end
if (c==3)
zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);
end
if (c==4)
zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end

function  db=dbessel(c,n,kr)
db = (n)./kr.*sbessel(c,n,kr) - sbessel(c,n+1,kr);



Script 2

The first function (Flntheta) is the main function whilthe remain fu
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function which are used by the mdimction. This program calculateB® (r, 7 /) ~T,
[19, eq. (A1.45)].

%%%0%%%%%%%0%%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input:
% c
% n
% m
% kr

: takes values 1 to 4 to describe the type of the wave.
. is the mode number whichdifferent from zero.

: is the mode number whichlig| dn.
. is the product of wave-numberdethe radial distance.

% theta: is the position angle (radian).

% phi :is the position angle (radian).

%

% Output:

% F1n :This is the theta compoef the wave function where= 1.

%

%
%

tions are sub-

%

%
%
%

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

function  F1n=F1n_theta(c,m,n,kr,theta,phi)

F1n = mFun(m)*1/sqrt(2*pi)*sqrt(1/(n*(n+1)))*NormLegCoef(n,m)*

sbessel(c,n,kr).*j.*m.*legendre_(n,m,cos(theta))./sin(theta).*exp(j*m*p

hi);

function  mm=mFun(m)

if (m==0)
mm=1;
else

mm=(-m/abs(m))*(m);

end

function  zn=sbesself(c,n,kr)

if (c==1)

zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end
if (c==2)

zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=shessel(c,n,kr)

if (c==1)

zn=sbesself(c,n,kr);

end
if (c==2)

zn=sbesself(c,n,kr);

end
if (c==3)

%
%

%
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zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);
end
if (c==4)
zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 3

This program caIcuIateE(%C)

(r, T/ ~7,[19, eq. (A1.45)].

1mn

%%%9%%%%%% %% % %% %% %% %% %% %% %% %% %% %% % %% % %% % %%

% Input: %

% c :takes values 1 to 4 to describe the type of the wave. %
% n :is the mode number whichdifferent from zero. %

% m :is the mode number whichjig dn. %

% kr :is the product of wave-numberdathe radial distance. %

% theta: is the position angle (radian). %
% phi :is the position angle (radian). %

% %

% Output: %

% F1n :This is the phi compomeof the wave function whese= 1. %

%%%0%6%%0%%%%0%6%%0% % %% %% %% % %% %% %% %% %% %% %% %% %% %

function

F1n=F1n_phi(c,m,n,kr,theta,phi)

F1n = -mFun(m)*1/sqrt(2*pi)*sqrt(1/(n*(n+1)))*NormLegCoef(n,m)*
sbessel(c,n,kr).*dlegendre(n,m,cos(theta)).*exp(j*m*phi);

function

mm=mFun(m)

if (m==0)
mm=1;

else

mm=(-m/abs(m))*(m);

end

function

zn=sbesself(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==

2)

zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function
if (c==

zn=sbessel(c,n,kr)

1)

zn=sbesself(c,n,kr);

end

if (c==2)
zn=sbesself(c,n,kr);

end

if (c==

3)

zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);

end

if (c==4)
zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);

end
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function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  dP=dlegendre(n,m,x)

n=abs(n);

m=abs(m);

if (m==0)
dP=-legendre_(n,1,x);

else
dP=1/2*((n-m+1)*(n+m)*legendre_(n,m-1,x)-legendre_(n,m+1,x));

end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 4

This program caIcuIateE(%C)

(r, 7/) T,[19, eq. (A1.46)].

2mn

%%%9%%%%%% %% % %% %% %% %% %% %% %% %% %% %% % %% % %% % %%

% Input: %

% c :takes values 1 to 4 to describe the type of the wave. %
% n :is the mode number whichdifferent from zero. %

% m :is the mode number whichjig dn. %

% kr :is the product of wave-numberdathe radial distance. %

% theta: is the position angle (radian). %
% phi :is the position angle (radian). %
% %

% Output: %

% F2n :This is the radial cgponent of the wave function whese 2. %

%%%0%6%%0%%%%0%6%%0% % %% %% %% % %% %% %% %% %% %% %% %% %% %

function

F2n=F2n_r(c,m,n,kr,theta,phi)

F2n = mFun(m)*1/sqrt(2*pi)*sqgrt(1/(n*(n+1)))*NormLegCoef(n,m)*

n*(n+1)./kr.*sbessel(c,n,kr).*legendre_(n,m,cos(theta)).*exp(j*m*phi);

function  mm=mFun(m)
if (m==0)
mm=1,
else
mm=(-m/abs(m))*(m);
end

function  zn=sbesself(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=shessel(c,n,kr)
if (c==1)
zn=sbesself(c,n,kr);
end
if (c==2)
zn=sbesself(c,n,kr);
end
if (c==3)
zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);
end
if (c==4)
zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end
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function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 5 8(
This program calculateB® (r, 7 /) ~ T, [19, eq. (A1.46)].

%%%%%%%%% %% % %% %% %% %% % %% % %% %% %% %% % %% % %% % %%

% Input: %

% c :takes values 1 to 4 to describe the type of the wave. %
% n :is the mode number whichdifferent from zero. %

% m :is the mode number whichjig dn. %

% kr :is the product of wave-numberdathe radial distance. %

% theta: is the position angle (radian). %
% phi :is the position angle (radian). %
% %

% Output: %

% F2n :This is the theta compotef the wave function whee= 2. %

%%%0%6%%0%%%%0%6%%0% % %% %% %% % %% %% %% %% %% %% %% %% %% %

function  F2n=F2n_theta(c,m,n,kr,theta,phi)

F2n = mFun(m)*l/sqrt(2*p|)*sqrt(l/(n*(n+1)))*NormLegCoef(n m)*
(sbessel(c,n,kr)./kr + dbessel(c,n,kr)).*
dlegendre(n,m,cos(theta)).*exp(j*m*phi);

function  mm=mFun(m)
if (m==0)
mm=1;

else

mm=(-m/abs(m))(m);

end

function  zn=sbesself(c,n,kr)

if (c==

1

zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=sbessel(c,n,kr)

if (c==

1)

zn=sbesself(c,n,kr);

end

if (c==

2)

zn=sbesself(c,n,kr);

end

if (c==

3)

zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);

end

if (c==4)
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zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  db=dbessel(c,n,kr)
db = (n)./kr.*sbessel(c,n,kr) - sbessel(c,n+1,kr);

function  dP=dlegendre(n,m,x)

n=abs(n);

m=abs(m);

if (m==0)
dP=-legendre_(n,1,x);

else
dP=1/2*((n-m+21)*(n+m)*legendre_(n,m-1,x)-legendre_(n,m+1,x));

end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 6 8(
This program calculateB° (r, 7 /) ~7, [19, eq. (A1.46)].

%%%%%%%%% %% % %% %% %% %% % %% % %% %% %% %% % %% % %% % %%

% Input: %

% c :takes values 1 to 4 to describe the type of the wave. %
% n :is the mode number whichdifferent from zero. %

% m :is the mode number whichjig dn. %

% kr :is the product of wave-numberdathe radial distance. %

% theta: is the position angle (radian). %
% phi :is the position angle (radian). %
% %

% Output: %

% F2n :This is the phi compomeof the wave function whee= 2. %

%%%0%6%%0%%%%0%6%%0% % %% %% %% % %% %% %% %% %% %% %% %% %% %

function  F2n=F2n_phi(c,m,n,kr,theta,phi)

F2n = mFun(m)*l/sqrt(2*p|)*sqrt(l/(n*(n+1)))*NormLegCoef(n m)*
(sbessel(c,n,kr)./kr + dbessel(c,n,kr)).*
j-*m.*legendre_(n,1,cos(theta))./sin(theta).*exp(j*m*phi);

function  mm=mFun(m)

if (m==

0)

mm=1;

else

mm=(-m/abs(m))*(m);

end

function  zn=sbesself(c,n,kr)

if (c==

1

zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=sbessel(c,n,kr)

if (c==

1)

zn=sbesself(c,n,kr);

end

if (c==

2)

zn=sbesself(c,n,kr);

end

if (c==

3)

zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);

end

if (c==4)
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zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  db=dbessel(c,n,kr)
db = (n)./kr.*sbessel(c,n,kr) - sbessel(c,n+1,kr);

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 7
This script calculates the rotation coefficiedts, ( 7), [19, eq. (A2.3)].

%%%9%%%%%% %% % %% % % %% %% %% %% %% %% %% % %% %% % %% % %%

% Input: %
% n :is the mode number whictdifferent from zero. %
% m :is the mode number whichig dn. %
% theta: is the rotation angle (radiag) %
% %
% Output: %
% d_a2 : is the rotation coefficients, which run fppm —n to n. %

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

function  d_a2=rotationCoef(n,m,theta)
% Calculate the rotation coefficients using (A2.3)

mu=-n:n,

for k=1:2*n+1
sigma=max(0,-mu(k)-m):min(n-m,n-mu(k));

d_a2(k,1)=sqrt(factorial(n+mu(k)).*factorial(n-

mu(k))./(factorial(n+m).*factorial(n-m))).*
sum(comp(n+m,n-mu(k)-sigma).*comp(n-m,sigma).*(-1). "(n mu(k)-

sigma).*(cos(theta/2)).”(2*sigma+mu(k)+m).* .
(sin(theta/2)).A(2*n-2*sigma-mu(k)-m));

end

function  P=comp(n,k)
P=factorial(n)./(factorial(k).*factorial(n-k));
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Script 8
This script calculates éhtranslation coefficien€ (kA , [19, eq. (A.3.3)].

%%%9%%%%%% %% % %% %% %% %% % %% % %% %% %% %% % %% % %% % %%

% Input: %
% c :takes values 1 to 4 to describe the type of the wave.

% s :isthe type of mode which can be 1 or 2.

% sigma: is thelin the translation coefficient. %
% n :is the mode number whichdifferent from zero. %
% mu : is theu in the translation coefficient. %
% nu :is theQ@in the translation coefficient. %
% KA :is the product of wave-number ahd translation distance. %
% %
% Output: %
% C :isthe translation coefficient. %

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

function  C=translationCoef(c,s,sigma,n,mu,nu,kA)
[a_q,p]=GauntCoefs(mu,n,-mu,nu);
C=sqgrt((2*n+1)*(2*nu+1)/(n*(n+1)*nu*(nu+1)))*
sqgrt(factorial(nu+mu)*factorial(n-mu)/(factorial(nu-
mu)*factorial(n+mu))).*
(-1)mu*1/2*"(n-nu)*sum(j."(-
p).*(deltaFun(s,sigma).*(n.*(n+1)+nu*(nu+1)-p.*(p+1))+
deltaFun(3-s,sigma)*2*j*mu*kA).*a_g.*sbessel(c,p,kA));

function  d=deltaFun(s,sigma)
if (s==sigma)
d=1;
else
d=0;
end

function  zn=sbesself(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

function  zn=sbessel(c,n,kr)
if (c==1)
zn=sbesself(c,n,kr);
end
if (c==2)
zn=sbesself(c,n,kr);
end
if (c==3)
zn=sbesself(1,n,kr)-j*sbesself(2,n,kr);
end

%
%



if (c==4)
zn=sbesself(1,n,kr)+j*sbesself(2,n,kr);
end

function [a_g,p_]=GauntCoefs(m,n,mu,nu)

g_max=gmax(m,mu,n,nu);
a=2;

p=n+nu-2*q;
p_=[n+nu;n+nu-2];
n4=n+nu-m-mu;

a q(1,1)=1; %a 0
a_q(2,1)=(2*n+2*nu-3)/2*(1-(2*n+2*nu-1)/(n4*(n4-1))*
((m-n)*(m-n+1)/(2*n-1)+(mu-nu)*(mu-nu+1)/(2*nu-1)));

while (g<=g_max)
while (Afunc(p+4,m,mu,n,nu)~=0 && g<=g_max)

a_q(g+1,1)=(cfuncl(p,m,mu,n,nu)*a_g(q,1)+cfunc2(p,m,mu,n,nu)*a_q(g-
1,1))/cfuncO(p,m,mu,n,nu);

p_(a+1,1)=p;

q=q+1;

p=n+nu-2*q;

end

while (Afunc(p+4,m,mu,n,nu)==0 && Afunc(p+6,m,mu,n,nu)==0 &&
g<=g_max)

pl=p-m-mu;

p2=p+m+mu;

a_q(gq+1,1)=(p+1)*(p2+2)*Alfafunc(p+2,n,nu)*a_q(q,1)/((p+2)*(p1+1)*Alfaf
unc(p+1,n,nu));

p_(q+1,1)=p;

gq=q+1;

p=n+nu-2*q;

end

while (Afunc(p+4,m,mu,n,nu)==0 && Afunc(p+6,m,mu,n,nu)~=0 &&
q<=g_max)
pl=p-m-mu;
p2=p+m+mu;
a(2,1)=(2*n+2*nu-1)*(2*n+2*nu-7)/4*((2*n+2*nu-3)/(n4*(n4-
1)*((2*n+2*nu-5)/(2*(n4-2)*(n4-3))*
((m-n)*(m-n+1)*(m-n+2)*(M-n+3)/((2*n-1)* (2*n 3))+2*(m-
n)*(m-n+21)*(mu-nu)*(mu-nu+21)/((2*n-1)*(2*nu-1))+
(mu-nu)*(mu-nu+1)*(mu-nu+2)*(mu-nu+3)/((2*nu- 1)*(2*nu 3)))
(m-n)*(m-n+1)/(2*n-1)-
(mu-nu)*(mu- nu+1)/(2*nu 1)+1/2);

a_q(g+1,1)=(cfuncl2(p,m,mu,n,nu)*a_q(q,1)+cfunc22(p,m,mu,n,nu)*a_q(g-
1,D)+ ..
cfunc32(p,m,mu,n,nu)*a_q(g-2,1))/cfunc02(p,m,mu,n,nu);

%a l
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if (0==2)
p_(3,1)=n+nu-2*q;
end
p_(a+1,1)=p;
q=q+1;
p=n+nu-2*q;
end
end
a_g=Astart(m,mu,n,nu)*a_q;

function  g=gmax(m,mu,n,nu)
gl=min(nu,floor((n+nu-abs(m+mu))/2));

g=min(n,ql);

function  A=Afunc(p,m,mu,n,nu)
A=p*(p-1)*(m-mu)-(m+mu)*(n-nu)*(n+nu+1);

function  cO=cfuncO(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
c0=(p+2)*(p+3)*(p1+1)*(p1l+2)*Afunc(p+4,m,mu,n,nu)*Alfafunc(p+1,n,nu);
function  cl=cfuncl(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
c1=Afunc(p+2,m,mu,n,nu)*Afunc(p+3,m,mu,n,nu)*Afunc(p+4,m,mu,n,nu)+

(p+1)*(p+3)*(p1l+2)*(p2+2)*Afunc(p+4,m,mu,n,nu)*Alfafunc(p+2,n,nu)+
(p+2)*(p+4)*(p1+3)*(p2+3)*Afunc(p+2,m,mu,n,nu)*Alfafunc(p+3,n,nu);
function  c2=cfunc2(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
c2=-(p+2)*(p+3)*(p2+3)*(p2+4)*Afunc(p+2,m,mu,n,nu)*Alfafunc(p+4,n,nu);
function  a=Alfafunc(p,n,nu)
a=(p"2-(n+nu+1)"2)*(p"2-(n-nu)"2)/(4*p"2-1);

function  cO=cfunc02(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
cO=(p+2)*(p+3)*(p+5)*(p1+1)*(p1l+2)*(pl+4)*Afunc(p+6,m,mu,n,nu)*Alfafunc
(p+1,n,nu);

function  cl=cfuncl2(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
cl=(p+5)*(p1+4)*Afunc(p+6,m,mu,n,nu)*(Afunc(p+2,m,mu,n,nu)*Afunc(p+3,m,
mu,n,nu)+ ...

(p+1)*(p+3)*(p1l+2)*(p2+2)*Alfafunc(p+2,n,nu));

function  c2=cfunc22(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;
c2=(p+2)*(p2+3)*Afunc(p+2,m,mu,n,nu)*(Afunc(p+5,m,mu,n,nu)*Afunc(p+6,m,
mu,n,nu)+ ...

(p+4)*(p+6)*(p1+5)*(p2+5)*Alfafunc(p+5,n,nu));

function  ¢3=cfunc32(p,m,mu,n,nu)

pl=p-m-mu;

p2=p+m+mu;

c3=-
(p+2)*(p+4)*(p+5)*(p2+3)*(p2+5)*(p2+6)*Afunc(p+2,m,mu,n,nu)*Alfafunc(p+
6,n,nu);
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function  aO=Astart(m,mu,n,nu)
aO=upfactorial(n+1,n)*upfactorial(nu+1,nu)/upfactorial(n+nu+1,n+nu)*
factorial(n+nu-m-mu)/(factorial(n-m)*factorial(nu-mu));

function  n=upfactorial(n,v)

N=cumprod(n+(0:v-1));

n=N(end);
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Script 9

This script calculates electric and the magniicls as well as # power density inside

and outside a dielectrisphere of radiua and the transmitting antenna zsriented
electric dipole antenna EHDz and hasdistance from the origin. This script is not a
function, therefore it is necessary to put all the functions (scripts 1 to 8) in the same
directory as this script. Therare several parameters timaed to be assigned before
running the script.

%%%0%%%%%%%0% %% %% %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input: %

% a :the radius of the sphere. %
% rO :the position distance of the transmitting antenna. %
% fO :the operating frequency. %
% N1 :the number of modes. %
% N : number of points that are useat#dculate the fields on. %
% x :the limit of the region where the fielal® calculated on the x-axis. %
% z :the limit of the region where the fiell® calculated on the z-axis. %
% %

% Output: %
% Electric field, magnetic fieldral power density. %

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Validation of the fields of z-oriented electric fields scattered by a
% dielectric sphere.

%
% The parameters of the system

% clear all

€0=8.854e-12; % permittivity of the free-space. [F/m]
u0=4*pi*le-7; % permeability of the free-space. [H/m]

n0=1/376.7; % impedance of the free-space. [Ohom]
€=2.998e8; % velocity of light in free-space. [m/s]

r0=.093; % location of the dipole. [m]

a=.085; % radius of the sphere

f0=1e9; % operating frequency. [Hz]

w=2*pi*f0; % angular frequency. [radian/s]

kO=w/c; % wave length in free-space. [1/m]

er=41.0 +j*17.8; % relative permittivity of the sphere
ur=1; % relative permeability of the sphere
n1=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=kO0.*sqrt(ur.*er); % the wave number inside the sphere

N1=80; % number of the modes

N=100; 9% number of the points
x=linspace(-.13,.13,N);
z=linspace(-.13,.13,N);
[X,Z]=meshgrid(x,z);
Y=0*ones(N);
[phi,theta,r]=cart2sph(X,Y,2);
theta=pi/2-theta;
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r=reshape(r,1,N*N);
theta=reshape(theta,1,N*N);
phi=reshape(phi,1,N*N);

%
% interpolation of the data of the head

pl = 3.2404e-048;

p2 =-5.057e-038;

p3 = 2.5808e-028;

p4 =-3.6429e-019;

p5 =4.1155e-010;

p6 = 0.73379;

sigmaFun= @(x) p1*x."5 + p2*x.* +p3*x."3 + p4*x."2 +p5*x + p6; % sigma
pl = 2.6703e-075;

p2 =-7.7329e-065;

p3 = 9.3934e-055;

p4 = -6.2078e-045;

p5 = 2.4204e-035;

p6 = -5.6427e-026;

p7 =7.5919e-017;

p8 = -5.4572e-008;

p9 = 57.247,;
epsilonFun = @(X) p1*x."8 + p2*x."7 +p3*X."6 + p4*x."5 +p5*x."4 +
pP6*X."3 +p7*X."2 + p8*x + p9; % mu_r

sigma=sigmaFun(f0);
epsilon=epsilonFun(f0);

er = conj(epsilon-j*sigma./(w*e0));

n1l=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sqrt(ur.*er); % the wave number inside the sphere
%

n=(1:N1)";

Q20i1=k0./sqgrt(n0).*(-
1).An.*sqrt(n.*(n+1).*(2*n+1)/(4*pi)).*Rfunc(1,3,n,k0.*r0)./(k0.*r0);
Q20i3=k0./sqgrt(n0).*(-
1).An.*sqrt(n.*(n+1).*(2*n+1)/(4*pi)).*Rfunc(1,1,n,k0.*r0)./(k0.*r0);

% Rfunc(s,c,n,kr)
Q20s1=0Q20i1.*(sgrt(n1/n0).*Rfunc(2,1,n,k0.*a).*Rfunc(1,1,n,k1.*a)
-sgrt(n0/nl).*Rfunc(1,1,n,k0.*a).*Rfunc(2,1,n,k1.*a))./
(sgrt(n0/n1).*Rfunc(1,3,n,k0.*a).*Rfunc(2,1,n,k1.*a)
-sgrt(n1/n0).*Rfunc(2,3,n,k0.*a).*Rfunc(1,1,n kl.*a))'
Q20t1=Q20i1.*k0./k1.*-j. /((kO *a).12)./
(sqrt(n0/n1).*Rfunc(1,3,n,k0.*a).*Rfunc(2,1,n,k1. *a)
-sgrt(n1/n0).*Rfunc(2,3,n,k0.*a).*Rfunc(1,1,n,k1.*a));

for n=1:N1
% z-orientation
Flilpz(:,n)=transpose(F1n_phi(1,0,n,k0.*r,theta,phi));
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F1i3pz(:,n)=transpose(F1n_phi(3,0,n,k0.*r,theta,phi));
F2ilrz(:,n)=transpose(F2n_r(1,0,n,k0.*r,theta,phi));
F2i3rz(:,n)=transpose(F2n_r(3,0,n,k0.*r,theta,phi));
F2ilthz(:,n)=transpose(F2n_theta(1,0,n,k0.*r,theta,phi));
F2i3thz(:,n)=transpose(F2n_theta(3,0,n,k0.*r,theta,phi));

Fltlpz(:,n)=transpose(F1n_phi(1,0,n,k1.*r theta,phi));
F2tlrz(:,n)=transpose(F2n_r(1,0,n,k1.*r,theta,phi));
F2t1thz(:,n)=transpose(F2n_theta(1,0,n,k1.*r,theta,phi));

end

% z-orientation

F1s3pz=F1i3pz;

F2s3rz=F2i3rz;

F2s3thz=F2i3thz;

Fltlpz(r>a,:)=0;
F2tlrz(r>a,:)=0;
F2tlthz(r>a,:)=0;
F1s3pz(r<=a,:)=0;
F2s3rz(r<=a,:)=0;
F2s3thz(r<=a,:)=0;

Flilpz(r>r0,:)=0;
F2ilrz(r>r0,:)=0;
F2ilthz(r>r0,:)=0;
F1i3pz(r<=r0,:)=0;
F2i3rz(r<=r0,:)=0;
F2i3thz(r<=r0,:)=0;
Flilpz(r<=a,:)=0;
F2ilrz(r<=a,:)=0;
F2ilthz(r<=a,:)=0;

Hipz=-j*k0.*sqrt(n0).*(F1i1pz*Q20i1+F1i3pz*Q20i3);
Eirz=k0./sqrt(n0).*(F2i1rz*Q20i1+F2i3rz*Q20i3);
Eithz=k0./sqrt(n0).*(F2i1thz*Q20i1+F2i3thz*Q20i3);

Hspz=-j*k0.*sqrt(n0).*(F1s3pz*Q20s1);
Esrz=k0./sqrt(n0).*(F2s3rz*Q20s1);
Esthz=k0./sqrt(n0).*(F2s3thz*Q20s1);

Htpz=-j*k1.*sqrt(n1).*(F1t1pz*Q20t1);
Etrz=k1./sqrt(nl1).*(F2t1rz*Q20t1);
Etthz=k1./sqrt(nl).*(F2t1thz*Q20t1);

% The analytical equation of z-oriented magnetic dipole:
% These equations are varified and they show similarity between them
% and the SVWE which are the correct behavior as we expect.

r0=-r0;

R=sqrt(r.~2+r0"2-2*r.*r0.*cos(theta));

H_pz=exp(-j*k0.*R)./(4*pi*R).*sin(theta).*r.*(1+j*k0.*R)./(R."2);

E_rz=-1./(j*w.*e0).*exp(-j*k0.*R)./(4*pi*R).*(-

2*cos(theta).*(1+j*k0.*R)./(R.A2)+
r.*r0.*(sin(theta)).*2.*((j*k0.*R)."2+3**k0.*R+3)./(R."4));



E_thz=1./(j*w.*€0).*exp(-j*k0.*R)./(4*pi*R).*sin(theta).*
(-2*(1+j*k0.*R)./(R.~2)+
r.*(r-r0.*cos(theta)).*((j*k0.*R).~2+3**k0.*R+3)./(R."4));

H_pz=conj(H_pz);
E_rz=conj(E_rz);
E_thz=conj(E_thz);
%

Hpz=Hipz+Hspz+Htpz;
Erz=Eirz+Esrz+Etrz;
Ethz=Eithz+Esthz+Etthz;

% Reform the fields from the colum matrix to (NxN) matrix form

H_pz=reshape(H_pz,N,N);
E_thz=reshape(E_thz,N,N);
E_rz=reshape(E_rz,N,N);

Hpz=reshape(Hpz,N,N);
Ethz=reshape(Ethz,N,N);
Erz=reshape(Erz,N,N);

r=reshape(r,N,N);
theta=reshape(theta,N,N);
phi=reshape(phi,N,N);

% Convert from sphrical to cartisian components
Emagz=sqrt((real(Erz))."2+(real(Ethz)).”2);
Exz=Erz.*sin(theta).*cos(phi)+Ethz.*cos(theta).*cos(phi);
Eyz=Erz.*sin(theta).*sin(phi)+Ethz.*cos(theta).*sin(phi);
Ezz=Erz.*cos(theta)-Ethz.*sin(theta);
Hmagz=sqrt((real(Hpz)).*2);

Hxz=-Hpz.*sin(phi);

Hyz=Hpz.*cos(phi);

Hzz=zeros(N);
Eabs=sqrt((abs(Erz))."2+(abs(Ethz)).”2);
Habs=abs(Hpz);

E_magz=sqrt((real(E_rz)).*2+(real(E_thz))."2);
E_xz=E_rz.*sin(theta).*cos(phi)+E_thz.*cos(theta).*cos(phi);
E_yz=E_rz.*sin(theta).*sin(phi)+E_thz.*cos(theta).*sin(phi);
E_zz=E_rz.*cos(theta)-E_thz.*sin(theta);
H_magz=sqrt((real(H_pz))."2);

H_xz=-H_pz.*sin(phi);

H_yz=H_pz.*cos(phi);

H_zz=zeros(N);

% Poynting vector S (radiating power)
Sxz=1/2*real(-Ezz.*conj(Hyz));
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Syz=1/2*real(Ezz.*conj(Hxz));
Szz=1/2*real(Exz.*conj(Hyz)-Eyz.*conj(Hxz));
Smagz=sqrt((real(Sxz))."2+(real(Syz))."2+(real(Szz)).”2);

m=3;

figure(1)

axes( ,18)

pcolor(X,Z,20*log10(abs(Emagz)/max(max(abs(Emagz)))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Exz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N),
real(Ezz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( ) %title('E”z svwe method [V/m]")

axis([x(1) x(N) z(1) z(N)]);

hold

axis( )

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
, ,2);hold ;

figure(2)

axes( ,18)

pcolor(X,Z,20*log10(abs(Hmagz)/max(max(abs(Hmagz)))))

shading

colorbar( ,18)

% hold on

% h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),...

% real(Hxz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N),...

% real(Hzz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N));

% set(h,'color','k")

xlabel( )

ylabel( )

title( ) %title("H "z svwe method [A/m]’)

axis([x(1) x(N) z(1) z(N)]);

% hold off

axis( )

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
, ,2);hold ;

figure(3)

axes( ,18)

pcolor(X,Z,10*log10(abs(Smagz)/max(max(abs(Smagz)))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Sxz(1:m:N,1:m:N))./Smagz(1:m:N,1:m:N),
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real(Szz(1:m:N,1:m:N))./Smagz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

axis( )

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
,2);hold ;
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Script 10

This script calculates electric and the magniics as well as # power density inside

and outside a dielectric sphere of radausind the transmitting antenna xsoriented
electric dipole antenna EHDx and hasdistance from the originThis script is not a
function, therefore it is necessary to put all the functions (scripts 1 to 8) in the same
directory as this script. Therare several parameters timaed to be assigned before
running the script.

%%%0%%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input: %

% a :the radius of the sphere. %
% rO :the position distance of the transmitting antenna. %
% fO :the operating frequency. %
% N1 :the number of modes. %
% N : number of points that are usea#dculate the fields on. %
% x :the limit of the region where the fiela® calculated on the x-axis. %
% z :the limit of the region where the fiell® calculated on the z-axis. %
% %

% Output: %
% Electric field, magnetic fieldral power density. %

%%%0%%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% The parameters of the system

clear

e0=8.854e-12; % permittivity of the free-space. [F/m]
u0=4*pi*le-7; % permeability of the free-space. [H/m]

n0=1/376.7; % impedance of the free-space. [Ohom]
€=2.998e8; % velocity of light in free-space. [m/s]

r0=.103; % location of the dipole. [m]

a=.093; % radius of the sphere

f0=.912e9; % operating frequency. [Hz]

w=2*pi*f0; % angular frequency. [radian/s]

kO=w/c; % wave length in free-space. [1/m]

er=41.0279 +j*17.8281, % relative permittivity of the sphere
ur=1; % relative permeability of the sphere
n1=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sgrt(ur.*er); % the wave number inside the sphere

N1=50; 9% number of the modes

N=100; % number of the points
x=linspace(-.13,.13,N);
z=linspace(-.13,.13,N);
[X,Z]=meshgrid(x,z);
Y=0*ones(N);
[phi,theta,r]=cart2sph(X,Y,2);
theta=pi/2-theta;

r=reshape(r,1,N*N);
theta=reshape(theta,1,N*N);
phi=reshape(phi,1,N*N);
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%
% interpolation of the data of the head

pl = 3.2404e-048;

p2 =-5.057e-038;

p3 = 2.5808e-028;

p4 = -3.6429e-019;

p5 = 4.1155e-010;

p6 =0.73379;

sigmaFun= @(x) p1*x."5 + p2*x."4 +p3*X."3 + p4*x."2 +p5*x + p6; % sigma
pl =2.6703e-075;

p2 = -7.7329e-065;

p3 = 9.3934e-055;

p4 = -6.2078e-045;

p5 = 2.4204e-035;

p6 = -5.6427e-026;

p7 = 7.5919e-017;

p8 = -5.4572e-008;

p9 =57.247;
epsilonFun = @(x) p1*x.28 + p2*x.\7 +p3*X."6 + p4*x."5 +p5*x."4 +
p6*x."3 +p7*x." 2 + p8*X + p9; % mu_r

sigma=sigmaFun(f0);
epsilon=epsilonFun(f0);

er = conj(epsilon-j*sigma./(w*e0));

n1=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sgrt(ur.*er); % the wave number inside the sphere
%

n=(1:N1); %Rfunc(s,c,n,kr)
Q11i1=j*k0./sqrt(n0).*(-

1).A(n+1).*1/4.*sqrt((2*n+1)/pi).*Rfunc(1,3,n,k0.*r0); % r<=r0
Q11i3=j*k0./sqrt(n0).*(-

1).M(n+1).*1/4 *sqrt((2*n+1)/pi).*Rfunc(1,1,n,k0.*r0); % r>r0
Q21i1=k0./sgrt(n0).*(-

1).A(n+1).*1/4.*sqrt((2*n+1)/pi).*Rfunc(2,3,n,k0.*r0); % r<=r0
Q21i3=k0./sqrt(n0).*(-

1).A(n+1).*1/4.*sqrt((2*n+1)/pi).*Rfunc(2,1,n,k0.*r0); % r>r0

Q11s3=Q11i1.*(-sqrt(n0/n1).*Rfunc(2,1,n,k0*a).*Rfunc(1,1,n,k1*a)+
sqrt(n1/n0).*Rfunc(1,1,n,k0*a).*Rfunc(2,1,n,k1*a))./
(sqrt(n0/n1).*Rfunc(1,1,n,k1*a).*Rfunc(2,3,n,k0*a)-
sqrt(n1/n0).*Rfunc(2,1,n,k1*a).*Rfunc(1,3,n,k0*a));

Q21s3=0Q21i1.*(sgrt(n0/n1).*Rfunc(2,1,n,k1*a).*Rfunc(1,1,n,k0*a)-
sqrt(n1/n0).*Rfunc(1,1,n,k1*a).*Rfunc(2,1,n,k0*a))./
(sqrt(n1/n0).*Rfunc(1,1,n,k1*a).*Rfunc(2,3,n,k0*a)-
sqrt(n0/n1).*Rfunc(2,1,n,k1*a).*Rfunc(1,3,n,k0*a));

Q11t1=Q11i1.*k0./k1.*(j./((k0O*a)."2))./
(sqrt(n0/n1).*Rfunc(1,1,n,k1*a).*Rfunc(2,3,n kO*a)
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sqrt(n1/n0).*Rfunc(2,1,n,k1*a).*Rfunc(1,3,n kO*a))'
Q21t1=Q21i1.*k0./k1.*(j./((k0*a).”2))./

(sgrt(n1/n0).*Rfunc(1,1,n,k1*a).*Rfunc(2,3,n kO*a)

sqrt(n0/nl).*Rfunc(2,1,n,k1*a).*Rfunc(1,3,n,k0*a));

for n=1:N1
% x-orientation

F1ilpx1(:,n)=transpose(F1n_phi(1,1,n,k0*r theta,phi)); % m=1
F1i3px1(;,n)=transpose(F1n_phi(3,1,n,k0*r,theta,phi)); % m=1
Flilpx2(:,n)=transpose(F1n_phi(1,-1,n,k0*r ,theta,phi)); % m=-1
F1i3px2(:,n)=transpose(F1n_phi(3,-1,n,k0*r theta,phi)); % m=-1
F1ilthx1(:,n)=transpose(F1n_theta(1,1,n,k0*r,theta,phi)); % m=1
F1i3thx1(:,n)=transpose(F1n_theta(3,1,n,k0*r,theta,phi)); % m=1
F1ilthx2(:,n)=transpose(F1n_theta(1,-1,n,k0*r theta,phi)); % m=-1
F1i3thx2(:,n)=transpose(F1n_theta(3,-1,n,k0*r,theta,phi)); % m=1
F2i1px1(:,n)=transpose(F2n_phi(1,1,n,k0*r theta,phi)); % m=1
F2i3px1(;,n)=transpose(F2n_phi(3,1,n,k0*r,theta,phi)); % m=1
F2i1px2(:,n)=transpose(F2n_phi(1,-1,n,k0*r,theta,phi)); % m=-1
F2i3px2(:,n)=transpose(F2n_phi(3,-1,n,k0*r,theta,phi)); % m=-1
F2i1thx1(:,n)=transpose(F2n_theta(1,1,n,k0*r,theta,phi)); % m=1
F2i3thx1(:,n)=transpose(F2n_theta(3,1,n,k0*r,theta,phi)); % m=1
F2ilthx2(:,n)=transpose(F2n_theta(1,-1,n,k0*r,theta,phi)); % m=-1
F2i3thx2(:,n)=transpose(F2n_theta(3,-1,n,k0*r,theta,phi)); % m=-1
F2ilrx1(:,n)=transpose(F2n_r(1,1,n,k0*r theta,phi)); % m=1
F2i3rx1(:,n)=transpose(F2n_r(3,1,n,k0*r theta,phi)); % m=1
F2i1rx2(:,n)=transpose(F2n_r(1,-1,n,k0*r,theta,phi)); % m=-1
F2i3rx2(:,n)=transpose(F2n_r(3,-1,n,k0*r,theta,phi)); % m=-1

% total fields

F1tlpx1(:,n)=transpose(F1n_phi(1,1,n,k1*r theta,phi)); % m=1
F1t1px2(:,n)=transpose(F1n_phi(1,-1,n,k1*r theta,phi)); % m=-1
F1tlthx1(;,n)=transpose(F1n_theta(1,1,n,k1*r theta,phi)); % m=1
F1t1thx2(:,n)=transpose(F1n_theta(1,-1,n,k1*r theta,phi)); % m=-1
F2t1px1(:,n)=transpose(F2n_phi(1,1,n,k1*r,theta,phi)); % m=1
F2t1px2(:,n)=transpose(F2n_phi(1,-1,n,k1*r theta,phi)); % m=-1
F2t1thx1(;,n)=transpose(F2n_theta(1,1,n,k1*r theta,phi)); % m=1
F2t1thx2(:,n)=transpose(F2n_theta(1,-1,n,k1*r,theta,phi)); % m=-1
F2t1rx1(;,n)=transpose(F2n_r(1,1,n,k1*r,theta,phi)); % m=1
F2t1rx2(:,n)=transpose(F2n_r(1,-1,n,k1*r theta,phi)); % m=-1

end

% x-orientation

% scattered fields



F1s3px1=F1i3px1;
F1s3thx1=F1i3thx1;
F1s3px2=F1i3px2;
F1s3thx2=F1i3thx2;

F2s3px1=F2i3px1;
F2s3thx1=F2i3thx1;
F2s3rx1=F2i3rx1;
F2s3px2=F2i3px2;
F2s3thx2=F2i3thx2;
F2s3rx2=F2i3rx2;

F1s3px1(r<=a,:)=0;
F1s3thx1(r<=a,:)=0;
F1s3px2(r<=a,:)=0;
F1s3thx2(r<=a,:)=0;

F2s3px1(r<=a,:)=0;
F2s3thx1(r<=a,:)=0;
F2s3rx1(r<=a,:)=0;
F2s3px2(r<=a,:)=0;
F2s3thx2(r<=a,:)=0;
F2s3rx2(r<=a,:)=0;

% incident fields

F1ilpx1(r>r0,:)=0;
F1ilthx1(r>r0,:)=0;
F1ilpx2(r>r0,:)=0;
F1ilthx2(r>r0,:)=0;

Flilpx1l(r<=a,:)=0;
Flilthx1(r<=a,:)=0;
Flilpx2(r<=a,:)=0;
Flilthx2(r<=a,:)=0;

F1i3px1(r<=r0,:)=0;
F1i3thx1(r<=r0,:)=0;
F1i3px2(r<=r0,:)=0;
F1i3thx2(r<=r0,:)=0;

F2ilpx1(r>r0,:)=0;
F2i1thx1(r>r0,:)=0;
F2ilrx1(r>r0,:)=0;
F2i1px2(r>r0,:)=0;
F2ilthx2(r>r0,:)=0;
F2ilrx2(r>r0,:)=0;

F2ilpx1l(r<=a,:)=0;
F2ilthx1(r<=a,:)=0;
F2ilrx1(r<=a,:)=0;
F2ilpx2(r<=a,:)=0;
F2ilthx2(r<=a,:)=0;
F2ilrx2(r<=a,:)=0;

F2i3px1(r<=r0,:)=0;

119



120

F2i3thx1(r<=r0,:)=0;
F2i3rx1(r<=r0,:)=0;
F2i3px2(r<=r0,:)=0;
F2i3thx2(r<=r0,:)=0;
F2i3rx2(r<=r0,:)=0;

% total field

F1tlpx1(r>a,:)=0;
F1tlthx1(r>a,:)=0;
F1tlpx2(r>a,:)=0;
F1tl1thx2(r>a,:)=0;

F2tlpx1(r>a,:)=0;
F2tl1thx1(r>a,:)=0;
F2tlrx1(r>a,:)=0;
F2tlpx2(r>a,:)=0;
F2t1thx2(r>a,:)=0;
F2t1rx2(r>a,:)=0;

% incident fields
Eipx=K0./sqrt(n0).*((FLilpx1+F1ilpx2)*Q11i1+(F1i3px1+F1i3px2)*Q11i3

+(F2ilpx1-F2i1px2)*Q21i1+(F2i3px1-F2i3px2)*Q21i3);
Eithx=k0./sqgrt(n0).*((F1ilthx1+F1ilthx2)*Q11il+(F1i3thx1+F1i3thx2)*Q11i
3

+(F2i1thx1-F2i1thx2)*Q21i1+(F2i3thx1-F2i3thx2)*Q21i3);
Eirx=kO0./sqrt(n0).*((F2i1rx1-F2i1rx2)*Q21i1+(F2i3rx1-F2i3rx2)*Q21i3);
Hipx=-
j*k0.*sgrt(n0).*((F2i1px1+F2i1px2)*Q11i1+(F2i3px1+F2i3px2)*Q11i3
+(Flilpx1-F1lilpx2)*Q21i1+(F1i3px1-F1i3px2)*Q21i3);
Hithx=-
j*k0.*sqrt(n0).*((F2ilthx1+F2i1thx2)*Q11i1+(F2i3thx1+F2i3thx2)*Q11i3
+(FLilthx1-F1ilthx2)*Q21il+(F1i3thx1-F1i3thx2)*Q21i3);
Hirx=-
j*k0.*sgrt(n0).*((F2i1rx1+F2i1rx2)*Q11i1+(F2i3rx1+F2i3rx2)*Q11i3);

% scattered fields
Espx=k0./sgrt(n0).*((F1s3px1+F1s3px2)*Q11s3
+(F2s3px1-F2s3px2)*Q21s3);
Esthx=k0./sqrt(n0).*((F1s3thx1+F1s3thx2)*Q11s3
+(F2s3thx1-F2s3thx2)*Q21s3);
Esrx=k0./sqrt(n0).*((F2s3rx1-F2s3rx2)*Q21s3);
Hspx=-j*k0.*sqrt(n0).*((F2s3px1+F2s3px2)*Q11s3
+(F1s3px1-F1s3px2)*Q21s3);
Hsthx=-j*k0.*sqgrt(n0).*((F2s3thx1+F2s3thx2)*Q11s3
+(F1s3thx1-F1s3thx2)*Q21s3);
Hsrx=-j*k0.*sgrt(n0).*((F2s3rx1+F2s3rx2)*Q11s3);

% total fields
Etpx=k1./sqrt(nl).*((F1tlpx1+F1t1px2)*Q11tl
+(F2t1px1-F2t1px2)*Q21t1);
Etthx=k1./sqrt(nl).*((F1tlthx1+F1t1thx2)*Q11tl
+(F2t1thx1-F2t1thx2)*Q21t1);
Etrx=k1./sqrt(nl).*((F2t1rx1-F2t1rx2)*Q21t1);
Htpx=-j*k1.*sqrt(n1).*((F2t1px1+F2t1px2)*Q11tl
+(F1tlpx1-F1tlpx2)*Q21t1);
Htthx=-j.*k1.*sqrt(n1).*((F2t1thx1+F2t1thx2)*Q11t1l
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+(F1tlthx1-F1t1thx2)*Q21t1);
Hirx=-j*k1.*sqrt(n1).*((F2t1rx1+F2t1rx2)*Q11t1);

%
% The analytical equation of x-oriented magnetic dipole:

% These equations are varified and they show similarity between them
and

% the SVWE which are the correct behavior as we expect.

% The equations of the closed-form and the SVWE are varified in the
% m-file "ValidationOf_x_Scattering.m"

ro=-r0;
R=sqrt(r."2+r0"2-2*r.*r0.*cos(theta));
H_rx=exp(-
j*k0.*R)./(4*pi*R).*sin(theta).*sin(phi).*r0.*(1+j*k0.*R)./(R."2);
H_thx=-exp(-j*k0.*R)./(4*pi*R).*sin(phi).*(r-
r0.*cos(theta)).*(1+j*k0.*R)./(R."2);
H_px=-exp(-j*k0.*R)./(4*pi*R).*cos(phi).*(r.*cos(theta)-
r0).*(1+j*k0.*R)./(R."2);
E_rx=-j*w.*u0.*exp(-j*k0.*R)./(4*pi*R).*sin(theta).*cos(phi).*
(1-(1+j*k0.*R)./((k0.*R)."2)+
r.*(r-r0.*cos(theta)).*((-j*k0.*R)."2+3**kO0. *R+3) /(k0.A2.*R."4));
E_thx=-j*w.*u0.*exp(-j*k0.*R)./(4*pi*R). *cos(theta) *cos(phi).*
(2-(1+j*k0.*R)./((k0.*R).~2)+
r.*r0.*(sin(theta)).”2.*((-
j*k0.*R).~2+3**k0.*R+3)./(k0."2.*R."4.*cos(theta)));
E_px=j*w.*u0.*exp(-j*k0.*R)./(4*pi*R).*sin(phi).*(1-
(14j*k0.*R)./(k0."2.*R."2));

E_rx=transpose(conj(E_rx));
E_thx=transpose(conj(E_thx));
E_px=transpose(conj(E_px));
H_rx=transpose(conj(H_rx));
H_thx=transpose(conj(H_thx));
H_px=transpose(conj(H_px));
E_rx(r<=a,))=0;
E_thx(r<=a,:)=0;
E_px(r<=a,:)=0;
H_rx(r<=a,:)=0;
H_thx(r<=a,:)=0;
H_px(r<=a,:)=0;

%

% Calculating the fields
Epx=E_px+Espx+Etpx;
Ethx=E_thx+Esthx+Etthx;
Erx=E_rx+Esrx+Etrx;
Hpx=H_px+Hspx+Htpx;
Hthx=H_thx+Hsthx+Htthx;
Hrx=H_rx+Hsrx+Htrx;

% Reform the fields from the colum matrix to (NxN) matrix form
E_px=reshape(E_px,N,N);
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E_thx=reshape(E_thx,N,N);
E_rx=reshape(E_rx,N,N);
H_px=reshape(H_px,N,N);
H_thx=reshape(H_thx,N,N);
H_rx=reshape(H_rx,N,N);

Epx=reshape(Epx,N,N);
Ethx=reshape(Ethx,N,N);
Erx=reshape(Erx,N,N);
Hpx=reshape(Hpx,N,N);
Hthx=reshape(Hthx,N,N);
Hrx=reshape(Hrx,N,N);

r=reshape(r,N,N);
theta=reshape(theta,N,N);
phi=reshape(phi,N,N);

% Convert from sphrical to cartisian components
Hmagx=sqgrt((real(Hrx)).*2+(real(Hthx)).~2+(real(Hpx))."2);
Hxx=Hrx.*sin(theta).*cos(phi)+Hthx.*cos(theta).*cos(phi)-Hpx.*sin(phi);
Hyx=Hrx.*sin(theta).*sin(phi)+Hthx.*cos(theta).*sin(phi)+Hpx.*cos(phi);
Hzx=Hrx.*cos(theta)-Hthx.*sin(theta);

Emagx=sqrt((real(Erx)). 2+(real(Ethx)).*2+(real(Epx))."2);
Exx=Erx.*sin(theta).*cos(phi)+Ethx.*cos(theta).*cos(phi)-Epx.*sin(phi);
Eyx=Erx.*sin(theta).*sin(phi)+Ethx.*cos(theta).*sin(phi)+Epx.*cos(phi);
Ezx=Erx.*cos(theta)-Ethx.*sin(theta);
Eabs=sqrt((abs(Erx))."2+(abs(Ethx)).*2+(abs(Epx))."2);
Habs=sqrt((abs(Hrx))."2+(abs(Hthx)).A2+(abs(Hpx))."2);

H_magx=sqgrt((real(H_rx)).~2+(real(H_thx))."2+(real(H_px)).”2);
H_xx=H_rx.*sin(theta).*cos(phi)+H_thx.*cos(theta).*cos(phi)-
H_px.*sin(phi);

H_zx=H_rx.*cos(theta)-H_thx.*sin(theta);
E_magx=sqrt((real(E_rx)). 2+(real(E_thx)).*2+(real(E_px))."2);
E_xx=E_rx.*sin(theta).*cos(phi)+E_thx.*cos(theta).*cos(phi)-
E_px.*sin(phi);

E_zx=E_rx.*cos(theta)-E_thx.*sin(theta);

% Poynting vector S (radiating power)
Sxx=1/2*real(Eyx.*conj(Hzx)-Ezx.*conj(Hyx));
Syx=1/2*real(Ezx.*conj(Hxx)-Exx.*conj(Hzx));
Szx=1/2*real(Exx.*conj(Hyx)-Eyx.*conj(Hxx));
Smagx=sqrt((real(Sxx)).*2+(real(Syx)).2+(real(Szx))."2);

m=3;

figure(1)

axes( ,18)
pcolor(X,Z,20*log10(Hmagx/max(max(Hmagx))))
shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),



real(Hxx(1:m:N,1:m:N))./Hmagx(1:m:N,1:m:N),
real(Hzx(1:m:N,1:m:N))./Hmagx(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
, ,2);hold ;

axis( )

figure(2)

axes( ,18)

pcolor(X,Z,20*log10(Emagx/max(max(Emagx))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Exx(1:m:N,1:m:N))./Emagx(1:m:N,1:m:N),
real(Ezx(1:m:N,1:m:N))./Emagx(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
, ,2);hold ;

axis( )

figure(3)

axes( ,18)

pcolor(X,Z,10*log10(Smagx/max(max(Smagx))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Sxx(1:m:N,1:m:N))./Smagx(1:m:N,1:m:N),
real(Szx(1:m:N,1:m:N))./Smagx(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title(

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
,2);hold ;

axis( )
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Script 11

This script calculates electric and the magniicls as well as # power density inside

and outside a dielectrisphere of radiua and the transmitting antenna zsriented
magnetic dipole antenna MHDz and haglistance from the origin. This script is not a
function, therefore it is necessary to put all the functions (scripts 1 to 8) in the same
directory as this script. Therare several parameters timaed to be assigned before
running the script.

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input: %

% a :theradius of the sphere. %
% rO :the position distance of the transmitting antenna. %
% fO :the operating frequency. %
% N1 :the number of modes. %
% N : number of points that are useat#dculate the fields on. %
% x :the limit of the region where the fielal® calculated on the x-axis. %
% z :the limit of the region where the fiel® calculated on the z-axis. %
% %

% Output: %
% Electric field, magnetic fieldral power density. %

%%%0%%%%%%%0 %% %% % %% % %% %% %% %% %% %% %% %% %% %% %% %

% The parameters of the system

clear

€0=8.854e-12; % permittivity of the free-space. [F/m]
u0=4*pi*le-7; % permeability of the free-space. [H/m]

n0=1/376.7; % impedance of the free-space. [Ohom]
€=2.998e8; % velocity of light in free-space. [m/s]

r0=.092; % location of the dipole. [m]

a=.085; % radius of the sphere

f0=2.45e9; % operating frequency. [Hz]

w=2*pi*f0; % angular frequency. [radian/s]

kO=w/c; % wave length in free-space. [1/m]

er=39.1568 +j*13.3150; % relative permittivity of the sphere
ur=1,; % relative permeability of the sphere
n1=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sqrt(ur.*er); % the wave number inside the sphere

N1=100; % number of the modes

N=100; % number of the points
x=linspace(-.12,.12,N);
z=linspace(-.12,.12,N);
[X,Z]=meshgrid(x,z);
Y=0*ones(N);
[phi,theta,r]=cart2sph(X,Y,Z);
theta=pi/2-theta;

r=reshape(r,1,N*N);
theta=reshape(theta,1,N*N);
phi=reshape(phi,1,N*N);
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%

n=(1:N1);

Q10i1=j*k0.*sqrt(n0).*(-
1).An.*sqrt(n.*(n+1).*(2*n+1)/(4*pi)).*Rfunc(1,3,n,k0.*r0)./(k0.*r0);
Q10i3=j*k0.*sqrt(n0).*(-
1).~n.*sqrt(n.*(n+1).*(2*n+1)/(4*pi)).*Rfunc(1,1,n,k0.*r0)./(k0.*r0);

% Rfunc(s,c,n,kr)
Q10s1=-Q10il.*(sqrt(n1/n0).*Rfunc(1,1,n,k0.*a).*Rfunc(2,1,n,k1.*a)
-sgrt(n0/nl).*Rfunc(2,1,n,k0.*a).*Rfunc(1,1,n,k1.*a))./
(sqgrt(n1/n0).*Rfunc(1,3,n,k0.*a).*Rfunc(2,1,n,k1.*a)
-sgrt(n0/n1).*Rfunc(2,3,n,k0.*a).*Rfunc(1,1,n kl.*a))'
Q10t1=Q10i1.*k0./k1.*-j./((k0.*a)."2)./
(sgrt(n1/n0).*Rfunc(1,3,n,k0.*a).*Rfunc(2,1,n,k1. *a)
-sgrt(n0/nl).*Rfunc(2,3,n,k0.*a).*Rfunc(1,1,n,k1.*a));

for n=1:N1
% z-orientation

Flilpz(:,n)=transpose(F1n_phi(1,0,n,k0.*r,theta,phi));
F1i3pz(:,n)=transpose(F1n_phi(3,0,n,k0.*r,theta,phi));
F2ilrz(:,n)=transpose(F2n_r(1,0,n,k0.*r,theta,phi));
F2i3rz(:,n)=transpose(F2n_r(3,0,n,k0.*r,theta,phi));
F2ilthz(:,n)=transpose(F2n_theta(1,0,n,k0.*r,theta,phi));
F2i3thz(:,n)=transpose(F2n_theta(3,0,n,k0.*r,theta,phi));

F1tlpz(:,n)=transpose(F1n_phi(1,0,n,k1.*r,theta,phi));
F2tlrz(:,n)=transpose(F2n_r(1,0,n,k1.*r,theta,phi));
F2t1thz(:,n)=transpose(F2n_theta(1,0,n,k1.*r,theta,phi));

end

% z-orientation

F1s3pz=F1i3pz;

F2s3rz=F2i3rz;

F2s3thz=F2i3thz;

Fltlpz(r>a,:)=0;
F2tlrz(r>a,:)=0;
F2tlthz(r>a,:)=0;
F1s3pz(r<=a,:)=0;
F2s3rz(r<=a,:)=0;
F2s3thz(r<=a,:)=0;

F1ilpz(r>r0,:)=0;
F2ilrz(r>r0,:)=0;
F2ilthz(r>r0,:)=0;
F1i3pz(r<=r0,:)=0;
F2i3rz(r<=r0,:)=0;
F2i3thz(r<=r0,:)=0;
Flilpz(r<=a,:)=0;
F2ilrz(r<=a,:)=0;
F2ilthz(r<=a,:)=0;
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Eipz=kO0./sqgrt(n0).*(F1ilpz*Q10i1+F1i3pz*Q10i3);
Hirz=-j*k0.*sqrt(n0).*(F2i1rz*Q10i1+F2i3rz*Q10i3);
Hithz=-j*k0.*sqgrt(n0).*(F2i1thz*Q10i1+F2i3thz*Q10i3);

Espz=k0./sgrt(n0).*(F1s3pz*Q10s1l);
Hsrz=-j*k0.*sqrt(n0).*(F2s3rz*Q10s1);
Hsthz=-j*k0.*sqrt(n0).*(F2s3thz*Q10s1);

Etpz=k1./sqrt(nl).*(F1t1pz*Q10tl);
Htrz=-j*k1.*sqrt(n1).*(F2t1rz*Q10t1);
Htthz=-j*k1.*sqrt(n1).*(F2t1thz*Q10t1);

% The analytical equation of z-oriented magnetic dipole:

% These equations are varified and they show similarity between them
and

% the SVWE which are the correct behavior as we expect.

r0=-r0;
R=sqrt(r.~2+r0"2-2*r.*r0.*cos(theta));
E_pz=-exp(-j*k0.*R)./(4*pi*R).*sin(theta).*r.*(1+j*k0.*R)./(R."2);
H_rz=-1./(j*w.*u0).*exp(-j*k0.*R)./(4*pi*R).*(-
2*cos(theta).*(1+j*k0.*R)./(R.A2)+
r.*r0.*(sin(theta)).”2.*((j*k0.*R).A2+3**k0. *R+3) [(RN4));
H_thz=1./(j*w.*u0).*exp(-j*k0.*R)./(4*pi*R).*sin(theta).*
(-2*(1+4j*k0.*R)./(R."2)+
r.*(r-r0.*cos(theta)).*((j*k0.*R). "2+3* *kO *R+3)./(R./4));

E_pz=conj(E_pz);
H_rz=conj(H_rz);
H_thz=conj(H_thz);

Epz=Eipz+Espz+Etpz;
Hrz=Hirz+Hsrz+Htrz;
Hthz=Hithz+Hsthz+Htthz;

% Reform the fields from the colum matrix to (NxN) matrix form
E_pz=reshape(E_pz,N,N);

H_thz=reshape(H_thz,N,N);

H_rz=reshape(H_rz,N,N);

Epz=reshape(Epz,N,N);
Hthz=reshape(Hthz,N,N);
Hrz=reshape(Hrz,N,N);

r=reshape(r,N,N);
theta=reshape(theta,N,N);
phi=reshape(phi,N,N);

% Convert from sphrical to cartisian components
Hmagz=sqrt((real(Hrz)).*2+(real(Hthz))."2);
Hxz=Hrz.*sin(theta).*cos(phi)+Hthz.*cos(theta).*cos(phi);
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Hyz=Hrz.*sin(theta).*sin(phi)+Hthz.*cos(theta).*sin(phi);
Hzz=Hrz.*cos(theta)-Hthz.*sin(theta);
Emagz=sqrt((real(Epz))."2);

Exz=-Epz.*sin(phi);

Eyz=Epz.*cos(phi);

Ezz=zeros(N);
Habs=sqrt((abs(Hrz)).2+(abs(Hthz))."2);
Eabs=abs(Epz);

H_magz=sqrt((real(H_rz))."2+(real(H_thz)).*2);
H_xz=H_rz.*sin(theta).*cos(phi)+H_thz.*cos(theta).*cos(phi);
H_yz=H_rz.*sin(theta).*sin(phi)+H_thz.*cos(theta).*sin(phi);
H_zz=H_rz.*cos(theta)-H_thz.*sin(theta);
E_magz=sqrt((real(E_pz))."2);

E_xz=-E_pz.*sin(phi);

E_yz=E_pz.*cos(phi);

E_zz=zeros(N);

% Poynting vector S (radiating power)
Sxz=1/2*real(Eyz.*conj(Hzz));
Syz=1/2*real(-Exz.*conj(Hzz));
Szz=1/2*real(Exz.*conj(Hyz)-Eyz.*conj(Hxz));
Smagz=sqrt((real(Sxz))."2+(real(Syz)).2+(real(Szz)).”2);

m=3;

figure(1)

axes( ,18)

pcolor(X,Z,20*log10(abs(Hmagz)/max(max(abs(Hmagz)))))

shading

colorbar( ,18);

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Hxz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N),
real(Hzz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( ) %title('H”z svwe method [A/m])

axis([x(1) x(N) z(1) z(N)]);

axis(

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),

, ,2);hold ;

figure(2)

axes( ,18)
pcolor(X,Z,20*log10(abs(Emagz)/max(max(abs(Emagz)))))
shading

colorbar( ,18);

% hold on

% h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),...

% real(Exz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N),...

% real(Ezz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N));
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% set(h,'color','k")

xlabel( )

ylabel( )

title( ) %title('E”z svwe method [V/m]')

axis([x(1) x(N) z(1) z(N)]);

axis(

% hold off

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
,2);hold ;

figure(3)

axes( ,18)

pcolor(X,Z,10*log10(abs(Smagz)/max(max(abs(Smagz)))))

shading

colorbar( ,18);

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Sxz(1:m:N,1:m:N))./Smagz(1:m:N,1:m:N),
real(Szz(1:m:N,1:m:N))./Smagz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

axis( )

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),

, ,2);hold ;
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Script 12

This script calculates electric and the magniicls as well as # power density inside

and outside a dielectric sphere of radausind the transmitting antenna xsoriented
magnetic dipole antenna MHDz and haglistance from the origin. This script is not a
function, therefore it is necessary to put all the functions (scripts 1 to 8) in the same
directory as this script. Therare several parameters timaed to be assigned before
running the script.

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input: %

% a :theradius of the sphere. %
% rO :the position distance of the transmitting antenna. %
% fO :the operating frequency. %
% N1 :the number of modes. %
% N : number of points that are useat#dculate the fields on. %
% x :the limit of the region where the fielal® calculated on the x-axis. %
% z :the limit of the region where the fiel® calculated on the z-axis. %
% %

% Output: %
% Electric field, magnetic fieldral power density. %

%%%0%%%%%%%0 %% %% % %% % %% %% %% %% %% %% %% %% %% %% %% %

% The parameters of the system

clear

€0=8.854e-12; % permittivity of the free-space. [F/m]
u0=4*pi*le-7; % permeability of the free-space. [H/m]

n0=1/376.7; % impedance of the free-space. [Ohom]
€=2.998e8; % velocity of light in free-space. [m/s]

r0=.092; % location of the dipole. [m]

a=.085; % radius of the sphere

f0=1e9; % operating frequency. [Hz]

w=2*pi*f0; % angular frequency. [radian/s]

kO=w/c; % wave length in free-space. [1/m]

er=41.0279 +j*17.8281; % relative permittivity of the sphere
ur=1; % relative permeability of the sphere
n1l=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sgrt(ur.*er); % the wave number inside the sphere

N1=80; 9% number of the modes

N=100; % number of the points
x=linspace(-.12,.12,N);
z=linspace(-.12,.12,N);
[X,Z]=meshgrid(x,z);
Y=0*ones(N);
[phi,theta,r]=cart2sph(X,Y,Z2);
theta=pi/2-theta;

r=reshape(r,1,N*N);
theta=reshape(theta,1,N*N);
phi=reshape(phi,1,N*N);
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n=(1:N1); %Rfunc(s,c,n,kr)
Q11i1=j*k0.*sqrt(n0).*(-
1).A(n+1).*1/4.*sqrt((2*n+1)/pi).*Rfunc(2,3,n,k0.*r0);
Q11i3=j*k0.*sqrt(n0).*(-

1).M(n+1).*1/4 *sqrt((2*n+1)/pi).*Rfunc(2,1,n,k0.*r0);
Q21i1=k0.*sqrt(n0).*(-
1).A(n).*1/4.*sqrt((2*n+1)/pi).*Rfunc(1,3,n,k0.*r0);
Q21i3=k0.*sqrt(n0).*(-
1).A(n).*1/4.*sqrt((2*n+1)/pi).*Rfunc(1,1,n,k0.*r0);

Q11s3=Q11i1.*(sqrt(n0/n1).*Rfunc(2,1,n,k0*a).*Rfunc(1,1,n,k1*a)-
sqrt(n1/n0).*Rfunc(1,1,n,k0*a).*Rfunc(2,1,n,k1*a))./
(sqrt(n1/n0).*Rfunc(1,3,n,k0*a).*Rfunc(2,1,n,k1*a)-
sqrt(n0/nl).*Rfunc(2,3,n,k0*a).*Rfunc(1,1,n,k1*a));

Q21s3=0Q21i1.*(sgrt(n0/n1).*Rfunc(1,1,n,k0*a).*Rfunc(2,1,n,k1*a)-
sqrt(n1/n0).*Rfunc(2,1,n,k0*a).*Rfunc(1,1,n,k1*a))./
(sqrt(n1/n0).*Rfunc(2,3,n,k0*a).*Rfunc(1,1,n,k1*a)-
sqrt(n0/n1).*Rfunc(1,3,n,k0*a).*Rfunc(2,1,n,k1*a));

Q11t1=Q11i1.*k0./k1.*(-j./((k0*a)."2))./
(sgrt(n1/n0).*Rfunc(1,3,n,k0*a).*Rfunc(2,1,n,k1*a)-
sqrt(n0/nl).*Rfunc(2,3,n,k0*a).*Rfunc(1,1,n,k1*a));

Q21t1=0Q21i1.*k0./k1.*(j./((kO*a)."2))./
(sgrt(n1/n0).*Rfunc(2,3,n,k0*a).*Rfunc(1,1,n,k1*a)-
sqrt(n0/nl).*Rfunc(1,3,n,k0*a).*Rfunc(2,1,n,k1*a));

for n=1:N1
% x-orientation
sL=j*Lfunc(1,1,n,theta)./sin(theta);
dL=Lfunc(2,1,n,theta);
L=-legendre(n,cos(theta));

Flilpx1(:,n)=transpose(F1n_phi(1,1,n,k0*r theta,phi));
F1i3px1(;,n)=transpose(F1n_phi(3,1,n,k0*r theta,phi));
F1ilpx2(:,n)=transpose(F1n_phi(1,-1,n,k0*r,theta,phi));
F1i3px2(:,n)=transpose(F1n_phi(3,-1,n,k0*r,theta,phi));

F1ilthx1(:,n)=transpose(F1n_theta(1,1,n,k0*r,theta,phi));
F1i3thx1(:,n)=transpose(F1n_theta(3,1,n,k0*r,theta,phi));
Flilthx2(:,n)=transpose(F1n_theta(1,-1,n,k0*r,theta,phi));
F1i3thx2(:,n)=transpose(F1n_theta(3,-1,n,k0*r theta,phi));

F2ilpx1(:,n)=transpose(F2n_phi(1,1,n,k0*rtheta,phi));
F2i3px1(;,n)=transpose(F2n_phi(3,1,n,k0*r,theta,phi));
F2ilpx2(:,n)=transpose(F2n_phi(1,-1,n,k0*r,theta,phi));
F2i3px2(;,n)=transpose(F2n_phi(3,-1,n,k0*r,theta,phi));

F2ilthx1(:,n)=transpose(F2n_theta(1,1,n,k0*r,theta,phi));
F2i3thx1(:,n)=transpose(F2n_theta(3,1,n,k0*r,theta,phi));
F2i1thx2(:,n)=transpose(F2n_theta(1,-1,n,k0*r,theta,phi));
F2i3thx2(:,n)=transpose(F2n_theta(3,-1,n,k0*r,theta,phi));

F2i1rx1(:,n)=transpose(F2n_r(1,1,n,k0*r theta,phi));
F2i3rx1(:,n)=transpose(F2n_r(3,1,n,k0*r,theta,phi));

% r<=r0

% r>r0

% r<=r0

% r>r0

% m=1

% m=1
% m=-1
% m=-1

% m=1

% m=1
% m=-1
% m=1

% m=1

% m=1
% m=-1
% m=-1

% m=1

% m=1
% m=-1
% m=-1

% m=1
% m=1



F2i1rx2(:,n)=transpose(F2n_r(1,-1,n,k0*r,theta,phi));
F2i3rx2(:,n)=transpose(F2n_r(3,-1,n,k0*r,theta,phi));

% total fields
F1tlpx1(:,n)=transpose(F1n_phi(1,1,n,k1*r theta,phi));
F1tlpx2(:,n)=transpose(F1n_phi(1,-1,n,k1*r theta,phi));

F1t1thx1(:,n)=transpose(F1n_theta(1,1,n,k1*r theta,phi));
F1t1thx2(;,n)=transpose(F1n_theta(1,-1,n,k1*r,theta,phi));

F2t1px1(:,n)=transpose(F2n_phi(1,1,n,k1*r theta,phi));
F2t1px2(:,n)=transpose(F2n_phi(1,-1,n,k1*r theta,phi));

F2t1thx1(;,n)=transpose(F2n_theta(1,1,n,k1*r theta,phi));
F2t1thx2(;,n)=transpose(F2n_theta(1,-1,n,k1*r,theta,phi));

F2t1rx1(;,n)=transpose(F2n_r(1,1,n,k1*r theta,phi));
F2t1rx2(;,n)=transpose(F2n_r(1,-1,n,k1*r theta,phi));
end

% x-orientation

% scattered fields
F1s3px1=F1i3px1;
F1s3thx1=F1i3thx1;
F1s3px2=F1i3px2;
F1s3thx2=F1i3thx2;

F2s3px1=F2i3px1;
F2s3thx1=F2i3thx1;
F2s3rx1=F2i3rx1;
F2s3px2=F2i3px2;
F2s3thx2=F2i3thx2;
F2s3rx2=F2i3rx2;

F1s3px1(r<=a,:)=0;
F1s3thx1(r<=a,:)=0;
F1s3px2(r<=a,:)=0;
F1s3thx2(r<=a,:)=0;

F2s3px1(r<=a,:)=0;
F2s3thx1(r<=a,:)=0;
F2s3rx1(r<=a,:)=0;
F2s3px2(r<=a,:)=0;
F2s3thx2(r<=a,:)=0;
F2s3rx2(r<=a,:)=0;

% incident fields

F1ilpx1(r>r0,:)=0;
F1ilthx1(r>r0,:)=0;
F1ilpx2(r>r0,:)=0;
F1ilthx2(r>r0,:)=0;

Flilpx1l(r<=a,:)=0;

% m=-1
% m=-1

% m=1
% m=-1

% m=1
% m=-1

% m=1
% m=-1

% m=1
% m=-1

% m=1
% m=-1
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Flilthx1(r<=a,:)=0;
Flilpx2(r<=a,:)=0;
Flilthx2(r<=a,:)=0;

F1i3px1(r<=r0,:)=0;
F1i3thx1(r<=r0,:)=0;
F1i3px2(r<=r0,:)=0;
F1i3thx2(r<=r0,:)=0;

F2i1px1(r>r0,:)=0;
F2ilthx1(r>r0,:)=0;
F2ilrx1(r>r0,:)=0;
F2ilpx2(r>r0,:)=0;
F2ilthx2(r>r0,:)=0;
F2ilrx2(r>r0,:)=0;

F2ilpx1(r<=a,:)=0;
F2ilthx1(r<=a,:)=0;
F2ilrx1(r<=a,:)=0;
F2ilpx2(r<=a,:)=0;
F2ilthx2(r<=a,:)=0;
F2ilrx2(r<=a,:)=0;

F2i3px1(r<=r0,:)=0;
F2i3thx1(r<=r0,:)=0;
F2i3rx1(r<=r0,:)=0;
F2i3px2(r<=r0,:)=0;
F2i3thx2(r<=r0,:)=0;
F2i3rx2(r<=r0,:)=0;

% total field

F1tlpx1(r>a,:)=0;
F1tlthx1(r>a,:)=0;
F1tlpx2(r>a,:)=0;
F1tlthx2(r>a,:)=0;

F2tlpx1(r>a,:)=0;
F2t1thx1(r>a,:)=0;
F2tlrx1(r>a,:)=0;
F2t1px2(r>a,:)=0;
F2t1thx2(r>a,:)=0;
F2t1rx2(r>a,:)=0;

% incident fields

Eipx=Kk0./sqrt(n0).*((F1lilpx1-F1ilpx2)*Q11i1+(F1i3px1-F1i3px2)*Q11i3
+(F2ilpx1+F2ilpx2)*Q21i1+(F2i3px1+F2i3px2)*Q21i3);
Eithx=k0./sgrt(n0).*((Flilthx1-F1i1thx2)*Q11i1+(F1i3thx1-

F1i3thx2)*Q11i3

H(E2i1thx1+F2i1thx2)*Q21i1+(F2i3thx1+F2i3thx2)*Q21i3);
Eirx=k0./sqrt(n0).*((F2ilrx1+F2ilrx2)*Q21i1+(F2i3rx1+F2i3rx2)*Q21i3);
Hipx=-j*k0.*sqrt(n0).*((F2i1lpx1-F2i1px2)*Q11il+(F2i3px1-

F2i3px2)*Q11i3

+(F1ilpx1+F1i1px2)*Q21i1+(F1i3px1+F1i3px2)*Q21i3);
Hithx=-1*k0. *sqrt(n0).*((F2i Lthx1-F2i1thx2)*Q1Lil+(F2i3thx1-

F2i3thx2)*Q11i3
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+(Flilthx1+F1ilthx2)*Q21i1+(F1i3thx1+F1i3thx2)*Q21i3);
Hirx=-j*k0.*sqrt(n0).*((F2ilrx1-F2i1rx2)*Q11lil+(F2i3rx1-
F2i3rx2)*Q11i3);

% scattered fields
Espx=k0./sgrt(n0).*((F1s3px1-F1s3px2)*Q11s3
+(F2s3px1+F2s3px2)*Q21s3);
Esthx=k0./sqgrt(n0).*((F1s3thx1-F1s3thx2)*Q11s3
+(F2s3thx1+F2s3thx2)*Q21s3);
Esrx=k0./sqrt(n0).*((F2s3rx1+F2s3rx2)*Q21s3);
Hspx=-j*k0.*sqrt(n0).*((F2s3px1-F2s3px2)*Q11s3
+(F1s3px1+F1s3px2)*Q21s3);
Hsthx=-j*k0.*sqrt(n0).*((F2s3thx1-F2s3thx2)*Q11s3
+(F1s3thx1+F1s3thx2)*Q21s3);
Hsrx=-j*k0.*sqrt(n0).*((F2s3rx1-F2s3rx2)*Q11s3);

% total fields
Etpx=k1./sqrt(nl).*((F1tlpx1-F1t1px2)*Q11tl
+(F2t1px1+F2t1px2)*Q21t1);
Etthx=k1./sqgrt(nl).*((F1t1thx1-F1t1thx2)*Q11t1
+(F2t1thx1+F2t1thx2)*Q21t1);
Etrx=k1./sqrt(n1).*((F2t1rx1+F2t1rx2)*Q21t1);
Htpx=-j*k1.*sqrt(n1).*((F2t1px1-F2t1px2)*Q11tl
+(F1t1px1+F1t1px2)*Q21t1);
Htthx=-j.*k1.*sqrt(n1).*((F2t1thx1-F2t1thx2)*Q11t1
+(F1t1thx1+F1t1thx2)*Q21t1);
Htrx=-j*k1.*sqrt(n1).*((F2t1rx1-F2t1rx2)*Q11tl);

%
% The analytical equation of x-oriented magnetic dipole:

% These equations are varified and they show similarity between them
and

% the SVWE which are the correct behavior as we expect.

% The equations of the closed-form and the SVWE are varified in the
% m-file "ValidationOf_x_Scattering.m"

ro=-r0;
R=sqrt(r.~2+r0"2-2*r.*r0.*cos(theta));
E_rx=-exp(-
j*k0.*R)./(4*pi*R).*sin(theta).*sin(phi).*r0.*(1+j*k0.*R)./(R."2);
E_thx=exp(-j*k0.*R)./(4*pi*R).*sin(phi).*(r-
r0.*cos(theta)).*(1+j*k0.*R)./(R.~2);
E_px=exp(-j*k0.*R)./(4*pi*R).*cos(phi).*(r.*cos(theta)-
r0).*(1+j*k0.*R)./(R."2);
H_rx=-j*w.*e0.*exp(-j*k0.*R)./(4*pi*R).*sin(theta).*cos(phi).*
(1-(1+j*k0.*R)./((k0.*R)."2)+
r.*(r-r0.*cos(theta)).*((-j*k0.*R).2+3*j*kO0. *R+3) /(k0./2.*R."4));
H_thx=-j*w.*e0.*exp(-j*k0.*R)./(4*pi*R). *cos(theta) *cos(phi).*
(2-(1+j*k0.*R)./((k0.*R).~2)+
r.*r0.*(sin(theta)).”2.*((-
j*k0.*R).~2+3**k0.*R+3)./(k0."2.*R."4.*cos(theta)));
H_px=j*w.*e0.*exp(-j*k0.*R)./(4*pi*R).*sin(phi).*(1-
(14j*k0.*R)./(k0."2.*R."2));
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E_rx=conj(E_rx);
E_thx=conj(E_thx);
E_px=conj(E_px);
H_rx=conj(H_rx);
H_thx=conj(H_thx);
H_px=conj(H_px);
%

% Calculating the fields
Epx=Eipx+Espx+Etpx;
Ethx=Eithx+Esthx+Etthx;
Erx=Eirx+Esrx+Etrx;
Hpx=Hipx+Hspx+Htpx;
Hthx=Hithx+Hsthx+Htthx;
Hrx=Hirx+Hsrx+Htrx;

% Reform the fields from the colum matrix to (NxN) matrix form
E_px=reshape(E_px,N,N);

E_thx=reshape(E_thx,N,N);

E_rx=reshape(E_rx,N,N);

H_px=reshape(H_px,N,N);

H_thx=reshape(H_thx,N,N);

H_rx=reshape(H_rx,N,N);

Epx=reshape(Epx,N,N);
Ethx=reshape(Ethx,N,N);
Erx=reshape(Erx,N,N);
Hpx=reshape(Hpx,N,N);
Hthx=reshape(Hthx,N,N);
Hrx=reshape(Hrx,N,N);

r=reshape(r,N,N);
theta=reshape(theta,N,N);
phi=reshape(phi,N,N);

% Convert from sphrical to cartisian components
Hmagx=sqgrt((real(Hrx)).*2+(real(Hthx)).~2+(real(Hpx)).*2);
Hxx=Hrx.*sin(theta).*cos(phi)+Hthx.*cos(theta).*cos(phi)-Hpx.*sin(phi);
Hyx=Hrx.*sin(theta).*sin(phi)+Hthx.*cos(theta).*sin(phi)+Hpx.*cos(phi);
Hzx=Hrx.*cos(theta)-Hthx.*sin(theta);

Emagx=sqrt((real(Erx)). 2+(real(Ethx)).A2+(real(Epx))."2);
Exx=Erx.*sin(theta).*cos(phi)+Ethx.*cos(theta).*cos(phi)-Epx.*sin(phi);
Eyx=Erx.*sin(theta).*sin(phi)+Ethx.*cos(theta).*sin(phi)+Epx.*cos(phi);
Ezx=Erx.*cos(theta)-Ethx.*sin(theta);
Eabs=sqrt((abs(Erx)).*2+(abs(Ethx))."2+(abs(Epx)).*2);
Habs=sqrt((abs(Hrx)).*2+(abs(Hthx)).*2+(abs(Hpx))."2);

H_magx=sqrt((real(H_rx)).~2+(real(H_thx))."2+(real(H_px)).”2);
H_xx=H_rx.*sin(theta).*cos(phi)+H_thx.*cos(theta).*cos(phi)-
H_px.*sin(phi);

H_zx=H_rx.*cos(theta)-H_thx.*sin(theta);
E_magx=sqrt((real(E_rx))."2+(real(E_thx))."2+(real(E_px))."2);



E_xx=E_rx.*sin(theta).*cos(phi)+E_thx.*cos(theta).*cos(phi)-
E_px.*sin(phi);
E_zx=E_rx.*cos(theta)-E_thx.*sin(theta);

% Poynting vector S (radiating power)
Sxx=1/2*real(Eyx.*conj(Hzx)-Ezx.*conj(Hyx));
Syx=1/2*real(Ezx.*conj(Hxx)-Exx.*conj(Hzx));
Szx=1/2*real(Exx.*conj(Hyx)-Eyx.*conj(Hxx));
Smagx=sqrt((real(Sxx))."2+(real(Syx)). 2+(real(Szx))."2);

m=3;

figure(1)

axes( ,18)

pcolor(X,Z,20*log10(Hmagx/max(max(Hmagx))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Hxx(1:m:N,1:m:N))./Hmagx(1:m:N,1:m:N),
real(Hzx(1:m:N,1:m:N))./Hmagx(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),

, ,2);hold ;

axis( )

figure(2)

axes( ,18)

pcolor(X,Z,20*log10(Emagx/max(max(Emagx))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Exx(1:m:N,1:m:N))./Emagx(1:m:N,1:m:N),
real(Ezx(1:m:N,1:m:N))./Emagx(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
, ,2);hold ;

axis( )

figure(3)
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axes( ,18)

pcolor(X,Z,10*log10(Smagx/max(max(Smagx))))

shading

colorbar( ,18)

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Sxx(1:m:N,1:m:N))./Smagx(1:m:N,1:m:N),
real(Szx(1:m:N,1:m:N))./Smagx(1:m:N,1:m:N));

set(h, ,

xlabel( )

ylabel( )

title(

axis([x(1) x(N) z(1) z(N)]);

hold

x1=linspace(0,2*pi);hold ; plot(a*sin(x1),a*cos(x1),
,2);hold ;

axis( )
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Script 13

This script calculatesna plots electric and the magnetic fields for-ariented electric
hertzian dipole EHDz in free space afteanslation and rotatioof the antenna. This
script uses spherical wave functionattare programmed in scripts 14 to 16.

%%%0%0%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% Input: %

% a :theradius of the sphere. %
% r0 :the position distance of the transmitting antenna. %
% fO :the operating frequency. %
% N1 :the number of modes. %
% N : number of points that are usea#dculate the fields on. %
% x :the limit of the region where the fiela® calculated on the x-axis. %
% z :the limit of the region where the fiell® calculated on the z-axis. %
% theta: the rotation angle (radian). %
% %

% Output: %
% Electric field, magnetic fieldral power density. %

%%%0%% %% % %% %% %% % %% %% % %% %% %% %% %% %% %% %% %% %% %

% The parameters of the system

clear

€0=8.854e-12; % permittivity of the free-space. [F/m]
u0=4*pi*1le-7; % permeability of the free-space. [H/m]

n0=1/376.7; % impedance of the free-space. [Ohom]
€=2.998e8; % velocity of light in free-space. [m/s]
r0=10e-2; % location of the dipole. [m]

a=.07; % radius of the sphere

f0=1e9; % operating frequency. [Hz]

w=2*pi*f0; % angular frequency. [radian/s]

kO=w/c; % wave length in free-space. [1/m]

er=1; % relative permittivity of the sphere

ur=1,; % relative permeability of the sphere
n1=n0*sqrt(er./ur); % the impedance of the sphere [Ohom]
k1=k0.*sqrt(ur.*er); % the wave number inside the sphere
thetal=45*pi/180; % the rotation angle

chi1l=0*pi/180; % the rotation angle

phil=0*pi/180; % the rotation angle

N1=15; 9% number of the modes
J=2*N1*(N1+2); % number of the total modes

N=80; % number of the points
x=linspace(-.25,.25,N);
z=linspace(-.25,.25,N);
[X,Z]=meshgrid(x,z);
Y=0*ones(N);
[phi,theta,r]=cart2sph(X,Y,Z2);
theta=pi/2-theta;

r=reshape(r,1,N*N);
theta=reshape(theta,1,N*N);
phi=reshape(phi,1,N*N);
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Flip=zeros(N*N,J);
F3ip=zeros(N*N,J);
Flith=zeros(N*N,J);
F3ith=zeros(N*N,J);
Flir=zeros(N*N,J);
F3ir=zeros(N*N,J);
Q1=zeros(J,1);

Q1m=zeros(J,1); % for the magnetic fields
Q3=zeros(J,1);
Q3m=zeros(J,1); % for the magnetic fields

Q201=-1/sqrt(6*pi)*k0/sqrt(n0);
% Calculating the coefficients

for sigma=1:2
s$2=3-sigma;
S=2;
for n=1:N1
d_a2=rotationCoef(n,0,thetal); % rotationCoef(n,m,theta)
d_a2=flipud(d_a2); % to start from -n:n
Cl=translationCoef(3,2,sigma,1,0,n,k0.*r0); % translation
coefficient
C3=translationCoef(1,2,sigma,1,0,n,k0.*r0); %
translationCoef(c,s,sigma,n,mu,nu,kA)
for m=1:2*n+1 % because of the rotation

ml=m-n-1; % to insure that m=-n:n
j1=2*(n*(n+1)+m1-1)+sigma; % the index for the electric
fields
j2=2*(n*(n+1)+m1-1)+s2; % the index for the magnetic fields
Q1(j1,1)=d_a2(m)*C1,; % is used because we just need s=2
Q3(j1,1)=d_a2(m)*Cs3; % is used because we just need s=2
Q1m(j2,1)=Q1(j1,1); % for the magnetic fields
Q3m(j2,1)=Q3(j1,1); % for the magnetic fields
end
end
end

% calculating the modes

for n=1:N1
for m=1:2*n+1 % because of the rotation
for s=1:2
ml=m-n-1; % to insure that m=-n:n
j1=2*(n*(n+1)+m1-1)+s; % the index for the electric fields

% z-orientation
F1ir(;,j1)=transpose(F_r(s,1,m1,n,k0.*r,theta,phi));
F3ir(:,j1)=transpose(F_r(s,3,m1,n,k0.*r,theta,phi));
Flith(:,j1)=transpose(F_theta(s,1,m1,n,k0.*rtheta,phi));
F3ith(:,j1)=transpose(F_theta(s,3,m1,n,k0.*r,theta,phi));
Flip(:,j1)=transpose(F_phi(s,1,m1,n,k0.*r,theta,phi));
F3ip(:,j1)=transpose(F_phi(s,3,m1,n,k0.*r,theta,phi));

end
end
end

% z-orientation
Flir(r>r0,:)=0;



F1ith(r>r0,:)=0;
Flip(r>r0,:)=0;
F3ir(r<=r0,:)=0;
F3ith(r<=r0,:)=0;
F3ip(r<=r0,:)=0;

Hpz=-j*k0.*sqrt(n0).*Q201.*(F1ip*Q1m+F3ip*Q3m);
Erz=k0./sqrt(n0).*Q201.*(F1ir*Q1+F3ir*Q3);
Ethz=k0./sqrt(n0).*Q201.*(F1ith*Q1+F3ith*Q3);

%
% The analytical equation of z-oriented magnetic dipole:

% These equations are varified and they show similarity between them
and

% the SVWE which are the correct behavior as we expect.

ro=-ro;
R=sqrt(r."2+r0"2-2*r.*r0.*cos(theta));
H_pz=exp(-j*k0.*R)./(4*pi*R).*sin(theta).*r.*(1+j*k0.*R)./(R."2);
E_rz=-1./(j*w.*e0).*exp(-j*k0.*R)./(4*pi*R).*(-
2*cos(theta) *(1+j*k0.*R)./(R.A2)+
r.*r0.*(sin(theta)).~2.*((j*k0.*R)."2+3**kO. *R+3) I(R14));
E_thz=1./(j*w.*e0).*exp(-j*k0.*R)./(4*pi*R).*sin(theta).*
(-2*(1+j*k0.*R)./(R."2)+
r.*(r-r0.*cos(theta)).*((j*k0.*R). "2+3* *kO *R+3)./(R.N));

H_pz=conj(H_pz);
E_rz=conj(E_rz);
E_thz=conj(E_thz);
%

% Reform the fields from the colum matrix to (NxN) matrix form
H_pz=reshape(H_pz,N,N);

E_thz=reshape(E_thz,N,N);

E_rz=reshape(E_rz,N,N);

Hpz=reshape(Hpz,N,N);
Ethz=reshape(Ethz,N,N);
Erz=reshape(Erz,N,N);

r=reshape(r,N,N);
theta=reshape(theta,N,N);
phi=reshape(phi,N,N);

% Convert from sphrical to cartisian components
Emagz=sqrt((real(Erz))."2+(real(Ethz)).”2);
Exz=Erz.*sin(theta).*cos(phi)+Ethz.*cos(theta).*cos(phi);
Eyz=Erz.*sin(theta).*sin(phi)+Ethz.*cos(theta).*sin(phi);
Ezz=Erz.*cos(theta)-Ethz.*sin(theta);
Hmagz=sqrt((real(Hpz)).*2);

Hxz=-Hpz.*sin(phi);
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Hyz=Hpz.*cos(phi);
Hzz=zeros(N);

E_magz=sqrt((real(E_rz)). 2+(real(E_thz))."2);
E_xz=E_rz.*sin(theta).*cos(phi)+E_thz.*cos(theta).*cos(phi);
E_yz=E_rz.*sin(theta).*sin(phi)+E_thz.*cos(theta).*sin(phi);
E_zz=E_rz.*cos(theta)-E_thz.*sin(theta);
H_magz=sqrt((real(H_pz)).*2);

H_xz=-H_pz.*sin(phi);

H_yz=H_pz.*cos(phi);

H_zz=zeros(N);

m=5;

figure(1)

pcolor(X,Z,Emagz)

shading

colorbar

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Exz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N),
real(Ezz(1:m:N,1:m:N))./Emagz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

figure(2)

pcolor(X,Z,E_magz)

shading

colorbar

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(E_xz(1:m:N,1:m:N))./E magz(l m:N,1:m:N),
real(E_zz(1:m:N,1:m:N))./E_magz(1:m:N,1:m:N));

set(h, , )

xlabel( )

ylabel( )

title( )

axis([x(1) x(N) z(1) z(N)]);

hold

figure(3)

pcolor(X,Z,Hmagz)

shading

colorbar

hold

h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),
real(Hxz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N),
real(Hzz(1:m:N,1:m:N))./Hmagz(1:m:N,1:m:N));



set(h, , )
xlabel( )
ylabel( )

title(

axis([x(1) x(N) z(1) z(N)]);
hold

figure(4)

pcolor(X,Z,H_magz)

shading

colorbar

hold
h=quiver(X(1:m:N,1:m:N),Z(1:m:N,1:m:N),

real(H_xz(1:m:N,1:m:N))./H_magz(1:m:N,1:m:N),
real(H_zz(1:m:N,1:m:N))./H_magz(1:m:N,1:m:N));

set(h, , )
xlabel( )
ylabel( )
title(

)
axis([x(1) x(N) z(1) z(N)]);
hold

141



142

%%%0%%%%%%%0%%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

Script 14

% Input:

% s :the type of wave, it takes 1 or 2.

% c :takes values 1 to 4 to describe the type of the wave.
% n :the mode number which is different from zero.
% m : the mode number which|ig| dn.

% kr :the product of wave-number ahe radial distance.
% theta: the position angle (radjan

% phi :the position angle (rauat).

%

% Output:

%

Fn :This is the radial agponent of the spherical wave function.

%

%

%
%
%
%
%

%
%
%

%

%%%0%%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

function

Fn=F_r(s,c,m,n,kr,theta,phi)

if (s==2)
Fn=F2n_r(c,m,n,kr,theta,phi);

end

if (s==1)
N1=max(length(kr),length(theta));
N2=max(N1,length(phi));

Fn=zeros(1,N2);

end

function

F2n = mFun(m)*1/sqrt(2*pi)*sqrt(1/(n*(n+1)))*NormLegCoef(n,m)*

n*(n+1)./kr.*sbessel(c,n,kr).*legendre_(n,m,cos(theta)).*exp(j*m*phi);

function

F2n=F2n_r(c,m,n,kr,theta,phi)

mm=mFun(m)

if (m==0)
mm=1;

else

mm=(-m/abs(m))(m);

end

function

zn=sbessel(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2

)

zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

if (c==3)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,1,kr);



end

if (c==4)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,2,kr);

end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Script 15

%%%%%6% %% %% %% %% % %% %% % %% %% %% %% % %% %% % %% %% %% %

% Input: %

% s :the type of wave, it takes 1 or 2. %
% c :takes values 1 to 4 to describe the type of the wave. %
% n :the mode number which is different from zero. %
% m : the mode number which|ig| dn. %

% kr :the product of wave-number ahe radial distance. %
% theta: the position angle (rad)an %

% phi :the position angle (rauat). %

% %

% Output: %

% Fn :This is the theta cqonent of the spherical wawenction. %

%%0%%%% %% %% %% % % %% %% %% %% %% %% %% % %% %% %% %% % % % %
function  Fn=F_theta(s,c,m,n,kr theta,phi)

if (s==1)
Fn=F1n_theta(c,m,n,kr theta,phi);
end
if (s==2)
Fn=F2n_theta(c,m,n,kr,theta,phi);
end

function  F1n=F1n_theta(c,m,n,kr,theta,phi)
F1n = mFun(m)*1/sqrt(2*pi)*sgrt(1/(n*(n+1)))*NormLegCoef(n,m)*

sbessel(c,n,kr).*j.*m.*legendre_(n,m,cos(theta))./sin(theta).*exp(j*m*p
hi);

function  F2n=F2n_theta(c,m,n,kr,theta,phi)

F2n = mFun(m)*l/sqrt(2*p|)*sqrt(l/(n*(n+1)))*NormLegCoef(n m)*
(sbessel(c,n,kr)./kr + dbessel(c,n,kr)).*
dlegendre(n,m,cos(theta)).*exp(j*m*phi);

function  mm=mFun(m)
if (m==0)
mm=1,
else
mm=(-m/abs(m))*(m);
end

function  zn=sbessel(c,n,kr)

if (c==1)
zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end

if (c==2)
zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);
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end

if (c==3)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,1,kr);

end

if (c==4)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,2,kr);

end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  db=dbessel(c,n,kr)
db = (n)./kr.*sbessel(c,n,kr) - sbessel(c,n+1,kr);

function  dP=dlegendre(n,m,x)

n=abs(n);
m=abs(m);
if (m==0)
dP=-legendre_(n,1,x);
else
dP=1/2*((n-m+21)*(n+m)*legendre_(n,m-1,x)-legendre_(n,m+1,x));
end

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));



146

%%%0%%%%%%%0%%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

%

%

%
%
%
%
%
%

%%%0%%%0%%%%0%6%%0% % %% %% % %% %% %% %% %% %% %% %% %% %% %

Script 16
% Input:
% s :the type of wave, it takes 1 or 2.
% c :takes values 1 to 4 to describe the type of the wave.
% n :the mode number which is different from zero.
% m : the mode number which|ig| dn.
% kr :the product of wave-number ahe radial distance.
% theta: the position angle (radjan
% phi :the position angle (rauat).
%
% Output:
% Fn :This is the phi component of thgherical wave function.
function  Fn=F_phi(s,c,m,n kr,theta,phi)
if (s==1)
Fn=F1n_phi(c,m,n,kr,theta,phi);
end
if (s==2)

Fn=F2n_phi(c,m,n,kr,theta,phi);

end

function

F1n = -mFun(m)*1/sqrt(2*pi)*sqrt(1/(n*(n+1)))*NormLegCoef(n,m)*
sbessel(c,n,kr).*dlegendre(n,m,cos(theta)).*exp(j*m*phi);

function

F2n = mFun(m)*l/sqrt(2*p|)*sqrt(l/(n*(n+1)))*NormLegCoef(n m)*

F1n=F1n_phi(c,m,n,kr,theta,phi)

F2n=F2n_phi(c,m,n,kr,theta,phi)

(sbessel(c,n,kr)./kr + dbessel(c,n,kr)).*

j-*m.*legendre_(n,1,cos(theta))./sin(theta).*exp(j*m*phi);

function
if (m==

mm=mFun(m)

0)

mm=1;

else

mm=(-m/abs(m))(m);

end

function

if (c==1

zn=sbessel(c,n,kr)

)

zn=sqrt(pi./(2.*kr)).*besselj(n+.5,kr);

end
if (c==

2)

zn=sqrt(pi./(2.*kr)).*bessely(n+.5,kr);

end

%
%
%
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if (c==3)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,1,kr);

end

if (c==4)
zn=sqrt(pi./(2.*kr)).*besselh(n+.5,2,kr);

end

function  P=legendre_(n,m,x)
n=abs(n);
m=abs(m);
if (n>=abs(m))
P=(-1)"m*legendre(n,x);
P=P(m+1,:);
else

P=zeros(size(x));
end

function  dP=dlegendre(n,m,x)

n=abs(n);
m=abs(m);
if (m==0)
dP=-legendre_(n,1,x);
else
dP=1/2*((n-m+1)*(n+m)*legendre_(n,m-1,x)-legendre_(n,m+1,x));
end

function  db=dbessel(c,n,kr)
db = (n)./kr.*sbessel(c,n,kr) - sbessel(c,n+1,kr);

function  nL=NormLegCoef(n,m)
m=abs(m);
nL=sqrt((2*n+1)/2*factorial(n-m)/factorial(n+m));
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Fig.1: The patch antenna on infinite ground plane and
its equivalent circuit.

2  Efficiency of the antenna

The efficiency of the antenng,q is the ratio of the
radiation conductanc&,,q to the total conductance
Grag + G. + Gy Of the antenna. Fig. 2 shows the
radiation efficiency of the patch antenna for modes
(1,1) and (2,1) which are thé'and 2° mode. The
conductors are taken to be copper and the substrate is
assumed to be lossless. The horizontal axis is the
relative permeability——and the vertical axis is the
relative permittivity , of the substrate.
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