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Preface

Risg International Energy Conference 2011, 10-12 May 2011

Energy systems and technologs for the coming century

The world faces a major challenge as global CO, emissions must be reduced dramatically, in the long
term even below zero, in order to limit climate change. At the same time, however, it is necessary to
provide energy services to accommodate economic growth and, in particular, to meet the growing needs
of the developing countries and to ensure secure energy supplies.

Furthermore, the energy sector has to cope with the current financial crisis which is having a significant
impact on almost all countries.

Therefore, significant changes to the global energy systems are necessary, which calls for long-term
planning. There is a pressing need to enhance the ongoing development of new and sustainable energy
technologies which can provide a key role for renewable energy resources and lead to the phase-out of
fossil fuels in the long term.

New, intelligent energy systems are necessary in order to accommodate fluctuating sustainable energy
resources to a much greater extent than is currently the case. In such an intelligent energy system, a
close link between end-use and supply must be established to create links between low-energy housing,
industry and the transport sector.

It will be necessary to utilise all sustainable energy technologies to meet future global energy needs. No
single technology will be able to solve the task. The combination of energy technologies will vary from
one region to another, depending on local conditions.

Fossil energy resources will, to a large extent, continue to be used in the coming decade, and for this
reason it is important that more efficient and climate-friendly fossil energy applications are developed until
renewables can assume a leading role in global energy supplies.

Risg International Energy Conference 2011 highlighted and discussed these topics with the aim of
identifying solutions which can fulfil the urgent global need to change energy technologies in a
sustainable direction and create the new intelligent energy systems that can accommodate substantial
amounts of fluctuating, sustainable energy.

The conference was sponsored by:
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Penetration of new energy technologies: Insights
from techno-socio-economic factors

Peter D. Lund

Aalto University

School of Science

P.O. Box 14100, FI-00076 Aalto (Espoo), Finland

E-mail: peter.lund@tkk.fi

Abstract

Many studies underline the importance ofvirenewables such as wind and solar for

CO, emission mitigation and ensuring accessrtergy, in particular in the power sector
where demand and emissions grow fast. Newewables provide presently < 3% of all
electricity, but they grow in two digits per annum explained mostly by demand
stimulating public support. Understanding factors that will affect future adoption of new
technologies is very relevant as simgigrapolations from present state would be
ambiguous. These factors are investigétex in a techno-socio-economic framework
including aggregated technology diffusion, private sector investments and integration
with energy systems.

High annual growth rates are not exceptional for emerging energy technologies. Based
on empirical observations supported by tedbgy diffusion theory, a growth exceeding
20%yr could be normal when the share okaltrgy is under 1% but declines to <5%yr
when exceeding a 10% market share. Industgmofitability and capability to generate
revenues is the basis for further investments and volume growth. Analyzing top
companies, a self-financeable capacity expansion potential of 14-99%yr (2008) in wind
power industry and 60%yr in average in PV (plunged to 20% in 2009) were found which
could facilitate a sustained growth path. However, a decreasing trend was found in all
RES which may indicate lowering profit margins explained by hazdepetition, larger
investments in manufacturing lines and R&D needs with raising volumes that may
eventually lead to decreasing annual growth.

Under favorable circumstances, i.e. new tettgies are given a prefential paition in
energy and climate policy that accelergigsate investmentand diffusion, but

considering simultaneously the technoiseeconomic boundaries, the share of
renewables could grow up to 60% of global electricity in 2050 (19% in 2009), and new
renewables >40% (3%), respectively. If going for so-called fast-track strategies, RES-E
could in theory grow even close to 100% of all electricity, but would require strong
demand side efficiency measures and existing traditional capacity replacement
simultaneously.

1 Introduction

New energy technologies are perceived &y @n increasingly important role in €O
emission mitigation and in ensuring accesenergy. Some new technologies such as
wind power and solar photovoltaics have demonstrated two-digit growth numbers for a
longer period of time, which may be explained by a combined effect of increasing
subsidy volumes and technology scale and legraffects. For examgllast year (2010),
the PV market almost doubled bringing throduction capacity close to 30,000 MW

and in the main market Germany solar electricity reaches a 2% share of all electricity.
Albeit such skyrocketing market growths, these new technologies still are embryonic in



terms of their overall energy contributiaich remains in a few percent range of all
energy and electricity demand. The gap lestvglobal energy relevance and present
situation is still least an order of magnitude wide.

It is important to emphasize that the high annual growth rates are quite typical to new
innovations when they enter the market, but we may not conclude from this that strong
growth would be a prevailing condition for a new technology. Actually based on
empirical observations on energy technology penetration in general over 20%yr growth
could be normal when the share of all energy is under 1% but declines to <5%yr when
exceeding a 10% market share [Lund, 2010] . This is also supported by technology
diffusion theory. Understanding factors that will affect future adoption of new energy
technologies is therefore highly relevant.

There is a range of factors that will influertbe penetration. Most of this fall under a

highly sophisticated multidisciplinary temb-socio-economic framework, stretching

from consumer related social and behaalifeictors to technology characteristics and
requirements [Rogers, 1995]. Penetration is strongly linked to decision making processes
influenced by above-type factors. A undfianalytical model that would include all

relevant factors and explain penetration of new energy technologies has not yet been
developed and would require a huge effort. Instead partial models that high-light the
importance of certain type of factors damused, for example classical technology

diffusion models relate often to user awareness and information excess.

In this paper, we will present a review of different kind of models that could be used for
investigating the penetration of new energy technologies in the techno-socio-economic
frame. One of the objectives would be to find out how fast these new industries could
actually grow taking the different boundary conditions. We will focus here on three
major questions and corresponding model categories ranging from micro to macro level,
namely:

1) Consumer interface: Adoption of a new technology as a social process explained
by information dispersion (awarenesasid willingness/readiness of consumers
to use the new technology (decision);

2) Delivery of new technology: Industries’ capability to grow and invest in new
production capacity which are inflneed by their profitability and cash
circulation rate;

3) Lumped adoption and penetration: Aggregated penetration of energy
technologies on a global level in general, emphasizing energy system dynamics
influenced by interaction of (non-defined but existing) techno-socio-economic
factors and technology integration;

The paper is constructed into three sectifinstly, the methodology and the modelling
framework is presented; secondly, key obsémwnatand results are shown; and thirdly, a
synthesis on how fast could new energy technologies penetrate including some sample
scenarios are elaborated.

2 Theory and models for penetration

The classical work of Rogers (1995) defines the diffusion of an innovation to the markets
as “process by which an innovation is coumitcated through certain channels over time
among the members of a social system”. New technologies will not penetrate on the
market if there are not positive decisions to invest in these. The decision-making process,
and the factors that affect positive decisiwiil have a crucial effect on the adoption of

the new technology, and hence on its penetration over time (i.e. diffusion). This
innovation decision-making process is illustrated in Figure 1 (Rogers, 1995). The rate of
adoption, i.e. how fast a new technologiyl penetrate, depends on a range of factors

linked to the characteristics to the technology, type of communication or information,



how decisions are made and by whom (e.g. individual...state), nature of social system,
etc.

Figure 1. The innovation decision-making process behind technology diffusion (from
Rogers, 1995).

The literature of diffusion models that try to describe the kind of process shown above is
ample, though most of the models are simplifications of the this complex social process
(see for example Stoneman, 2004; Geroski, 2000; Mahajan, 1994; Rao 2010; Baretto,
2008). The classical technology diffusion models includes an information and social
dimension on decision making and can be presented in simple form as follows:

@

or

@)

©)

where Ris the capacity or volume of the new technologyof typeis, tie coefficient of
diffusion, f is market share or cumulative adoption; superscript max referes to the
ultimate potential. Eq (1) leads to a logistic growth and follows a S-curve. Eq(1) gives
the well-known Fisher-Pry substitution model witf*& 1, i.e. a new technology
substitutes another old one (Fisher, 1971).

A more sophisticated form of the diffusion model in Eq(1) is the Bass-model describes
the diffusion process and adoption under mixed internal and external/central information
sources (Mahajan, 100):

4
where p is called the coefficient of innovation reflecting external information influence
or advertising effect (independent adoption)is the coefficient of imitation accounting
for the internal information influence or word-of-mouth effect (adopters influenced by
others). The epidemic model in Eq(1) corresponds to p=0 aid g=



In our earlier work, we derived a modified diffusion model for energy technoloy
penetraiton, a so-called empirical energy technology growth model, which is based on
observed penetration rates of different energy technologies over a long time frame
[Lund, 2010a; 2010b]. We observed a decreasing year-to-year growth as the share of
total market grows which can be put in model form as follows:

(®)

(6)

where B=0.0519, E= 0.0045,E= 0.02016. When fs low, say <1%, the yearly growth

rate may fluctuate strongly, yield very high values, but eventually settle oricH;<0

when f grows. At very high markets shares close to saturation of the technology, the
growth : would approach the organic growth rate of energy demand. Figure 2 shows the
growth model accompanied with a modified version at higher market shares which
corresponds the observed growth of oil in the past.

Figure 2. Empirical energy technology growth model.

It is possible to impose different limitatiam the growth, e.g. to reflect political,
financial or technical constraints, and then we would add to Eq(5) also a condition

(7)

The diffusion can also beeaived from the investment ppective when the companies
invest in new production facilities (Peterka, 1977, 1978; Spinrad, 1980). Let's consider
a new technology i (among n competing technologies i=1,2...,n) when its penetration is
dominated by the price and cost settings. Assuming that investments in new production
facilities are finaced by income, then the growth of a can be described as

(8)

where yis the specific investment andscthe specific production cost including both
direct (e.g., operating costs) and indirect charges (e.g. capital charges)sahd a
amortization rate, /s the production volume, p is the market price. We may also
express Eq(8) in terms of the market sharieef



(9) is the logaritimic expansion of total market.

The performance of a company can be assessed from Eq(9). A company would gain
market share if the commodity pripe> g + ¢; + @G and loose share if vice versa. In
renewable energy, several of the economic factors are influenced by energy policy
measures. For example policies affect factoch sis cost of capligaxation policy or
investment subsidies that in turn affectfeed-in-tariff levels have a direct impact on p,
world market development in general @n Eq(1). Policies may thus have a major
impact on business profitability, it could influge relocating of industries, and even lead
to market distrortion. The balance between price and costs may be sometimes a
sensititive issue, in particular when magkgtow rapidily and benefit of scale and
learning effects that in turn may lead teeesubsidization if rigi support schemes were
used. The recent turbulence with the FiT Iewe many countries is much due to the
above balancing need.

Eq(9) may further be refined on a microlevel, where the companies’ operational
performance and capabilty to find capital ighce their pace of growth. The rate at
which a compancy can sustain growth thiotige revenues it generate is basically
influenced through three factors: operating cash cy@lg) defined in days, cost of

sales (Gaed and cash flow from sales {R) defined per sales dollar for each cycle
(Churchill, 2001). The operatincash cycle defines the time that the companies’ cash is
tied up; the number of OCCs in a year is simpl:d 365/\8Ec. The shorter thépecor

the higher the Bcc, the faster can a company invérsim its own resources for growth.
Using the OCC, we may then write for théfgimanceable growth rate, i.e. revenue
sustained growth, for each cycle

(10)

where the sales costs includestof sales, operating expenses, depreciation/investments,
replacements, financing costs, R&D,etc. Plossible different castied up durations

(z Yo in the sales factors in the denominateed to be accountéar. Multiplying

above equation with thed¥c, then we obtain the annual self-financeable growth rate.

If we denote normalize the revenues and costs against the revenue, and defgte "R
normalizes sales revenue (=1$) and,AS normalized sales (sales cost per sales dollar),
we have for the yearly SGR rate

(11)
where

(12)



Ws the duration of cash tied up in cost item j. The fixed asset wearing e.g. replacements
can be included as a fraction of the sales to be directlydeduced for the sales number
(&Rsaley-

Clearly, the less funds are tiag to the operations and sales cost, the higher is the SFG
and the company can invest into growth. The numeror in Eq(11) is the profit and the
SFG is directly proportional to it. Assung that the company has adequate production
capacity, growing faster means thus either increasing the profit or lessening the costs.
The cost of the investments and the terms for financing have also a major influence on
the growth rate as shown in the next.

In case of new energy technologies, growth often required major investments in
equipment or R&D to increase future volume. This requires either setting aside funds
from the revenue over several OCC cycldamt lending money, though in both cases
the company will finance its growth through making a profit.

The new energy technologies’ market grdast meaning that increasing sales will
necessitate new manufacturing capacity, i.e. investments. Let's denote the normalized
investments needed for an additional sales dollar witkFinvestment per sales

revenue) and the present value discouctbfaacconting for amortization and interest

with d, and the part of the profit generated that may be used for growthi\libn the
maximum growth rate takes the following form

(13)

It should be obeserved that though both profit and external capital can be used for
growth, in the end the profit determineg tbng-term sustainable growth level through
with the external capital will be paid as well.

Eq(13) sets an upper limit for sustainable growth of an industry on a longer term basis.
Through influencing the individual terms the growth rate can be enhanced. Public
support e.g. on investments or interest rates are important factors affegjrfgatdr.
Scaling or learning effects may lower the unit investmegtad also the other cost

factors of sale. Generous feed-in-tariffs would increase the revenues (prgfit) ARy

sales guarantees could reduce the duration of cash tied up in\8&alesdn be expected
that the SGR rates may vary very muclhim a certain technology field based on
company performance and political boundary condtions.

Using an average value fgand rearranging Eq(13) we have

(14)

where the first term in brackets represents the self-growth rate without fixed asset burden
and the second term the fixed assets c@snaoting the normalized fixed asset increase
(replacements, new investment depricition) wjith

(15)
and the profit margin as share of revenues genergigd r



(16)

we may finally write Eq(14) in parametrized form which is later used in analysing the
growth of new technologies:

(17)

Some recent new ways to envison penetration include forecasting by exchange markets
and market expectations reflecting investerceptions (Wolfers, 2004; Polgreen 2007).
Malyshkina (2010) used corapy capitalization to estimate the time of appearance until

a substitute appears:

(18)

where M'® and M®" are current aggregate market capitalization of old and new-energy
companies, &is the annual aggregate dividends paid by the old-energy compélsies,
the fraction of old eergy replace by the new energy at time T.

In the next we employ two major models in Eq (5) and Eq (14).

3 Results

Firstly, we demonstrate the technology penetration using the empirical energy growth
model in Eq(5) and Fig. 2, i.e. new enetgghnologies would petrate in average as

the old technologies during their growth phaBee results are shown in Fig. 3 indicating
that the renewable electricity technologies could produce slightly over 60% of all
electricity in 2050. Wind stands for 25 % and solar electricity for 15% of global
electricity. Also is shown the increasingasé of new energy technologies of all annual
capacity additions (=100%) and we observe from 2040 onwards replacement of existing
traditional capacity as well.

Figure 3. Reference scenario of RES-E penetration.

In next stage, a fast-track penetratiosecwas investigated imhich the observed
penetration speed of oil was employed (Fig. 2, case oil-like). Three sub-cases with
different electricity demand growths wereafyzed. The results are shown in Fig. 4 and
key numerical data are summarized in Table 1.

One common observation is that if strivifog a high renewable ettricity share (>80%)
in 2050 will necessarily mean replacing existibgt not yet worn-out traditional electric



capacity. Secondly, through energy efficiency measures (i), the amount of

renewable capacity will remain lower thatcase of high demand growth (axiigh)

which in turn may have important consequesito system integiah and interfacing.

Thirdly, RES and energy efficiency togetleuld in theory provide 100% of all global
electricity in 2050 in a fast track mode. The average growth of the new technologies over
the whole period remains between 6-15%yr, but in low demand case 6-8%yr only.

Figure 4. Diffusion dynamics fdast-track renewable electitic by 2050. Left: electicity
from different sources, right: share of anncapacity replacement. From top to bottom:
high, average and low electricity demand growth



Table 1: Fast track cases fomneenewable electricity by 2050.

low medium high reference
(figure 3)

Electricity demand in 2050 (TWh) 30000 420000 51000 42000
Demand growth, %/yr 1.7A.5 | 1.7 2.1 1.7
RES of all in 2050 99 88 84 60
New RES of all in 2050 75 71 70 43
Avg. growth of wind, %l/yr 8 11 11 9
Avg. growth of solar, %/yr 6 13 14 15

Finally we analyzed major leading companies’ ability to grow through their renevue
generation (Eq(11)). Table 2 summarizes the findings. We find a large variation in the
SGR rate between the companies. Also the effects of the financial crisis can be observed

as the SGR drops in all cases in 2009.

Table2: Self-financed growth rate of energy technology industries world-wide
(replacements and investments not included)

2007 2008 2009 Range 2004 Sample sizeg
Photovoltaics 116 63 15 12-237 10
wind power - 29 6 14-99 10
Biofuels 60 -2 -161 -565-861 10
Gas and oil - 73 50 70-241 4

The growth rate was also investigatedrig. 5 more in terms of the profit margin,
investment, and cycle speed. Profit margiuilsaffect strongly the growth. As the

profits will most likely decline when markgblumes and competition increase, so will

the industries’ capabilities tovest decrease in relative terms. This is turn means a
slowing down of the annual growth as also explained by the empirical energy growth
model in Eq(5). To maintain growth in this case emphasizes the speed of the cash cycle
(Fig. 5b). How much of the sales revenues need to be devoted to production capacity
investments will have also an important effect on the growth as shown below.

Figure 5. Self-financeable growth of new technologies as a function of profit and
investments needed Ny 3./ 2= 1 () and 3 (b).



4 Summary

The penetration of new energy technologiethe techno-socio-economic frame was
investigated. A review of different modelss provided. In the analyses, an empirical
diffusion type of energy growth model was employed (but subject to imposed limitations
contrary to epidemic type of models).

Our results shows that renewable electricityldaeach a 60% share alf electricity in
2050 if just assuming the same kind of growth for the new technologies as for the old
ones in the past. The new renewables wowlddstor 43% of all electricity, i.e. a major
part of the growth would come from the new technologies indeed.

We also investigated fast-track cases in which the new technolrgiedlowed to grow

as oil did in the past. Now RES-E could rieaery high shares, even close to 100%.
However, several constraints for such scenario beyond traditional cost or integration
issues could be identified: high RES-E shares would require replacement of existing
traditional capacity before their end of lifieat, and if electricity demand growth is not
stabilized, the total amount of RES vis-a-vis existing infrastructures may be in mismatch.
Therefore, in case of fast-track strategiasrgy efficiency and RES need to be linked
stronger together.

Finally, industries’ capability to generate revenues for further investments and volume
growth was studied. Analyzing top companies, a self-financeable capacity expansion
potential of 14-99%yr (2008) in wind power industry and 60% in average in PV
(plunged to 20% in 2009) were found which could facilitate a sustained growth path.
However, a decreasing trend was foundIllrRES which may indicate lowering profit
margins explained by harder competition, larger investments in manufacturing lines and
R&D needs with raising volumes that may eventually lead to decreasing annual growth.
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Dong Energy's 85/15 strategy for the conversion
to 85% renewable
Author: Charles Nielsen, DONG Energy

Abstract

DONG Energy is one of the leading energy groups in Northern Europe. The company is
headquartered in Denmark and the business is based on procuring, producing,
distributing and trading in energy and related products in Northern Europe.

DONG Energy has a vision to provide clean and reliable energy and it is expressed as
85/15 strategy because of the ambition to change the share,oe@®iting heat and
power production in 2006 from 85% to only 15% and 85% renewable energy in 2040.
The basis for realizing this vision ia strong capability in development and
establishment of new offshore wind, increasese of biomass and use of gas to secure
flexible power production.

It is the clear ambition to continue to generate more energy, while rapidly increasing the
green proportion of this energy. And this should be done on a sound commercial basis.
The target is thus to double earrsrig the period between 2009 and 2015.

DONG Energy - a dynamic energy company in
Northern Europe

Energy is the life blood of modern society, anckliable supply of energy is essential to
keep the wheels of societyrting. Energy companies mitoce different types and forms

of energy that is taken to where society and its companies and consumers need it via
trading on international markets.

DONG Energy is headquartered in Denmark and the result of a merger between six
Danish energy companies in 2006. It issextically integrated energy company with
activities in upstream oil and gas production in the North Sea, heat and power production
at thermal power plants and wind in Northern Europe, energy trade in Northern Europe
and gas and electricity distribution network and end-users in Denmark and the
Netherlands. The vertical integration creates a robust company for international growth
through diversified investments, knowledge of each part of the energy sector and
business opportunities along the value chain.

Figur 1 DONG ENERGY's value chain



Growth in clean and reliable energy production

More global focus on increasing demand for energy and on the use of fossil fuels and the
effects of CO2 on the climate increases the pressure to finding new ways to supply
energy on a reliable basis. The EU has introduced the objective to reduce CO2 emissions
by 20% compared to 1990, increase use of renewable energy to 20% and decrease
energy consumption by 20% in 2020. In Denmark, the political vision is energy
independence of fossil fuels in 2050.

Today, reliable energy is produced at thermal power stations based on fossil fuels such
as coal and gas and these fuels emit G®2he conversion process to heat and
electricity. With increasing pduction of electricity from renewable sources as wind, the
emission of CO2 is reduced. But, wind as an energy source is not reliable. As an
integrated energy compayONG Energy sees the increasing focus on CO2 reduction

as well as the increase in renewable energy as opportunities to create new business areas.

DONG Energy's vision is to provide clean and reliable energy.

The vision is to be fulfilled by changing DONG Energy share of &@itting heat and
power production in 2006 from 85% to only 15% in 2040.

The basis for realizing this vision ia strong capability in development and
establishment of new offshore wind, increasisé of biomass and use of gas to secure
flexible power production. The energy sector is currently in a process of major change to
enable it to provide a more sustainable and more reliable energy supply. DONG Energy
is taking an active part in this transitionrdhgh its strategy and an aim to halve its:CO
emissions per kwWh by 2020 compared to 2006. With emissions of 524 geCKWVh
generated in 2010, and with the corresponding figure in 2006 being 638/IJANDO
DONG Energy is well on the way to meeting this target.

Wind energy plays a significant role in the transition to clean energy but DONG
Energy's strong capabilities in thermal generation will also be instrumental in ensuring
that the ambitious targefor the reduction in C@missions can be met. This will be
achieved by converting coalid power stations to biomass and reducing the coal-fired
power station capacity. Phagirout of coal-fired units from ten to five has already
reduced coal consumption from 6 million t&snin 2006 to 4 million tonnes in 2010.
Continued phasing out and the expected conversion of coal-fired units to biomass are
expected to reduce coal consumption by a further 2 million tonnes by the end of 2014.

Figur 2 Realization of vision 85/15 and capacity development until 2014

The conversion of thermal generation in the period 2006-2010 has contributed to a
reduction of 6 million tonnes in C@missions, equivalent to 13% of Denmark's total
CO.emissions (2009) and 44% of the reduttio which Denmark has committed (under
the Kyoto Protocol). And with the contindieonversion of thermal generation, DONG



Energy expects to be able to reduce its €@fiissions in Denmark by a further 4 million
tonnes between 2010 and end of 2014.

The 85/15 strategy implies more focus on renewables and gas

In the coming years, DONG Energy will continue to make major investments in
expansion of its renewable energy capacityesehinvestments will be made in order to
convert the power and heat production frbeing predominantly coal-based to being
based, in particular, on green and low-carbon energy sources such as wind, biomass and
natural gas.

DONG Energy is currently among the mosperienced in th world when it comes to

the design, construction and operation of offshore wind farms, and this position is
maintained through continued growth in gextimg capacity. This is currently being
achieved by utilizing economies of scale in procurement of wind turbines and
components and optimizing and ratidiming the construction process.

Another key element in the realisation of taegets up to 2020 is the establishment of
natural gas-fired power stations. DONG Eneigygperating two natural gas-fired power
stations in Norway and UK and in the process of establishing a new natural gas-fired
power stations in the Netherlands. The plariflarway will deliver a variety of services

to Statoil’s refinery nearby under a long-term contract. Besides producing significantly
lower CQ emissions than coal-fired power stations, natural gas-fired power stations
provide significantly greater flexibility aa supplement to the uneven generation from
renewable energy sources. DONG Energy is consequently focusing on developing its
portfolio of natural gas-fired power stations in the coming years.

The use of biomass also cohtrtes significantly to the traition of combined heat and
power generation from black to green. In 2010, biomass in the form of straw, wood chips
and wood pellets made up 16% of the fuel consumption at the central power stations and
small-scale CHP plants in Denmark ownedNG Energy. The aim is to increase the

use of biomass substantiallytime coming years, partly by converting existing coal-fired
power stations to biomass-firing.

In 2010, New Bio Solutions was established as a new area of activity in DONG Energy.
The purpose is to mature and commdizganew technology fo pretreatment and
utilization of biomass for energy purposes. The technologies were developed at DONG
Energy’s Innovation Centre and are based on experience from several decades’ use of
biomass for energy production in Denmark. Biomass today constitutes the largest
proportion of renewable energy sources inglabal energy supply, and there is a great
potential to utilize biomass more efficiently.

Efficient pretreatment of biomass ensures that biomass can become an increasingly
important part of the global energ
supply. Biomass is a flexibl
resource and can be combined with
unpredictable electricity generatio
from, for example, wind and solar
energy. Biomass can also be used|in
the transport sector as a substitute
for oil-based transport fuels. Ne
Bio Solutions’ business model i
based on technology sales through
license agreements. Efforts t
secure the commercial platform and
value creation are made through

strategic commercial partnerships. ]
Figur 2 Pre-treatment is a key technology for the

utilisation o local biomass and waste




Conclusion - an ambitious vision and ambitious growth

The world is facing two huge challenges. We need to generate enough energy for the
increasing numbers of people who want to share in the world’s prosperity, and we need
to reduce pollution with CO Many people believe it to be difficult to meet both
challenges. However, at DONG Energy, Wwave made it the core of our business
strategy to do just that. It is DONG Energy's 85/15 vision to provide clean and reliable
energy.

In this context both wind power and biomass plays an important role in order to reduce
corporate C@emissions significantly until 2040. DNI5 Energy is cuently the leading
company in the world regarding off-shore wind power installations and very experienced
within conversion of biomass to energy.

It is the clear ambition to continue to generate more energy, while rapidly increasing the
green proportion of this energy. And this should be done on a sound commercial basis.
The target is thus to double earrsrig the period between 2009 and 2015.
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"Spurring investments in renewale energy technologies in non-
OECD countries. A quantitative amalysis on how to design and
finance NAMAS"

Tobias S. Schmidt, Robin Boand Malte Schneider

Department for Management, Technology, and Economics, ETH Zurich
Kreuzplatz 5, 8032 Zurich, Switzerland

After the Cancun agreement and in the light of the upcoming negotiations in Durban by the end of this
year, the debate on how to procedth international climate policy aftehe end of the Kyoto Protocol in

2012 is in full swing (Grubb, 2011). While some parties and scholars suggest a reform of the Kyoto
Protocol’s project based Clean Development Mechanism (CDM) (Bakker et al., 2011) in order to increase
the reduction effects of greenhouse gas (GHG) emissitimess;s prefer a quick irdduction of the so called
Nationally Appropriate Mitigation Activities (NAMAsYHoehne, 2011). While the CDM has led to the
realization of more than 6000 registered projects (Fenhann, 2011) and provided great learning
opportunities, it is criticized for the inability tappropriately account for technology and country
differences resulting in limited effects (Neuhoff, 2009).

The Cancun agreement highlights the role of teldgyoand country differences and suggests NAMAs as
one instrument to overcome many of the shortcomings of the CDM (UNFCCC, 2011). NAMAs are one or
a set of policy instruments, which are nationallyrdduced in order to reduce emissions beyond the
business-as-usual baseline. NAMAs of developing t@msare to be supported by developed countries
(UNFCCC, 2011). The design, implementation andasuring, reporting and verification (MRV) of
NAMAs, however, is not straightforward (Okubo et @011). Besides these aspects, the ongoing debate
focuses on the height, sources and mechanismearding of NAMAs and the role of the Green Climate
Fund (GCF) and Techhagy Executive Committee (TEC), wtihicare to be founded according o the
Cancun agreement.

The debate is rather dominated by politicians and economists providing and relying on data from meta-
analysis on the overall cost (e.g., Project Catalyst, 20di0lacks a more detailed understanding of the role

of country and technology differences, which are nexgda order to make use of the strength of NAMAs

over the CDM. Technology studies providing more fine-grained numbers could serve as additional decision
support but are currently insufficieW/e want to contribute to bridging this gap and fueling the debate by
calculating technology specific numbers based @ottom-up model for the el&tity sector, which we

then interpret in order to provide the policy debate with new input.

The electricity sector, being the lag} contributor to anthropogenic climate change (IPCC, 2007), is key
for any country’s mitigation approach and is a good research case for several other reasons. Compared to
other sectors, the electricity sector has the advantagerbduction cost as well as GHG reductions can be
calculated and measured relatively easily (Okubo et al., 2011). Due to the high number of CDM projects in
this sector, more reliable data exists than &her sectors. Also, effective policy measures for

decarbonisation, such as preferential feed-in tariffs for renewables, exist “whose GHG impacts are



relatively easy to evaluate” (Okubo et al., 20140p. Renewable energy technologies (RET) are a means
of decoupling the sector from its carbon dependemzdhence well suited for drastic emission reductions
and other positive side-effed{Sutter and Parrefio, 2007).

By bottom-up modelling we calculatbe levelised cost of electricity (LCOE) of RET, which are a good
indicator for the height of a feed-in tariff neediedt an ample diffusion. Above that, we compute the
financial gap that needs to be bridged by theséfstao the technologies which would be installed
alternatively, based on the development of a financial and emission baseline. We thereby estimate the
financial needs of NAMAs aiming at the large-scdifusion of RET. We apply the model to Wind and
Solar PV, the two RET with the biggest natural potenttal which current production capacities for large
scale diffusion exist, and to six non-OECD countriespelg Brazil, Egypt, India, Kenya, Nicaragua, and
Thailand.

We find that great differences exist between teabgiebs and countries regarding LCOE of both RET (see
figure below) and the baseline mix. This heteroggrgghlights the need to address country-technology
combinations specifically, a task which could notdeeved by the CDM. NAMAs have the potential to
overcome the CDM’s shortcomings but still an internsaseline discussion is needed. Furthermore,
NAMAs and their financing should be designed accaydinthe maturity of a technology and the financing
gap of the specific technology-country combination.@gviding a detailed understanding of the different
financial requirements of different RETs in various countries and interpreting our findings we contribute to
the international climate policy debate on NAMA®ancing and the role of the new international
institutions (GCF and TEC).

Figure: The LCOE of solar PV and Wind. The red bars depict the LCOE ipf of Solar PV; the green ones those
of Wind assuming average grid connection cost (statth@fart technology). The left end of the black stripes
represents the LCOE without grid connection costs; the right end those withigteryrid-connection costs.

! Solar PV refers to ¢c-Si modules, the currently leadinar sechnology by market share. Wind refers to on-shore
Wind turbines of the 2MW class as they are typically installed in non-OECD countries.



Integrating climate change adaptation in energy
planning and decision-making — Key challenges
and opportunities

Anne Olhoff and Karen Holm Olsen, UNEP Risg Centre, Risg DTU.

Abstract

Energy systems are significantly vulnerabletorent climate vaability and extreme
events. As climate change becomes more pronounced, the risks and vulnerabilities will
be exacerbated.

To date, energy sector adaptation issues henaived very limited attention. In this
paper, a climate risk management framewsitksed as the basis for identifying key
challenges and opportunities to enhance ttegmtion of climate change adaptation in
energy planning and decision-making. Givts importance for raising awareness and
for stimulating action by planners and decisinakers, emphasis is placed on reviewing
the current knowledgen risks and vulnerabilities of energy systems and on potential
adaptation options.

The paper finds that short and longer taction on climate risk management of energy
systems strongly depends on: Strengthening the capacity to model and project climate
change and its impacts at local and regi@cales; improving the geographical coverage
of risk, vulnerability and adaptation assesstagand the availabili of systematic and
integrated assessments; and, providing information and guidance in a form appropriate
for planners and decision makers. Another important area concerns establishing
improved understanding of potential trade-offs and synergies between energy system
adaptation and mitigation options, and adapteand development prospects in other
sectors or areas. Finally, improved knowledge on damage costs, and adaptation costs and
benefits is likely to remove barriers to igtation of climate risks and adaptive responses
in energy planning and decision making. Both detailed assessments of the costs and
benefits of integrating adaptation measures and rougher ‘order of magnitude’ estimates
would enhance awareness raising and momentum for action.

1 Framing the Issue

The role of energy services for development and economic growth is extensively
documented and universally recognized. Energy conversion and end-use is, however,
also a major driver of greenhouse gas (GHf)ssions and global warming. The energy
sector is consequently a primary targetlohate change mitigation efforts. An

impressive volume of peer-riewed literature studies the role and potential of the energy
sector for reducing GHG emissions as well as the potential implications of climate
change mitigation policies for the energy sector.

The urgency of controlling and reducing GHG emissions cannot be emphasised enough.
However, due historic emissions and consequent increased atmospheric concentrations
of GHGs, we are already locked-in to a certain degree of climate change. It is, therefore,
central not only to avoid the unmanageable, through mitigation, but also to manage the
unavoidable, through adaptation.

To date, energy sector adaptation issues heaaived very limited attention. This is

evident in terms of lack of investment and action and through an under-representation of
the energy sector in peer-reviewed literatomeadaptation (Ebinger and Vergara, 2011).
The entire energy supply chain is, nonetheless, vulnerable to current climate variability
and extreme events. To illustrate, the World Bank estimates that climate extremes



accounted for a 13 percent variation in energy productivity in developing countries in
2005 (World Bank, 2010a). With projected climate change, both energy sector risks and
vulnerabilities will be exacerbated, underlining the need for adaptation.

In this paper, the current knowledge base for integrating energy adaptation in planning
and decision-making is explored withethim of identifying key challenges and
opportunities for increasing the climateiliesce of energy systems through integrated
climate risk management.

Much is at stake if energy projects, planning, and policies continue to disregard the risks
imposed by climate change. Investment sliecis that do not take climate change
implications into account, may lead to inefficient resource use and mal-adaptation1,
which may ultimately affect the potential for achieving main energy development and
security goals. Furthermore, synergies and trade-offs with other sectors and key climate
change mitigation issues may be overlookethortant potential trade-offs with other
sectors include competing uses of water and land, where current stresses are likely to be
exacerbated by climate change. A significant increase in the share of renewable energy
sources is a central component of all emisseduction strategies. Mitigation policies

need to take the effects of unavoidabimate change on energy resource endowments
and supply into account — in other words, they need to be ‘climate proofed'.

The paper begins by outlining how climate risk management can be used as a framework
to guide energy adaptation actions and decision making processes in section 2. Section 3,
summarises the current knowledge on key potential climate impacts and vulnerabilities

of energy systems, followed by an overview of adaptation options in section 4. In the

final section, key opportunities and challenges for increasing the climate resilience of
energy systems through integrated climate risk management are put forward.

2 Climate Risk Management

Adaptation planning and destbn-making takes place under significant risk and
uncertainty2. An inherent risk of adaptation decisions is that in retrospect they may turn
out to have been mistaken or sub-optimal.important aspect of climate adaptation
decision making under risk and uncertaintyhisrefore to be aware of, and specific

about, the potential consequences of erroneous decisions.

Climate risk management provides a framework to guide adaptation decisions and
decision-making processes, where the mopbitant risk factors are identified and the
uncertainty associated with each is descrifwillows and Connell, 2003). Climate risk
assessment and management can be undertaken at all relevant levels. This means that it
can be used as an integrated framewoidguide decisions and actions as well as a
framework to guide specific project or sectoral decisions and actions. The main
advantage of an integrated assessment, asego project or sector-specific analysis,

is that it allows the indirect impacts al@pting a set of adaptation measures to be
examined.

Risk assessment and management are already important aspects of planning and decision
making in the energy sector as well astiner key sectors including water, agriculture,

1 Mal-adaptation is generally understood as actiaken that (unintentionally) constrain the options
available to or ability of other decision makers now or in the future to manage the impacts of
climate change, thereby resulting in an increase in exposure and/or vulnerability to climate change.

2 Risk is the product of the likelihood of an event and its consequences IPCC (2007, p.64). Uncertainty
arises when there is a lack of knowledge concerning outcomes. Uncertainty may result from an
incomplete knowledge of the risk (probability or consequences). However, even when there is
knowledge regarding the risk, there is still uncertainty because outcomes are determined
probabilistically. See also Ebinger and Vergara (2011).



transport, and finance. Energy providers and consumers are used to respond to changes
in conditions that affect their decisions. Tésting familiarity of planners and decision
makers with risk management indicates the usefulness of a risk-based approach to
facilitate the integration of climate adaptation options and measures in planning and
decision making both within and across sectors (ADB, 2005).

Figure 1 below illustrates the main steyis risk-based fraework for adaptation

decision making. The figure underlines the iterative nature of the risk management
process that captures the dynamics of theésda®n problem. Uncertain long term impacts

are used as a basis for identifying and aradyshort-term policy and project objectives,
priorities, and options to enable decisions to be based on the best available information at
a given point in time (Richels et al., 2008; Ram, 2009). As it becomes available, new
information can be incorporated, which may lead to revisiting earlier steps in the

decision making process.

Figure 1: The UKCIP framework to support climate change adaptation decision
making under risk and uncertainty

Source: Willows and Connell (2003).

In the following sections, we focus on theremt knowledge base related to steps 3, 4,
and 5 in Figure 1. Assessing risks and impacts of climate change on the energy system
supply chain and on energy demand as wediredysing adaptation options is essential

to raise awareness among planners and deaisaers on the potential implications of
climate risks on their decisionis.is likely one of the key drivers in initiating the process

of integrating climate change adaptation in energy planning and decision making as it
promotes the inclusion of climate risks in steps 1 and 2 of Figure 1. Central questions
that need to be considered by plannersdeaision makers include: What is the “right”
level of adaptation? And: How climate resilient do we want our actions to be?

3 Climate Impacts and Energy System
Vulnerabilities

In this section, the current knowledge on key potential climate impacts and
vulnerabilities of energy systems, including energy resource endowments and supply3;

3 The supply of energy relates to the technologies used to convert primary energy into end-use energy
available to consumers. Such technologiescslpi have a long life-span, which means energy
supply decisions need to factor in present and future climate related impacts.



energy demand; and, energy transmission, distribution, and transfer, is summarised.
Indirect effects and cross-linkages withet economic sectors are highlighted to the
extent possible.

3.1 Fossil-fuel and nuclear energy resources and supply

Climate change can have implicationsdocess, production and supply of thermal

energy sources. Access to oil and gas resources is impacted by e.g. reduced ice coverage
in Greenland and the arctic areas and melting permafrost in Alaska (Casper, 2010). The
production of oil and gas is sensitive to ertie weather events that can lead to damages
to offshore platforms (Cruz and Krausmann, 2008). Flooding and sea level rise can lead
to structural damages and erosion of production equipment. One of the important
potential climate change impacts is the eftddhcreased air and water temperatures on
the technical efficiency with which fuels are converted to electricity. Even small
variations in temperature can result isignificant change in the efficiency and

reliability of energy supply. The demand feater to cool thermal and nuclear power

plants is vulnerable to the temperataral fluctuations in water supply and other
competing needs for water (Forster and Lilliestam, 2010).

Although there is general knowledge regarding the linkages and potential effects, there is
little or no peer reviewed literature on the effects on thermal and nuclear power
production of changes in river flows affecting cooling water availability; damages from
inundation and from extreme weatheests; vulnerability of offshore energy

infrastructure and impacts on the potentialdgploitation of reserves; and, indirect

impacts on countries relying on energy imports through damages to roads, ports, etc.,
affecting supply channels and end-supply.

3.2 Renewable Energy Resources and Supply

Renewable energy including hydropower, wind, solar, and biofuels depend directly on
climate parameters and decisions are pt@ad site-specific. Such decisions will

generally be subject to additional uncertainty. Indeed, one of the repeated caveats in the
available empirical literature on climate change impacts on renewable energy production
is that the results obtainecedrighly sensitive to uncertainties related to modelling the
impacts of climate change at regional and local scale (World Bank 2010a; World Bank,
2010b; Mauser and Bach, 2009; Fenger, 2007).

Climate change influences the geographdtistribution and the variability afind

fields, which determines the availabilitycareliability of wind energy for electricity
production (Pryor and Barthelmie, 2010). Several studies have investigated the impacts
of climate change on wind power (Harris@radden et al., 2008; de Lucena, Szklo et

al., 2010). However, the geographical coverage of the peer reviewed literature on the
impacts of climate change on wind power potential is uneven at present, with no
available studies providing detailed analysis of the potential impacts of changes in
extreme winds (Mideksa and Kallbekken 12D Apart from studie from USA, where a
decrease in wind speed is found to be likely with a consequent decline in the potential for
wind power, available studies indicate a sn@lnoderate increase in the wind power
potential with seasonal variations towantisreased wind speed in the winter and
decreased wind speed in the summer4.

Hydrological systems are affected by climate changevariety of ways. Observed
long-term trends in precipitation for the period 1900-2005 indicate an increase in the
eastern parts of North and South America, northern Europe and northern and central
Asia, while drying is observed in Sahttle Mediterranean, southern Africa, parts of

4 Available literature mainly covers the North Sea (Sood and Durante, 2006); the Nordic region
(Fenger, 2007); Northern Europe (Pryor et al., 2005; Pryor and Barthelmie, 2010); UK (Cradden et
al., 2006); Ireland (Lynch et al. 2006); the Eastern Mediterranean (Bloom et al., 2008); and,
Continental and Northwest USA (Breslow and Sailor, 2002; Sailor et al., 2008).



northern South America, the Caribbean and parts of southern Asia (Ebinger and Vergara,
2011). Another trend is a substantial inee& heavy precipitation events in many
regions, even in areas that have expeedra decrease in overall precipitation.

To assess climate change impacthipdropower long-term changes in climate

variables are translated into run-off (Su and Xie, 2003; Madani and Lund, 2010; Singh,
Thompson et al., 2010). The areas most affected include mountainous areas, valleys and
rivers fed by melting snow and ice, wheun-off and early spring discharge have

increased (Dussaillant, Benito et al., 2010). However, as glaciers and snow melt and
precipitation patterns change, run-off is likélydecrease. These impacts severely affect
the availability of hydropower resources at regional and local levels. The warming of
lakes and rivers affect the thermal structure and water quality (Delpla, Baures et al.,
2011). An indirect impact is increasedmpetition for water among economic sectors

such as agriculturenergy and recreation.

The supply of electricity from hydropower depends partly on the variation in water flows
and partly on installed generation capadilost systems are designed based on

historical records assuming a stable climhbté,increasingly analysis try to model
projected changes in hydropower generation (Kim and Kaluarachchi, 2009). Two factors
are particularly important for the vulnerability hydropower to climate change impacts:

1) The share of hydropower in the energy mix of the system, and 2) Integration of
transmission networks nationally and regionally this decides whethplants should be
optimized individually or in the context aflarger energy system. Small run-of-river
plants offer little flexibility, but are ghe same time associated with much lower
investment costs, whereas reservoir stogmcity can compensate for seasonal — even
annual — variations in wateoflvs (Raje and Mujumdar, 2010).

Peer reviewed literature is larger in volume and available for more regions of the world
for hydropower than for wind power, although developing country analysis is under-
represented (Mideksa and Kallbekken, 2010)5. A study by Harrison et al. (2003)
analyses the impacts of climate change omfira risk in hydropower projects using the
Zambezi river basin as a case. They find that climate change has the potential to be
doubly damaging for hydropower with the alteration of both the expected return from
hydroelectric installations and the financial rtbkt they face. Large parts of Africa rely
heavily on hydropower for electricity production and recent droughts have had
significant impacts on power supply and emmies (Eberhard et al., 2008; Karakezi et
al., 2009). Further analyses of financial risk implications would be valuable both for
Africa and generally.

In relation toliquid biofuels, the crops used as raw material to produce ethanol and
biodiesel such as sugarcane, soybeans ancraszvulnerable to the effects of climate
change. Climate change affects temperature, precipitation patterns, extreme weather
events (droughts, floods, storms, fires and frost) and the level p&ff€ating the rate of
photosynthesis, which all have significanpacts on crops (Dhakhwa, Campbell et al.,

5 Studies include detailed analyses of impacts caused by the anticipated consequences of climate
change on Peru’s hydrology and hydropower potential (World Bank 2010c; World Bank, 2010d);
hydropower generation vulnerability to climate change and water management practices in Brazil
(Freitas and Soito, 2009); linkages between energy, poverty and climate change in Latin America
and the Caribbean (Bariloche Foundation, 2088glysis of climate change implications on
hydropower in the Nordic region (Beldring et2006; Fenger, 2007); evaluation of the impacts on
hydropower, power planfficiency, unproductive spills and reseir reliability due to changes in
the hydrological regimes for the Peribonka River water resource system in Quebec (Minville et al.,
2009); analysis of the impacts of projected climate change on two Aegean water basins and related
issue of water stress for competing uses (Q2009); large scale distributed hydrological
modelling to study the impact of climate change on the water flows of the mountainous Upper-
Danube watershed in Central Europe (Mauser and Bach, 2009); impacts on hydropower production
based on the Colorado River (Barnett et al., 2604l the Central Valley (van Rheenen et al., 2003)
in the United States.



1997). Agricultural and crop management pices need to be adapted to reflect the
changing conditions for growing energy crops. Studies show that there is an unexplored
potential for synergies between mitigation andmdtion strategies for climate change in
agriculture (Smith and Olesen, 2010). Traditional biofuels in developing countries for
household cooking and small scale indaspurposes will also be affected.

Consequences may range from decreased availability as a result of droughts, to problems
with drying or storing specific wood or waste resources in case of increased
precipitation. Both extremes may, however, lead to the use of poorer quality fuels in
household, resulting in increased partiteissions and adverse health effects. Finally,

an important issue with respect to particularly liquid biofuels is the potential trade-off
between energy and food crop production and associated effects.

Solarinsulation as a source of energy varies naturally with variations in solar activity
(Marsh and Svensmark, 2003). Global warming affects the content of water vapour in
the atmosphere, i.e. the cloud cover and itsaataristics, with implications for the solar
energy available locally and regionally. Sakechnologies sucas photovoltaic (PV)

cells and Concentrated Solar Power (CSP) can also be affected by extreme weather
events and are sensitive to changesrnperature that have implications for the
efficiency of electricity generation (Wilbanks, Bhatt et al., 2008).

3.3 Transmission, Distribution, and Transfer

There is little research focungj specifically on the potentiaffects of climate change on
energy infrastructure, including energy transmission, distribution and transfer, although
there is general knowledge regarding potential impacts.

The transmission, distribution and transfer of energy takes place via transmission lines,
oil and gas pipelines extending thousands of kilometres, and land- and sea-based
transfer. An increase in extreme weather &velne to climate change can impact energy
infrastructure in a variety afays. Transmission lines and pipelines are vulnerable to
erosion processes, flooding, landslides,em& winds, ice loads and the combination of
wind-on-ice, which may cause incredstamages and collapse (Mideksa and
Kallbekken, 2010; Hosek, Musilek et al., 2011). Falling trees due to more frequent and
extreme storms are an increasing risk sriiution systems. Higher temperatures, more
heavy precipitation and more frequent storms and hurricanes pose increased risks to
land-and sea-based transport of energy,ghauelting of Arctic sea ice also offers
opportunities for new shipping routes in Alaska and the through the Bering Strait
(Campbell and Mts, 2008).

3.4 Energy Demand

The most significant climate change impantenergy demand is through the effect on
heating and cooling needs in buildings in the residential sector. Higher temperatures also
impact on energy demand in the industrial and agricultural sectors, for instance in
relation to cooling for food processingdastorage and electricity use for pumping of
water for irrigation. However, the climate impacts on energy demand are less well
studied for these sectors. For the residéagator, which accounts for approximately a
third of global end-use energy, a global study estimates that aggregate demand for
heating will decline by 34 percent by 2100, while aggregate demand for cooling will
increase by 72 percent (Isaac and van Vuu2ea9). While the impacts vary across
regions, studies generally find that the increased demand for cooling more than
outweighs the decreased demand for heating (Ebinger and Vergara, 2011).

4 Adaptation Options

A broad range of adaptation options are available to manage energy system risks and
vulnerabilities arising from climate changariability, and extreme events. Table 1
below gives an overview of key adaptation actions.



Table 1: Energy system adaptatiorstrategies, measures and actions

Adaptationstrategiesand Examplef actions

measures

Reducingisks/vulnerabilities

Technological Physicaprotection: Retrofitting of existinginfrastructureto increaserobustnessagainst

storms, floods,and drought; buildingdikesanddesiltinggates;increasingdamheights;
enlargingfloodgates.

Improveddesign: Revisestructuralfootingsfor new pipelinedistribution sy stemsin areas
where permafrostis unstablethroughe.g.deeperpilingsand useof lighter weightbuilding
materials;applicationof newweightloadsfor high voltagetransmissiortowers exposedo
increasesn the intensityof winter precipitationor winds.

New technologiesDevelopmenbf smartgridsto accommodateenewablesourceswith
intermittent generationin existinggrids.

Behavioural Sitingdecisionghat take climaterisksinto account;useof improvedmeteorological
forecastingoolsandstrengthencommunicationwith meteorologicakerviceso enhance
anticipationof hazardsghangesn operationandmaintenancepractices,e.g. manageon r
site drainageand runoff of mined resourceschangecoalhandlingprocesseslueto
increasednoisturecontent,and adaptplant operationsto changesn riverflow patterns.

Structural Deploymenbf sectorwide incentives e.g.adoptionof policyframeworksto facilitate the
(requiringsectorwide internalizationof adaptationconcernsn energysystemshrougheconomicor fiscal
changes) incentives,developmentand adoption of toolsto hedgethe costsof protectingenergy

infrastructureif a disasteroccurs.

Sharingesponsibilityfor lossesor risks

Insurancemeasures Hedgingveathereventsto limit the financialexposureto disruptiveweathereventsof
organizationsand/orindividuals weatherindexbasedinsuranceschemesstandardand
customizednsurancesolutionsfor renewableenergyprojectsin developingcountries.
Energysystemdiversification Broadeninghe rangeof power planttypesand fuelsin the generationmix andusinga mix
of centralizedand decentralizedsupplypatternsto increasethe flexibility of the systemand
its resilienceto more variableclimaticconditions.Improvesenergysecurityin general.
Exploitingopportunitiesand synergiesand minimisingtrade offs

Demandsidemanagement Improvementsn vehicleefficiency;building design,codesand standardge.g.efficiency
andenergy/watersaving standardsor appliances)changesn consumptionpatterns (district heating/coolingflexible
workinghours);increasecoolingefficiency;energystoragetechnologies.
Providescosteffective,win win optionsthrough mitigation andadaptationsynergiesn a
contextof risingdemandand supplyconstraints.

Decentralisecnergy Build decentralisecenergystructuresbasedon locallyavailablerenewableenergysources
structures situatedin securelocations.Canreducethe probabilityof largescaleoutageswhen
centralizedpower systemsarecompromisedand couldprove moreflexibleandableto cope
with the increasingclimatevariabilityandunpredictability.

Integratedassessments, Integratedresourceplanningand computablegeneralequilibriumapproaches.
planningandmanagement Integratedenergyandwater resourcemanagemento solveconflictsand optimisethe use
of water for energyand other uses,in the faceof climatechangeinducedandother stresses,
suchaspopulationgrowth, landuse,and urbanization.

Managecompetition betweenlandusefor energyand non energycropsthroughe.g.more
efficientenergyandfuel conversiontechniquesimprovingland productivityand pasture
efficiency(e.g.irrigation,mechanizearvestingdevelopmentof new geneticallyimproved
speciesandrotating landusebetweenpastureandcrops).

Urbanpolicyandland useplanning,mainlyusingenergy/watersavinganddemandside
managenent (seeabove)ascitiesareimportantandgrowingconsumersof energy.

Source: Based on Ebinger and Vergara (2011, Chapter 4)

Adapting to climate changend climate risk management are ongoing processes (see
Figure 1). Building adaptive capacity, defined as “the ability or potential of a system to
respond successfully to climatariability and change” (Adger et al., 2007), is a critical
step in enhancing the climate resilience of energy systems and a necessary condition for
effectively undertaking adaptation actionseasmplified in Table 1. Adaptive capacity
hinges on awareness (see also sectiompyoved knowledge, e.g. on climate change
impacts on energy production and use, on data collection and monitoring, and on the
technical capacity to act upon this infotioa. Development of supportive institutional

and regulatory structures (governance, partnerships, and institutions) is fundamental in
building adaptive capacity (Ebinger and Vergara, 2011). Regulatory and behavioural
measures often take time and require strong institutions to put in place, emphasising the
need for concerted action now (World Bank, 2010b).

There are very few practical examples to date of systematic efforts targeting the
integration of climate change adaptation and risk management into energy planning and
decision-making, illustrating that prioritisatiof integration of energy sector adaptation
options and action is yet to take place. Similarly, project or investment specific
identification and appraisal of adaptationiops are under-represented in the empirical
literature. There ardowever, signs of growing awareness. The number of studies that



identify and examine adaptation measuregHerenergy sector is increasing and so is

the frequency with which energy sectornerability to climate change impacts are
referred to in government papers on climate change; studies by development agencies;
and, included on the agenda in international meetings (Ebinger and Vergara, 2011).

The strategies, measures and actions listd@élie 1 target increasing the flexibility and
robustness of systems to allow them to function under a wide range of climatic
conditions and sustain more severe@axite events. Agrawala and Fankhauser (2008)
point out that this may be the best wawtaount for potential climate change in current
investment decisions. As climate changprigected to amplify current variability as

well as the frequency and magnitude of exegesvents, an important guide to adaptation
to climate change is what makes sensadiapting to current climate variability.

The timing of adaptation measures is ¢ lssue6. Many energy system investments are
large and long-lived. Particularly for these tgpd investments, integration of adaptation
in the design phase is generally assessed to be less costly and more effective than
retroactive maintenance and repair costs and inconvenience of expensive retrofitting
(IPCC 2007; ADB 2005; Burton, 1996; ECA 2009). Substantial investments in energy
infrastructure and supply are under iaysupport broader economic development
strategies and to replace outlived produti@quipment and transmission infrastructure.
More than half of the global energy investrhies needed in del@ping countries, where
energy demand and production is projected to have the highest growth rate (IEA, 2009).
There is thus an urgent need to guitkestment decisions on integration of climate
risks.

Delaying adaptation measures can, howevearbappropriate risk management strategy
where additional time can reduce uncertainties (Willows and Connell, 2003). For climate
risk management of long-lived energy investiseit is therefore relevant to consider
whether additional time is likely to improtee informational basis for the investment
decision, e.g. through improvéarecasting for key climate chge variables, availability

of more refined modelling and methodologies, and/or improved knowledge regarding
integration of appropriate adaptation measures. It is also necessary to consider whether it
is possible to postpone the investment decision.

Demand side management is an examplernéasure that can ‘buy time’, i.e. make it
possible to avoid or postpone large investment decisions, such as installed capacity and
distribution network extensions, through reduced energy consumption and peak demand.
It is also an example of an adaptation measfor which early action is justified, since

there are immediate benefits to be gained from its implementation, in the form of no- and
low-regret and win-win opportunities7. Thistiee case with respect to climate change
mitigation, since the overall consumption of primary energy and thereby greenhouse gas
emissions are reduced, but also with respect to broader efficiency and supply priorities
including energy security.

The potential for demand side management areago reduce current inefficiencies in
energy production, transmission, and end-use through regulation and incentives, that
simultaneously help meet the projected increase in future energy demand in a cost-
effective manner, is extensively studied (see e.g. IPCC (2007b)).

6 From an economic perspective, decisions regarding timing will depend on the present value of the
relative costs and benefits of undertaking action at different points in time (Agrawala and
Fankhauser 2008). The discount factor (if greater than zero) and the prospect of cheaper and more
efficient adaptation technologiesd techniques becoming available in the future, favour delaying
action where possible.

7 Win-win options are measures that contribute to both climate change mitigation and adaptation and
wider development objectives. No-regrets options are climate-related actions that make sense in
development terms, whether or not a specific climate threat actually materialises in the future.



More generally, a number of no- or low-regret energy planning and policy options exist.
For Africa, for example, a number of options will both promote energy access and
reduce the vulnerability of energy systems to climate impacts. Examples include
introducing and refining early warningstgms, mobilizing energy investments,
diversifying energy generation asset types, creating enabling environments for transfer
and introduction of new technologies and lafing commercial ashindustrial energy
efficiency implementation (Helio International, 2009).

Economic assessments of potential impacts and available adaptation options are crucial
in the prioritisation and selection of adaptimeasures. The availability of estimates of
economic impacts at energy system letted; economic value of climate change

damages at sector and project levels; and, of the benefits and costs of policies, measures
and actions to avoid climate change damalyesigh adaptation is low. The World Bank
Economics of Adaptation to Climate Changgiative (World Bank, 2010b) is currently

the only source of global and regional esties on adaptation costs related to power
generation (for all energy sources) and electricity transmission and distribution
infrastructure. Some figures on the climate-related impacts of droughts on hydropower
production and GDP for selected countries in Sub-Saharan Africa are available
(Eberhard et al., 2008). ECA (2009) includes a case study and cost curve for power
adaptation measures in Tanzania, and de Bruah. (2009) provid some estimates of

costs and benefits of energy related adaptaptions for the Netherlands. Apart from

these examples and from the literature on gkarin energy expenditures for cooling and
heating as a result of climate changat thnainly covers North America and OECD
countries8, no comprehensive assessmertesté and benefits of climate change

impacts on energy systems or of adaptivpeases to alleviate these impacts have been
undertaken so far.

5 Opportunities and Chal lenges — Preliminary
Conclusions

Climate risk management requires an intaigithary effort and pdicipatory approach
where the tools and knowledge of scienfistgergy analysts, and economists, policy
makers and planners, and citizens are coemifo far, key effits have focused on
assessing climate impacts and risks on pagrburenewable energy sources and supply
and on identifying potential adaptation options. In most cases, these two areas of effort
have been undertaken by different communities, with scientists focusing on analysing
climate impacts on energy system components and social scientists identifying and
discussing potential adaptation measures. Connecting the information on risks and
impacts to detailed identification and appraisal of adaptation options provides an
immediate opportunity for advancing climate risk management of energy projects,
sectors, and systems.

Currently, gaps in knowledgg@ose significant constraints for climate change risk
analyses and decision making. Based on the previous sections, opportunities for
expanding the scientific and socio-ecomoimowledge basis for decision making
abound in the following areas:

a. The capacity to model and project climate change and its impacts at the local
and regional scales can be expanded target better knowledge on gradual
changes at regional and local scales as well as changes in variability and
frequency and magnitude of extreme events.

b. Providing information and guidance in a form appropriate for planners and
decision makers at various levels: Climate risks are only one of many factors
that may influence a decision. Consequently, there is a need for raising

8 See IPCC (2007c), Chapter.2 for an overview.



awareness on the potential impactslohate variability and change on the
decision outcomes and for providing information and guidelines that enable
decision makers to take such impacts into account. Efforts may centre on
translating scientific data and knowledg# information relevant to adaptation
decision-making. Examples include the provision of maps (e.g. hydro-
meteorological, hazard, coastal, and siting maps) and guidelines and plans (e.g.
for siting of new energy assets, for power plant and distribution and
transmission infrastructure robustness with regard to storms, floods, and heat
waves).

c. Improve the geographical coveragerisk, vulnerability and adaptation option
analyses and the availability of systematic and integrated assessingueasts
in many developing regions of the world are understudied as are many parts of
the energy supply chain, including fossil, nuclear, solar, and biomass energy
resources and supply, and transmission, distribution, and transfer. Systematic
assessments are a pre-requisite for strategic advice and guidelines, and for
introducing regulatory adaptation measutategrated assessments allow the
indirect impacts of adopting a setaxfaptation measures to be examined.

Government institutions and internatibnasearch communities are faced with the
important task of filling these knowledge gap®l will have to prioritise research areas
given limitations on resources (Ram, 2009).

Another area where there is scope for establishing improved understanding is with
respect to potentigtade-offs and synerges between energy sfem adaptation and
mitigation options, and adaptation and deelopment prospects in other sectors or
areas Notable examples include competing uses of water, where there is an added
element of potential conflict arising frothe management of transboundary water
resources, and specific potential trade-bswveen for example biofuel crop production
and food security. Integrated risk management is useful for managing cross-sectoral,
national and regional issues.

Adaptation measures and mitigation actions have several important overlaps. To date,
these have not been studied in detailligia the potential for exploiting synergies

between adaptation, mitigation, and development priorities through demand side
management was pinpointed. But other overlaps are equally important to take into
consideration. Implementation of mitigation jgtds hinges on ineasing the share of
renewable energy sources in the energy mix. Mitigation policies are therefore very likely
to affect perceptions and practices related to risk management behaviour in investments
by energy institutionand they are almost certain to affect public and private sector
energy technology research and development investments and energy resource and
technology choices by energy institutions (Wilbanks et al., 2008). Moreover, a failure to
integrate climate change impacts on rert@@a&nergy sources — and energy sector
vulnerability and resilience in general —dlimate mitigation policies could impose

severe risks of mal-adaptation. Climate mitigation strategies also need to be climate
resilient, presenting one of the areas in which further studies seem pertinent.

Information ondamagecosts, and adaptation costs and benefits currently very

scarce. ‘Order of magnitude’ estimates of the likely economic consequences of climate-
related impacts on societies and economies in the shorter, medium, and longer term are
an effective way of increasing the awages and catching the attention of central

decision makers at international, nationad écal levels. There is considerable scope

for expanding economic assessments deadlls and addressing this gap should a

priority, as it is likely to impose a significabarrier to integration of climate risks and
adaptive responses in energy planning and decision making. Both detailed assessments
of the costs and benefits of integrating e¢déipn measures in site specific investments

and projects and in sectoral and national policies and rougher ‘order of magnitude’
estimates would enhance awareness raising and momentum for action.
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Abstract

Carbon Capture and Storage technologiegehan important role in climate change
mitigation, but it is still a relatively unknowtechnology and has gained low support. As

the implementation of Carbon CapturedaStorage requires public acceptance it is
important to understand what are the factoas tleed to be addressed in order to achieve
higher acceptance. Looking at existing acaapé studies, three factors were identified,
which were shared by all stakeholdersksi and benefit perceptions and costs. The
knowledge stakeholders have regarding these factors varies by group and is low among
non- professionals which means their opinions are not always based on facts. Providing
people with more information is crucial increasing their knowledge and acceptance.
Successful communication of informatiamas found to require expertise, trust and
honest communication. Participatory methods can be used in the implementation of
projects as efficient tools for includingl atakeholders in the decision making and
increasing acceptance through addressing their concerns.

1 Introduction

Stakeholder acceptance is crucial to impletatton of any technology, also for Carbon
Capture and Storage (CCS). For instaricethe Netherlands the government had to
withdraw support for a demonstration project in Barendrecht due to resistance from local
inhabitants toward the projesho considered on- shore stoeagdjacent to the village to

be too dangerous. (Government of the Netherlands, 2010)

In order to increase stakeholder acceptance we need to identify the factors that are most
relevant in terms of forming stakeholder’s perceptions. Knowledge on these factors will
allow those involved in CCS projects taddress the issues most important to
stakeholders in the process of planning and implementing the technology. This paper
looks for common factors in existing acceptance studies in order to establish what
influences stakeholder's acceptance to CCS technology and whether these factors vary
from one stakeholder group or one country to another. Due to low levels of knowledge
among stakeholders (de Best- Waldhob2009), providing them with additional
information on CCS technologies and other gaition options is important not only to
increase acceptance but also in order teik@ reliable information on stakeholder
opinions. The identification of factors that are shared by stakeholder groups will enable
focusing the communication on the infwation regarding these factors.

We will first summarize recent studies conducted on stakeholder acceptance in order to
illustrate acceptance levels and the factors affecting them. Once the factors that are
shared by all stakeholder groups and most studies have been identified, they can be
compiled together and analyzed. As the role of information in forming stakeholder



perceptions has been stressed by mostpéaeee studies, its significance and relations
to the factors will be explored. The opiniomgpressed in acceptance studies can then be
combined with the findings on informatido provide us with some direction on the
issues that need to be addressed ifyadri level of acceptance is to be achieved.

2  Stakeholder acceptance studies

Although comparative information on public acceptance of CCS on a European level, let
alone internationally is scarce, several copspecific studies have been conducted, for
instance in Japan, Netherlands and the UK (Anderson, 2009) (Reiner, 2006) (ltaoka,
2009). These studies indicate a hesitant,pgsitive acceptance. Mg of these studies

are based on questionnaires designed to test the acceptance of CCS under different
assumptions. They provide valuable information on the factors that seem to have effect
on increasing or decreasing acceptance for @Clthologies. Below are examples of the
studies that have been conducted regarding stakeholder acceptance (Anderson, 2009)
(Reiner, 2006) (Itaoka, 2009 and 2004) Kuishige, 2007) (Van Alphen, 2007) (De Best-
Waldhober, 2009) (Sharp, 2006) and some central findings of these studies regarding the
factors affecting perceptions.

A study on the acceptance of different methods for greenhouse gas mitigation conducted
by Reiner (2009) compiled results from studies conducted in the US, UK, Sweden and
Japan. The results indicated strong acceptance (supported by 80-90% of respondents) for
solar energy and energy efficient cars and appliances. Other methods, such as wind
energy, carbon sequestration through changes in land use (planting trees) and bio energy
were also seen as favourable methods by most, while the options of nuclear power and
CCS found less support, with 40-50% “not sure” whether these methods should be
implemented. Rejection was noted to be higher in the case of nuclear power, and the
high level of uncertain respondents was found to be a consequence of low levels of
knowledge on the technology. (Reiner, 2006)

A project (ACCSEPT) funded by Europeanion studied stakeholder perceptions in
several European countries, including UK, Netherlands, Germany, France, Italy,
Belgium, Norway, Denmark, Sweden, Findaand Spain. The results indicated that
different groups of stakeholders have diffaréevels of acceptance and differing risk
perceptions. It was discovered thatghest acceptance levels can be found on
stakeholders in the energy sector asmmhong academia, while the most negative
perceptions can be found among NGOs witirernment officials and parliamentarians

in between (Anderson, 2009).

Although the numbers of respondents pauntry in the ACCSEPT project were
relatively small, some common factors were drawn. The results indicated that most
important factors for determining stakeholgmrceptions were the risk perceptions of
different groups, along with fossil fuel dependency of the country in question and
electricity cost. The significance of cost was more significant for countries with lower
GDPs. A combining factor was a consensus that CCS was necessary in order to mitigate
climate change, which was regardedaerious problem. (Anderson, 2007)

The study by Itaoka (2009) used a random sample of ordinary citizens in the cities of
Tokyo and Sapporo and identified four main factors that explain acceptance in Japan; (1)
risks and leakage, (2) effectiveness of CCS, (3) responsibility, and (4) fossil fuel use.
The questionnaire results indicated that understanding the effectiveness of CCS has most
weight in determining acceptance levdidfectiveness was defed as the connection
between global warming mitigation and CCSldhe effectiveness of CCS in capturing
greenhouse gases. Another highly influential factor was risks and leakage. It was noted
that the risk factor increased in imporansignificantly when the respondents were
asked questions on the implementation of ggichl storage specifically, rather that
general acceptance. This implies that storagmissidered to entail highest risks in the
process and uncertainty regarding the risks and safety is likely to have a significant effect
on acceptance. (Itaoka, 2009)



Another study conducted in Japan was based on a questionnaire designed to measure the
importance of five factors on the level of acceptance among university students. The
factors used for the study were risk percaptibenefit perception and trust, along with

two factors measuring attitudes on human interference to the environment, one of which
was related to geological storage and the other to global warming. The study found these
five factors to be rather representativeeraluating acceptance, as they explained more

that 83% of acceptance levels. The mogpnificant factor was benefit perception
followed by risk perception. (Tokushige, 2007)

3  Factors of stakeholder perceptions

Comparison of the results of acceptance studies is difficult due to the facts that the
stakeholders and the questionnaires involndtiese studies are ndirectly comparable.

Each study used a questionnaire formulated for the specific research conducted and
involved different groups of stakeholders atifferent influential &ctors. For instance,

the study by Itaoka (2009) used a random sample of ordinary citizens, while Anderson
(2009) included different groups of stakeholders from the energy industry, local and
national governments and academia.

However, most research conducted on public and stakeholder perception finds that the
factors of largest significance in forming these perceptions are how the risks and benefits
of CCS technology are seen, with the aptcof benefits meaning the importance of
mitigating climate changand the contribution CCS can provide towards this aim.
Another factor that is significant for all stakeholder groups is the cost of electricity
following CCS implementation. Additional d¢eors that are important for at least one
group but not all are fossil fuel dependency, local impacts, reversibility of technical
choices, Europe’s role in promoting lowarbon technologies (European stakeholders),
attitudes on interfering with nature andense of responsibility as mankind to respect
the environment. (Anderson, 2007) (Tokushige, 2007) (Itaoka, 2009). Further illustration
on the three most important factors; risks, benefits and costs will draw together some of
the most significant findings of acceptance studies.

3.1 Risks

As was demonstrated by the studies discuss#te section above, risk perception is one

of the most significant factors determining stakeholder acceptance. It is also a factor
which appears to have significant variation among different stakeholder groups. Both the
energy industry and governments regardribles of CCS to be small, and the industry
further considers the risks to be well managed and the technology trustworthy, while
governments are somewhat more cawioand wish for additional research.
Environmental NGOs have expressed most doubt regarding the risks, pointing to
uncertainty in the lack of knowledge of possible leakage pathways, the behaviour of
carbon dioxide in the underground depositd tre appropriate materials for sealing the
injection wells. (Van Alphen, 2007). For the public, the most significant risks are
associated with storag particularly on-shore (Anderson, 2009), despite the fact that
approximately 60% report to have veitflé knowledge regarding storage (Tokushige,
2007).

The public also constructs their risk perbeps differently. While experts base their
perceptions on scientific findings, the public tends to form their risk perceptions on
intuitive judgments using images of the risks and benefits involved, based on their
personal values and experiences. This idiquéarly the case with new, relatively
unknown and complex technologies, such as CCS, and can distort the attitudes of general
public in relation to scientific information on the technology. (Slovic, 1985).
Nevertheless, there is still evidencetthincreased knowledge on CCS will increase
support not only for CCS in general, but disodifferent storage options, apart from on-
shore storage (Itaoka, 2004). This indicates groviding people with information does



to a certain extent lower the risk CCS is perceived to entail, except for the highest risk
storage option.

Stakeholders, such as government representatives, NGOs and industry have expressed
wishes for more research on the procegsasved in CCS and the development for new
monitoring techniques. Experience from sessful demonstration projects are likely to
lessen fears concerning the risks involved as well as the establishing of rules and
standards to ensure continued safety aorlonger time- scale. Representatives of
governments and NGOs have also suggested the creation of a fund to cover any
unanticipated long- term consequences. (Van Alphen, 2007).

3.2 Cost

Research indicates that rises in consumer electricity prices will have a negative effect on
stakeholder perceptions (Anderson, 2009). Investments in CCS technology are rather
expensive and do not bring direct benefits to the companies investing in CCS projects.
The capture of carbon dioxide reduces powkant efficiency, increasing the cost of
electricity production, which will push up electricity prices. This makes companies
reluctant or at least very céuis when it comes to initiating CCS projects. (Van Alphen,
2007)

A Euro barometer study found that more ti&% of Europeans are not willing to pay
more for their electricity in order to use low- carbon energy. Further more 22% of
respondents in Britain and 43% in Sweden sefto pay anything in addition to current
electricity prices, compared to 14% of respondents in Japan and 24% in the US,
respectively. Willingness to pay in most European countries is very similar; Sweden can
be regarded as exceptional in that the cost of electricity is already highest among the
countries as a fraction of incomes. However, there may be slight variations depending on
whether people are asked on their personal willingness to pay or regarding cost in
general. (Eurostat, 2006).

33 Benefits/Effectiveness

The benefits of CCS were found to be one of the most significant factors in determining
stakeholder perceptions. Benefits include the effectiveness of CCS in climate change
mitigation and understanding the importance of mitigation and the links to global
warming. Research shows that despite dltention and public discussion on climate
change in recent years, there is relatively awareness among some stakeholder groups
even as to what problems carbon dioxide causes (Sharp, 2006).

Furthermore, among low- carbon technologi@€s is the least familiar option (Reiner,
2006). Awareness of CCS technologies is low or very low and in many instances, those
who are aware of the existence of suebhhologies do not clearly understand what
problem it is meant to address. For instaintéhe Netherlands, 48% stated to know the
greenhouse effect, while 76% of respondemesnot aware of CCS, with 50% knowing

very little on the greenhouse effectda®0% know very little on CCS. (De Best-
Waldhober, 2009) Similarly awareness in Japan has been estimated at 22% and only 4%
in the United States (Reiner, 2006) and 15% in Canada (Sharp, 2006). Sharp (2006)
found that respondents in Canada seemed to focus on the risks of CCS instead of the
benefits, which they had low knowledge of. After they were given information regarding
the benefits, their perceptions changed only slightly.

In short, it can be stated that public support for CCS technologies is dependent on
peoples understanding for the reasons that @G&eded (Shackley, 2005). Therefore,
information regarding climate change, carbon dioxide and CCS technologies and the
links between these is crucial if seddolder acceptance is to be achieved.



4 The effect of information on stakeholder
acceptance

Particularly when awareness is low, isasing knowledge through information on the
risks and benefits of CCS is likely to increase acceptance. (Anderson, 2009) (ltaoka,
2009). Studies such as Anderson (2009), Itaoka (2009) and Curry (2004) have measured
acceptance both before and after providirgy idspondents information on CCS, or the
differences between two groups of responsleahe of which has received information
while the other has not.

Information is crucial, first of all, in undstanding which the problems CCS is meant to
address are. Shackley (2005) found that support for CCS technology was largely
dependent on understanding the reasonsc#éobon dioxide mitigation. On the other
hand, information is necessary for undemsing the risks involved in using the
technology and forming reliable opinions onettier the technologies should be used.
Most studies indicate #i acceptance of CCS tends torease when more information is
provided. (Anderson, 2009) For instance, in a study by Curry (2004) respondents were
asked to choose their preferences from seven options that addressed global warming;
business- as- usual (with assumptions thereiglobal warming or to allow for global
warming), increasing nuclear power, incregsrenewables, fossil fuel use with CCS,
reduced electricity consumption or incredsesearch funding in order to find new
solutions. Half the respondents were not given information in advance, while the other
half was informed regarding electricity pricasd emissions levels that were associated
with each option. Of the informed group, 16% considered CCS to be the best option in
terms of global warming, while only 6% of the uninformed group selected this option.
Furthermore there seems to be some evidence that suggest a correlation between the
amounts of information respondent have on CCS and the level of acceptance they
express toward it. Itaoka (2004) found that when more information was provided, the
more likely respondent were to support CE®wever, a study conducted in Canada by
Shackley (2005) found respondents maintaining their negative perceptions or even
growing more negative after the provisionaafditional information. These results seem

to conflict the majority of research onigharea and it was not specified as to what
aspects of the information made the resporgleetome more negative in their opinions.

In terms of measuring current acceptance ltevath the help of questionnaires, low
levels of knowledge are somewhat problematid may lead to distorted results. While

part of the respondents who are unfamiliar with CCS technology and its purpose will
refrain form giving their opinion, the majorityill still respond with “pseudo- opinions”

and “non- attitudes” (Converse, 1964), which are not based on factual knowledge.
Therefore the provision of information to respondents is also a means to improve the
reliability of the results. De Best- Waldhob@009) reports that out of the respondents

that declared never having heard of a given technology, half still gave an evaluation of
this technology. Not only are these pseudo- iopis not based on facts, but they are also
unpredictable as respondents can easily change their minds in unexpected ways. It has
also been stated that the current lewd public acceptance, measured with
guestionnaires, is unstable and can be affected by the type of information given to the
respondent. Therefore the resulting answers on acceptance can only be considered as
weak indicators on future acceptance ard therefore an uncertainty in terms of
decision making. (Daamen, 2006).

Consistency and stability are main factorsi@termining opinion quality, where stability

is the degree that people’s opinions remain consistent over time and consistency depicts
on how the opinions are compatible with peoples values and attitudes and the ideologies
they express to support. (Bgiand Neijens, 1997). When thginions that are expressed

in a questionnaire are based on infation, the perceptions expressed by the
respondents are more likely to remain stable (Petty and Cacioppo, 1986).

Even when people are presented with sudficiinformation to form informed opinions
on CCS, the characteristics of the commoator can influence the acceptance of the



information that has been provided and thelitthis information is perceived to have,
whether directly or indirectly (TerMors, 2006). Ter Mors (2006) describes
communicators using two characteristics; experand trustworthiness. Expertise is ‘the
extent to which a speaker is perceived teégable of making correct assertions’, while
trustworthiness describes ‘the degree of confidence in the communicator's intent to
communicate the assertions he considers naid&t’. These characteristics can be either
congruent or incongruent. When the characteristics are seen as congruent, people will
have clearly positive or negative expectations on the quality of the information. If the
communicator is seen both as high in expertise and trustworthiness, people will consider
the quality of the information to also tgh. When the commucator appears low in

the level of expertise and untrustworthyfoimation provided by the communicator is
considered low qualityTer Mors, 2006)

When these characteristics are incongrueraking judgements on information quality
becomes more difficult in the absence of positive/negative expectations and people have
to rely more on their own perceptions and knowledge. The effect of one positive
characteristic can be overcome if the otbbaracteristic is sufficiently negative. A
proponent of CCS, such as a representative of a company that plans to install CCS
technology, can be regarded to have high expertise, but not being very trustworthy,
whereas another proponent, such as a Igogernment official can be seen as highly
trustworthy, but low in expertise when it cosn® CSS. Similar estimations are made on

the opponents. Therefore the communicatbaracteristics can affect opinions and
deliver different results that would have been achieved through another communicator.

The influence of communicator characteristics becomes more pronounced the less
knowledge and ability to process the knowledge people have. (Ter Mors, 2006)
Organizations can increase trustworthindssugh open and honest communication, fair
decision making, emphasizing their competence on the matter being discussed and
showing concern with public interests and acting with integrity. It often seems to the
public that companies are more concerned witfanizational, rather that public issues,
which erodes trust toward them. (Terwel, 2009)

There are several channels for people to receive information on complex and new
technologies, such as CCS, for example the internegiast press and informal
networks. However, the most significant smuof information is mass media. (Mandel
and Gough, 2006). Therefore, media has significant amount of power in influencing
public opinions through thavay it interprets and presenitsformation to the public,
particularly when dealing with a relagély unknown technology such as CCS.

A study conducted by van Alphen (2007) explored the relationship between media
coverage and public acceptance of CCS and discovered that not only has the amount of
coverage increased since 2005, but theerage itself has become more positive
following the increase in pilot projects and the importance of finding solutions to climate
change. The number of arguments included in a single reportage has also increased and it
seems that the conversation concerning CCténmedia is becoming rooted into the
climate debate. (Van Alphen, 2007)

5 Discussion

If CCS is to be implemented on a scale that has significant effect on greenhouse gas
emissions, communication to stakeholders needs to be increaseder to achieve
higher awareness. Of the three factors idewtiiirethis paper, benefit perceptions can be
improved simply by increasing stakeholderaa@ness on climate change and the need to
use CCS in order to mitigate it successfullin order to reduce risk perceptions and
tackle the problems related to increased gneposts, information alone is not sufficient

and other, more practical solutions are mekedrhese solutions should be aimed at the
reduction of negative effects of CCS (identified in section 3), such as measures to
increase safety during transport and storage, determination of procedure and liabilities in
case of accidents and financial support to reduce costs.



Furthermore, communication to stakeholders should be organized in an open way that
increases acceptance, through the promotion of high levels of expertise and
trustworthiness. This means that risks, as well as benefits should be communicated
honestly and in a neutral way, without attempts to direct stakeholders toward a
predetermined solution. Allowing people to express their opinions through open
communication increases the trustworthinded is associated with the communicating
organization. Further inclusion of stakehakla the implementation of CCS projects by
participatory decision making is likely to increase it even more, in addition to allowing
for technical improvements based on the risk perceptions stakeholders have expressed.

Participatory decision making has been utilifedexample by Van Alphen (2007). Here
stakeholders are not simply the recipientinédrmation, but negotiators in a process of
communicating information and opiniorend adjusting conclusions following the
interactions with other stakeholder group#is process increases acceptance through
broadening the insights of the participants in terms of the needs and opinions of other
stakeholders. A group of stakeholders has a better foundation to assess the facts related
to the use of CCS technology compared to individuals and it allows the group to process
information from different perspectives andfitwd creative solutions to complex issues.

The use of a participatory method is partielyl important in terms of the communities
adjacent to storage sites, who place strictiéeria on the technology for their acceptance
compared to other stakeholders. It is crucial that their concerns are taken into account in
the implementation and their fears are addressed through open communication.

When conducting research on stakeholder acceptance it is important to provide the
respondents with neutral information regarding the purpose and the risks of CCS, in
order to achieve reliable results from dimsaires and avoid “pseudo- opinions”. Of
course this itself creates a new problem #arination is hardly ever “neutral”. Studies

on stakeholder perceptions could also benefit from simulated participatory decision
making situations, which would enable stakeholders to gather information concerning
the different aspects of CCS implementatiamfrmultiple sources as well as gaining an
understanding on the factors that are most important to other stakeholders and the
compromises that would be necessary in order to achieve optimal solutions.

Conclusions and recommendations

In order to be able to take measuremtwease the acceptabiliof Carbon Capture and
Storage we need to understand which factors determine accéptiilstakeholders.

On the basis of the earlier acceptance sjdihe most important factors seem to be
benefit- and risk perceptions and costs. Having identified them, they can be addressed by
taking stakeholders opinions and concerite account in technical development as well

as policy and project implementation. Open communication and participatory decision
making involving stakeholders and projecvel®pers are important tools for achieving

this and also generate higher acceptabilévels through in@asing trust between
stakeholders and the organization involved in CCS projects. In order to increase the
reliability of research on stakeholder petti@ps, neutral information should be provided

to all respondents. Comparability of the edyi of studies in the field can be increased
through the creation of shared practices, for example in terms of the formation of the
guestionnaires and the setion of respondents.
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Abstract

Geological storage of Gy subsurface injection into porous rocks in deep saline
aquifers is one of the options to reduce,@@issions. Several projects concerning
estimation of geological storage of €@ Europe has revealed a considerable storage
potential, latest the EU GeoCapacity progstimated a total storagapacity of ~360Gt

for Europe. Compared to the estite of 2Gt for the annual G@mission from large
stationary C@sources, sufficient capacity seems to be available. The combination of
certain point sources with storage facilities might even obtain negative emission budget,
when power plants with significabtomass fuelling are incorporated.

Analyses demonstrate that geological storage ofi€@ realistic option in the majority

of the European countries, with the largaistage potential concentrated in the North

Sea region. Widespread geological formations and structures witst@@ge potential

are found in Norway, Uniteingdom and Denmark. In Denmark the subsurface is
relatively well known from a large number of exploration wells and various seismic
surveys, and the existence of both reservoir layers and sealing units with large areal
extension is verified. In addition the occurrence of geological structures with closure
makes it very likely that several suitable £XPorage sites can be identified, both on- and
offshore. The Skagerrak area seems promising as several structures with reservoir rocks
are documented with overlying sealing cap rock sections. The Kattegat area may also
have potential structures due to block faulting. The combination of burial depth and
reservoir properties makes the Triassic — Jurassic Gassum Formation the most attractive
storage layer option. The thickness of the Lower Triassic Bunter Sandstone/Skagerrak
Formations provides huge storage volumes although probably with low injectivity.

Locally the lower Triassic formations may foercellent reservoirgor example in the
Copenhagen-Malmo area.

1 CO, Storage in a European perspective

Several EU co-funded projects have been dealing with mapping and estimations of the
geological storage potential for Europe eTirst project estimating the European £LO
storage potential was the Joule Il project in 1996 and the total storage capacity was
estimated to approximately 800Gt (Hollowetyal. 1996). In 2003 the GESTCO project
came up with more detailed calculations of storage capacities for 8 North West European
countries (Belgium, Denmark, France, Gany, Greece, Netherlands, Norway, UK)
(Christensen & Holloway 2004). The Casfwoject included storage estimations for 8

east and central European countries in 2006 (Bulgaria, Croatia, Czech Rep., Hungary,
Poland, Romania, Slovakia, Slovenia). Finally the EU GeoCapacity project covered
storage capacity estimations for 21 countries in Europe and the result was a total storage
capacity of 357 giga-ton (Gt) G@QVangkilde-Pedersegt al 2009). If the total storage
capacity is compared with the total European €@ission from large stationary sources
(>1Mt CGOylyear) of 2Gt CQ, Europe has geological storage capacity for ~180 years.

The GeoCapacity project is the most extemsesearch project to date, includingL£O
storage capacity estimates for saline aquiteydrocarbon fields and coal fields (figure

1).



Figure 1: Potential C@storage sites and large aquifers in Europe. No aquifer data
from Norway. Data from the EU GeoCapacity project.

Results from the GeoCapacity project conctutlat coal fields, on a European scale,
has a very limited storage capacity (1.5G®) éow injection rates, but it is possible to
use CQ for production of methane. For hydrocarbon fields the geology and reservoir
conditions are well-known from exploration and production activities and they have
proven capability to retain hydrocarbons fallions of years. On industrial scale the
storage capacities in hydrocarbon fields is limited (30Gt), buytigj€ction in a
hydrocarbon field offers thpossibility to use the Gdor enhanced oil/gas recovery
(EOR/EGR). Large potential GQtorage volumes are found in the saline aquifers
(325Gt), but the general lack of detaildata and consequinuncertainties about
reservoir integrity and reservoir properties makes aquifers more costly to develop for
CG; injection.

The CQ storage potential in Europe is unequalistributed, reflecting the very variable
subsurface geology, but analyses from @eoCapacity project, also demonstrate
geological storage of GQo be a realistic option in the majority of the European
countries, with the largestorage potential concentratiecthe North Sea region.
Widespread geological formations and structures with €@age potentiadre found in
Norway, United Kingdom and Denmark. Data from GeoCapacity reveal that 65% of the
total European aquifer storage potentidbtsated in these tree countries, and the

majority of the potential aquifers are found offshore Norway.

2 CO, storage in Denmark

In large parts of the Danish territoryetBubsurface consist of a thick sedimentary
succession of Late Palaeozoic to Cenoagie overlaying the basement, and reaching a
maximum thickness of 9 kilometres in the e¢ahparts of the Norwegian-Danish Basin.

The sedimentary succession is affected by mainly northwest—southeast striking normal
faults and post depositional flow of late Permian Zechstein salt, generating large dome
structures. Locally the succession is incomplete due to structural movement and erosion,
particularly above the salt domes. Faultewnfaccompany the salt structures. Both the



Skagerrak-Kattegat Platform and the Ringkgbing-Fyn High are characterised by a
relatively thin succession of sedimentary cover (figure 2).

Figure 2: The structural setting of the Danish area. The Mesozoic Norwegian-Danish
basin is bordered by the Ringkabing-Fyn High to the south-west and the Skagerrak-
Kattegat platform to the north east. The red broken line shows the position of the cross-
section shown in figure 3.

2.1 Potential reservoir formations

Research in Denmark has focused on sandstone formations within a depth range of 800 —
2500 m, i.e. between the depth required for @hecome a dense fluid and the depth

below which reservoir quality typically deteriorates. To be considered a potential
candidate the sediment layer must consishainly sandstone with porosity between 15

and 35%. The coarser grained sandstanegpreferable since they have higher

injectivity. The formations with th most promising potential for G@torage in

Denmark are the Bunter Sandstone Formation, the Skagerrak Formation, the Gassum
Formation, the Haldager Sand Formatiod &éme Frederikshavn Formation (Figure 3).

The Triassic Bunter Sandstone and Skagerrak Formations are present throughout the
Danish area (Figure 4). The successiahiis and locally absent across the Ringkgbing-

Fyn High. The large net sand thicknesses of the Bunter Sandstone/Skagerrak Formations,
provides huge storage volumes although with large injectivity.

The Upper Triassic—Lower assic Gassum Formatigpresent in the Norwegian-
Danish Basin, on the Ringkabing-Fyn High and in the south eastern part of Denmark
(Figure 4). It demonstrates a remarkabletzwity with a thickness between 100 and
150 m throughout most of Denmark, and hegca maximum thickness of more than 300
m in the Sorgenfrei-Tornquist Zone. The lalidepth versus reservoir properties makes
the Gassum Formation the most attractive storage option fpstofage (Larsen et al.
2003).

The Middle Jurassic Haldager Sand Formation is present in the central and north eastern
part of the Norwegian-Danish Basin, in the Sorgenfrei-Tornquist Zone and on the
Skagerrak-Kattegat Platform (Figure 4). The thickness of the formation shows large
variations and range between a few metres and up to 200 m. A marked thinning is seen
southwest and northeast of the Sorgenfrertjarst Zone related to the Middle Jurassic
uplift event (Nielsen 2003).



The Upper Jurassic — Lower Cretaceous Frederikshavn Formation is present in the north
eastern part of the Norwegian-Danish Baaind reaches a maximum thickness of more
than 230 m in the Sorgenfrei-Tornquist fault zone (Figure 4). Local faults and salt
tectonics mainly control thickness variations.

Figure 3: A schematic time-stratigraphic cessection covering the Triassic—Cretaceous
time period and trending SW-NE across the Danish area from the Northern flank of the
North German Basin (SW) ), the Ringkgbing-Fyn High, the Danish Basin, the
Sorgenfrei-Tornquist Zone to the SkagdrKattegat Platform (NE). The diagram
illustrates the preserved stratigraphy of thear The colour code illustrates the various
lithologies, the right column displays thi#hostratigraphic units, and the formations

with potential sandstone reservoirs are indicated by yellow colour. Based on Bertelsen
1980, Michelsen et al. 2003 and Nielsen 2003.

2.2 Formations with sealing properties

Geological formations in Denmark with $eg properties areacustrine and marine
mudrocks with a large clay content, paates and carbonates. The most important



sealing rock type in the Danish area is marine mudstones, which is present at several
stratigraphic levels (figure 3).

South of the Ringkgbing-Fyn High the fine-grained Lower Triassic @rslev Formation
forms the primary seal for the Bunter Sandstone Formation in the Radby and Tander
structures (Bertelsen 1980). The primary seal for the Skagerrak Formation in the Thisted
structure is the Upper Triassic Oddesundiiation composed of calcareous, anhydritic
claystones and siltstones intercalated with beds of dolomitic limestone. The marine
mudstones of the Upper Triassic Vinding Formation form a secondary seal for the
Bunter Sandstone Formationtime North German Basin and may function as a primary
seal for the Skagerrak Foation in some parts of the Norwegian-Danish Basin.

Marine mudstones of the Lower Jurassic fiiglev Formation form the primary sealing
unit for the Gassum Formation. The formataverlies and locally interfinger with the
sandstones of the Gassum Formation. The formation is present in most of the
Norwegian-Danish Basin with a thickness of up to 1000 m, although this varies
significantly due to mid-Jurassic erosion.

North of the Ringkabing-Fyn High the marine mudstones of the Bgrglum Formation
makes the primary sealing formation for the Haldager Sand Formation. The marine
mudstones of the lower Cretaceous, Vedsted and Rgdby Formations, forms the primary
sealing formations for thErederikshavn Formation.

In most of the Norwegian-Danish Basin a 0.5 to 2 kilometres thick succession of mainly
low-permeable carbonate rocks of Late Cretaceous — Danian age constitutes a possible
secondary seal onshore and in the Kattegat area. The sealing effect is, among others,
dependent on chemical reactions between dissolveda@the carbonate rock.

Figure 4: The distribution of Danish geological formations in the depth interval 800 —
2500 meters which is considered the most optimal for CO2 injection. Geological
structures related to salt movement form domes and diapirs.

2.3 Areas with promising prospective for CO  , storage

In order to gain public and political acceptanstructural traps are considered essential,
when considering storage in Denmark. Storing @Qlefined geological structures in
the subsurface allows continuous monitoring of the injectegdad®@® eventually meets

the demand for future recovery of atl parts of the injected gas (Larssral 2003).



The majority of the individual structures with potential for Q&rage are related to
movement of the Zechstein salt (figure 5). The salt movement has caused formation of a
wide range of structures from gentle domes to diapirs. The dome structures most often
form anticlines with 4-way closures and lack of significant faulting. The diaper

structures on the contrabyeaks through the overlayinigposits and faults accompany

the salt structures. It might be possible to find traps with storage potential related to the
diapirs and side-sealed by the salt, buestigation and mapping is complicated by
disturbance of the seismic signals close to the salt structures. A few structures are related
to faulting, for example the Vedsted Structure, these structures may have 2, 3 or 4 way
closures (figure 5).

Figure 5: Cross-section trending SW-NE across the Danish area from the Ringkgbing-
Fyn High (SW) to the Skagerrak-Kattegat PlatigNE). Position of the cross-section is
shown on figure 2. The section illustrates thariation of the salts structures ranging

from gentle four-dip dome closures witlfuly preserved overlying sedimentary column

to salt diapirs penetrating most of the Mesozoic succession. The Danish area has several
large dome structures with preserved resewand cap rocks.1) Soft dome structure, 2)
Diapirs, 3) Fault related structure (The Vedsted structure). Modified from Vejbaek 1990,
1997.

In the GeoCapacity project a number of stimes were selected and evaluated with
regards to the possibility for G@torage (figure 4). The seted structures are mainly
identified on the basis of old seismic data, andase of future utilization, the structures
will need further investigations and qualdi@n based on new seismic data and wells.
The data suggest that the stural traps alone may provide storage for at least 16Gt CO
assuming that the effective storage capacith0B of the total pore volume within the
structure. Unfaulted, thick units of clagses or evaporites seal the traps (Laretes.

2003).

Apart from the ten structures described in the GeoCapacity project many other
geological structures with the Danish territory may prove suitable for forage

(figure 4). Especially in the eastern partlod Norwegian-Danish Basin and close to the
Sorgenfrei-Tornquist Zone where the sedimensuccession is extensive, the potential
for CO, storage seems to be promising.

The potential for C@storage is limited at the Skagerrak-Kattegat platform area because
of a thin sedimentary cover. However close to the Sorgenfrei-Tornquist Zone the



Haldager Sand Formation gain an increased thickness and the Gassum Formation
reaches a maximum of more than 350 matrekis trend (e.g. Hans-1 and Terne-1

wells). Zechstein salt is not present at $kagerrak-Kattegat platform area (Michelsen

& Nielsen, 1991) and salt induced structures are therefore absent, but the zone is strongly
block-faulted and fault blocks with Skagerrak Formation, Gassum Formation or

Haldager Sand Formation may form potential structures fordtdage.

The annual emission from large point sources in Denmark roughly corresponds to the
volume of natural gas produced from the Danish part of the North Sea, which amounts to
10 billion m3 (Frykman 2009), which is transported in pipe lines and tankers and
processed at plants and refineries. The amalge size of the potential volume of £0

to be moved around at surface and injected into the subsurface (although compressed to
smaller volumes at depth), points to the large scale at which a CCS-related processing
and transporting industry has to be established.

3 CO; storage in the near future — possibilities
and challenges

Research projects concerning CCS indperhave gradually increased in numbers
through the last 10 — 15 years. These projects seek to close the gaps in knowledge and
reduce costs on capture, transport and stofage.of the obvious possibilities in an

initial phase of establishing a CCS infrasture is to use the limited amounts of

available CQ for enhanced oil/gas recovery. Maoil and gas fields in Europe

experience declining production rate and using @OEOR/EGR in depleting oil and

gas fields has proven successful in e.g. USA and Hungary. One of the research projects
addressing the opportunity to use {fing produced from power plants and other
industries in Europe for enhanced hydrocarbon production (EOR/EGR) is the ECCO
project (European Value Chain for @Qwhere results will be available in autumn 2011.
The results will comprise strategies arndommendations regarding deployment of the
CO; infrastructure in the near- and mid-tefuure, liability issues and cross-border
regulations, Emission Trading Scheme$ I, financing schemes, and regime of
incentives, and organization of the supply chain.

In a later stage, when an initial infrastructure is established and the amount fo6 @O
increasing numbers of captueeilities has exceeded the amount required for enhanced

oil and gas recovery (EOR/EGR), g€8orage in aquifers can be the next step. Aquifer
storage has large potential although it will take time and economic resources to carry out
more detailed surveys of promising geologfcamations and structures. Geoscience

and geo-engineering will play a major roletle analysis of the geological foundation,

the assessment of site performance, and will be critical in securing the safety of the
operations.

In Denmark the subsurface has ability to store large amounts odr@lCalmost the

whole Danish territory has suitable reservoimmiations within the optimal depth interval
of 800 — 2500m. So far only 10 geological structures have been evaluated but many
structures and formations will possibly reveal increased storage volume if investigated
more intensively. Thus, geological storage of,@@y contribute considerably to the
reduction of the Danish G@mission, if we can be assured about safety issues, and if
political and public acce¢ance can be obtained.

References

Bertelsen, F. 1980. Lithostratigraphy and depositional history of the Danish Triassic.
Geological Survey of Denmark. Series B 4, 59 pp.

Christensen, N.P. & Holloway, S. 2004. Geological storage of CO2 from combustion of
fossil fuel. European Union Fifth Framework Programme for Research and



Development. Project no. ENK6-CII899-00010. The GESTCO project -
Summary report - Second edition. European Union. 17 pp.

Frykman, P., Nielsen, L.H., Vangkilde-Pedersen, T. & Anthonsen, K.L. 2009. The
potential for large-scale, subsurfageological CO2 storage in Denmark.
Geological Survey of Denmark and Greenland Bulletin 17, 13-16.

Holloway, S., Heederik, J.P., van der Meer, L.G.H., Czernichowski-Lauriol, I., Harrison,
R., Lindeberg, E., Summerfield, I.R. Rochelle, C., Schwarzkopf, T., Kaarstad,
0. & Berger, B. 1996. The underground disposal of Carbon Dioxide. Joule Il
project No. CT92-0031, summary report.

Nielsen, L.H. 2003. Late Triassic — Jurassic development of the Danish Basin and the
Fennoscandian Border Zone, southern Scandinavia. In: Ineson, J.R. & Surlyk, F.
(Eds.) The Jurassic of Denmark and Greenland. Geology of Denmark Survey
Bulletin 38.

Michelsen, O. & Nielsen, L.H. 1991. Well records on the Phanerozoic stratigraphy in the
Fennoscandian Border Zone, Denmark. Hans-1, Seeby-1, and Terne-1 wells. 37

pp.

Michelsen, O., Nielsen, L.H., Johannessen, P.N., Andsbjerg, J. & Surlyk, F. 2003.
Jurassic lithostratigraphy and stratigraphic development onshore and offshore
Denmark. In: Ineson, J.R. & Surlyk, F. (Eds.) The Jurassic of Denmark and
Greenland. Geology of Denmark Survey Bulletin 38.

Vangkilde-Pedersen, T., Anthonsen, K.L., Smith, N., Kirk, K., Neele, F., Van der Meer,
B., Gallo, Y.L., Bossie-Codreanu, D., ki, A., Nindre, YL.L., Hendriks,
C., Dalhoff, F., & Christensen, N.R009. Assessing European capacity for
geological storage of carbon dioxide—the EU GeoCapacity project. Energy
Procedial, 2663-2670.

Vejbeaek, O.V. 1990: The Horn Graben, and its relationship to the Oslo Graben and the
Danish Basin. Tectonophysi&38, 29—-49.

Vejbaek, 0.V., 1997. Dybe strukturer i danske sedimenteere bassiner. Geologisk Tidsskrift, 4:
1-31.



Long-term modelling of Carbon Capture and
Storage, Nuclear Fusion, and large-scale District
Heating

Poul Erik Grohnheit, Sgren Borsholm, Mikael Lthje,
Risg National Laboratory for Sustainable Energy, Technical University of Denmark.

Abstract

Among the technologies for mitigating greenhouse gasses, carbon capture and storage (CCS)
and nuclear fusion are interesting in the long term. In several studies with time horizon 2050
CCS has been identified as an important technology, while nuclear fusion cannot become
commercially available before 2050. The modelling tools developed by the International
Energy Agency (IEA) Implementing Agreement ETSAP include both multi-regional global
and long-term energy models till 2100, as well as national or regional models with shorter
time horizons. Examples are the EFDA-TIMES model, focusing on nuclear fusion and the
Pan European TIMES model, respectively. In the next decades CCS can be a driver for the
development and expansion of large-scale district heating systems, which are currently
widespread in Europe, Korea and China, and with large potentials in North America. If
fusion will replace fossil fuel power plants with CCS in the second half of the century, the
same infrastructure for heat distribution can be used which will support the penetration of
both technologies. This paper will address the issue of infrastructure development and the use
of CCS and fusion technologies using the available models among the ETSAP tools.

1 Introduction

The modelling tools developed by the Intional Energy Agency (IEA) Implementing
Agreement ETSAP include both multi-regional global and long-term energy models till
2100, e.g. the EFDA-TIMES model, focusing on nuclear fusion, and national or regional
models with shorter time horizons, e.g. the Pan European TIMES model.

Section 2describes the modelling issues for heat recovery from carbon capture to
compensate for the significant loss of efficiency in fossil fuel plants equipped with
facilities for carbon capture. This requiresdarelling of the infrastructure for large-scale
district heating. In addition, the steam parameters for fusion — with temperatures in the
range 600-800°C — are similar to those for advanced coal or combined cycle gas turbines.
This is suitable for large-scale combinedhand power (CHP), similar to conventional
steam turbines that are located for connection to large-scale urban grids for heat
distribution.

Section 3describes the full range of technologies for carbon capture and storage (CCS).
The most critical parameter for modelling of £& the loss of thermal efficiency during
carbon capture. For example, the electricgfficiency of modern coal-fired steam
turbines is reduced from 46 % to 36 %.

Section 4summarise the characteristics of fusions power and the stages of the research
and development referring to the conceptstudies for asssing the cost and
performance for future fusion power plants.



Section Sssummarises the key issue of this paper: Using the same urban heat distribution
infrastructure to support both tradital and emerging technologies.

Section 6 describes the structure and key input parameters for the selected model and
selected illustrative results for Europe.

Finally, Section 7 summarises the main conclusifmsthe dynamic development of
technologies and infrastructure. The newht®logies may benefit from infrastructure,
which was developed for other purposes.

The quantitative analysis combines eleméram four of the artites in the recent Risg
Energy Report issued in November 2009, on CCS (Luthje, 2010), nuclear energy
(Rasmussen et al., 2010), energy scenari@sl¢gon et al, 2010gnd system aspects
(Wagner et al., 2010).

2 Large-scale district heating

Cogeneration or combined heat and power (CHP) is a very important technology in
technology-rich energy flow optimisation models that are used to model the mix of

technologies to meet future demands for energy services or materials from energy
intensive industrial processes.

The network for transmission and distribution of electricity is a mature infrastructure all
over the developed world. The networks are difficult to model without a detailed
geographical representation, so the further development of this infrastructure may be
neglected in these models. Ist@ents in new electricity transmission network is needed
mainly to support large-scale deployment of resource-dependent technologies, e.g. hydro
power, solar power located in deserts or wiaver. Existing grids for large-scale heat
transmission only exist in few city regions supplies by urban waste incineration and
fossil fuel CHP plants, so further expansaidarge-scale CHP also requires investments

in district heating grids, except for industrial CHP.

In some multi-regional TIMES models tratietween regions is modelled by transport
costs and capacity limes of pipelines or interconnectors, but trade within regions can be
made only for grids that are aggregated into a single point, to which costs and capacity
limits are assigned.

To model district heating supply from l&gower stations it is necessary to introduce
heat transmission as a technology for endogserninvestment assuming a flow efficiency
and cost (investment and annual operatioer) unit of annual flow. Preliminary model
runs show that investment cost in the range € 25-50 per GJ annual flow will lead to
results that may be used to illustréte competition among hesupply options.

3 Carbon Capture and Storage

3.1 CCS technology

CCS is a way to reduce the amount of,G€eased by large dlustrial plants burning

fossil fuels. Most or potentially all of the GQ@resent in the flue gas can be captured,
after which it is compressed and pumped into geological reservoirs, onshore or offshore,
for long-term storage. The GGstorage possibilities worldwide are very large, but
current estimates vary significantly.



The main cost of CCS lies in the capture stage, both in théakapst of the CCS
equipment and especially the loss in efficienéyhe power plant. The costs of transport

and storage, while substantial, are smaller. The overall cost of CCS is estimated at € 60—
90/t CQ during the demonstration phase, falling to € 35-50/4 @0ring the early
commercial phase (2020-2030) and to € 30-45/ @iter 2030, once the technology is
commercially mature. All prices are per tonne of ,C&bated. (Metz et al., 2005;
McKinsey & Co., 2008). All these costs are on top of the original @oskectricity, and
whether CCS is economic depends on the future price of BOpresent, low CQ

prices make CCS demonstration projects too expensive, so extra funding is required
(Figure 1).

Figure 1. Estimated development of the cost of CCS (McKinsey & Co., 2008)

The technologies for the inddlial steps in CCS already exist and the geological storage
capacity for large-scale implementation exists. The International Energy Agency
estimates that CCS could reduce the worldwide emissions by 10 45t @@d that the

cost of achieving climate stabilitypy 2050 would be at least 70% higher without CCS
(International Energy Agency, 2008). This number could be even larger as found in
Lathje et al., 2011. In the future, CCS fitted to biomass-fired power and industrial plants
could be used to decrease the atmospheric concentratiornp,of CO

3.2 CCS modelling in TIMES

The various TIMES models contain techno-economic parameters that quantify
expectations on gradually increased efficiencies and lower costs during the next three to
four decades. The most critical parameter is the loss of thermal efficiency during carbon
capture. For example, the efficiency of modern coal-fired steam turbines (pulverised
coal, PC) will be reduced from 46 % to 36 %imilar reductions apply to Integrated
Gasification Combined Cycle (IGCC) anhtural Gas Combined Cycle (NGCC). This

will improve in the future for both with anditiout CCS, and for some of the variants of

CCS technologies the difference may be reduced. Table 1 shows the assumptions chosen
for quantitative modelling.

150% reduction in CQemissions, compared to 2005, by 2050.



Table 1. Efficiencies for new large gas and coal fired power plants and the same
technologies with CCS (Fidje et al.,2010).

201C 2020 2030 2040

Referencelants NGCC 58.0 60.0 3.0 64.0
PC 46.0 50.0 52.0 52.0
IGCC 46.0 50.0 54.0 56.0
Postcombustioncapturerate 85% NGCC 49.0 52.0 56.0 53.0
PC 36.0 42.5 45.0 4€.0
Precombustioncapturerate85% IGCC 38.0 44.0 48.0 50.0
Oxyfuellingplants,capturerate 94% NGCC 48.1 50.1 51.6 52.1
PC 38.0 40.5 43.0 44.0

Although cogeneration technologies for bothtdct heating and industrial processes has
been a key issue for the MARKAL and TB% models, the use of combined heat and
power (CHP) has not been systematically stuthggther with CCS. A large part of the
energy lost in the carbon capture processid be recovered for heat to supply large-
scale district heating systems or industrial processes and thereby increase the overall
efficiency. Taking into accounthe infrastructure requirements for CCS with long-
distance transport of captured £@here are significaneconomies of scale when
developing this technology. It means tisanall-scale CHP and siributed electricity,

which works well with biomass, is not very interesting together with CCS.

Although the market for space heating may decrease in the future, because of better
insulation of buildings and warmer climatée market for space cooling may increase
dramatically all over the world.

4 Fusion power

Fusion energy is the energy of the sun amdstars, and it is released when light atoms
fuse together. Fusion energy resedral been conducted since the mitf 2éntury and

is now nearing power plant size experimei#ferent concepts to achieve the goal of
fusion power plants exist (Rasmussen et al., 2010), while the most coherent and
promising concept being that of magnetic confinement as that of ITER.

ITER is the world’s largest ergy research facility, It is currently under construction in
Southern France in a collaboration encompassing China, EU, India, Japan, Korea,
Russia, and USA. ITER — “the way” in latin — is closing the gap between fundamental
fusion science experiments such as the pega JET and an energy producing fusion
power plant. The construction of ITER will finish in 2020, and with the scheduled
phased approach it will be fulfilling its main target in 2026 producing 500 MW of power
while requiring only 50 MW heating power to keep the fuel at operating temperature —
i.e. it will demonstrate the practicality abpying the fusion processes of the Sun in a
power plant. ITER will be succeeded by DEMO, which will be a prototype power plant
producing electricity for the grid. DEMO should be online in the mid to late 2030s,
which will allow for the first fusion power plants to commence operation by the middle
of the century. Conceptual power plant stedi@aisonnier et al, 2007) predict unit sizes

of approx 4 GW thermal and 1.5 GWe.



Figure 2 Timeline from the fusion science experiment JET to commercial fusion power
plants.

The fuel for fusion power plants is the two hydrogen isotopes, deuterium (D) and tritium
(). D is found abundantly in seawater, and barextracted from this at a relatively low
(energy) cost. The energy of the chemibahds that is brokemwhen extracting D is
approx 1 million times lower than the enemgined by the nuclear fusion reaction. T is
radioactive and is thus not found readily in nature. T is produced at the fusion power
plant from lithium (Li). Hence the fundamehtresources for fusion energy production
are D (from sea water) and Li (from mining). The scarcest resource of the two is Li, but
could still provide mankind with all required energy for 10,000+ years. The energy
density of fusion energy fuel is very high. Merely 10 gram D and 15 gram T would
supply a European with energy for a life tirience, the cost of electricity is practically

not dependent on the fuel price, while it will reflect the write-off of the capital
investment of the constructiasf the power plant. This irestment will be significant,

and although a power plant could not readily be built, projections predict the energy
price to be competitive to most othelteanative carbon-free energy technologies.
(Maisonnier et al., 2007)

Fusion energy does natdve any long lived radioactive sta, as the waste is the inner
parts of the power plant itself. 100 years after a power plant shutdown the components
can be handled and recycled. A fusion poweanpis inherently safe e.g. because the
amount of fuel in the reactor at any instant is in the order of a few grams — enough for
only seconds of burn. Fusion power plaetuld thus be placed close to densely
populated areas.

5 Heat distribution infras  tructure supporting old
and new technologies

Fossil fuel plants with CCS and heat reagvmay be a driver for the development and
expansion of large-scale district heatingsteyns, which are currently widespread in
Northern and Eastern Europe, Korea and China, and with large additional potentials in
North America. These systems need several decades for development, mainly by
interconnection of existing smaller grid#. fusion will replace CCSn the second half

of the century, the same infrastructure farat distribution can be used, which will
support the penetration of both technologies.



In addition, district heatim systems with CHP and heat storages offer some of the
flexibility in electricity generation that is required for wind povesd other intermittent
electricity generation.

In contrast to curremuclear fission with light water reacs, which operate at relatively
low temperatures, the steam parameters feinfu— with temperatures in the range 600-
800°C — are similar to advanced coal or corabinycle gas turbines. This is suitable not
only for CHP, but also other types of co-generation, e.g. catalytic hydrogen generation.

6 Modelling

6.1 The EFDA-TIMES model on fusion energy

As a part of the research under the European Fusion Development Agreement (EFDA)
there is a small programme on Socio-Economic Research on Fusion (SERF). This
includes the EFDA-TIMES model, which was originally developed for EFDA by an
external consortium of experts and defied in 2004. The motivation for this
development was that fusion power was oohsidered in existing long-term energy
scenarios, and that the earlier energy adenstudies within EFDA only considered
Western Europe or used a basic single-reglobal model. The structure and data of the
EFDA-TIMES model came from the SAGEnodel, which has been used by the US
Department of Energy for their International Energy Outlook from 2002 to 2008.

The current development and use of the EFDA-TIMES model considers a validation and
benchmarking phase for EFDA-TIMES and joint contributions to international energy
modelling conferences

6.2 EFDA-TIMES with large-scale CHP

To understand the cost of electricity and heat from cogeneration and the impact of the
recent technical development it is necessary to describe a set of techno-economic
parameters, which are derived from the thedynamics of generation of electricity.

Figure 3 shows the operating area for CHP units. Back-pressure units produce along the
back-pressure line. Extraction-condensing unit produces within the maxima and minima
for power and heat. The vertical axis represents condensing (electricity-only) capacity.

The iso-fuel line describes the power-lossarafi typical value for both traditional and
modern units isc,=0.15. Typical values for the power-heat ratio axg=0.5 for a
traditional gas turbine,=0.7 for a large modern extraction-condensing unit, .0
or more for a modern combined-cygjas turbine for decentralised CHP.

Figure 3 usually describes the operation area for electricity and heat production in
individual extraction-condensing units. Fdecades these units in the capacity range
250-500 MW have been the most important type of electricity generating units in
Denmark, which have been systematically located at the heat distribution grids of the
larger cities.

2 system to Analyze Global Energy
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Figure 3. CHP parameters (source: Grohnheit, 1993)

However, for modelling purposes the figurencapresent an aggregation of units serving

a national electricity system and aggregations of district heating systems, using a set of
constraints on heat flows in time-slices (i.e. seasonal and diurnal break-downs of the
year). The coupled production of aggregadéettricity and heat may be flexible within
certain limits, in particular to meet imasing electricity demand or reduced wind
production. The reduced heat supply to the district heating system can be met by peak-
load boilers or heat storages.

6.3 CHP as virtual heat pumps

A further interpretation of the parameters in Figure 3 is to consider heat production by
CHP as a virtual heat pump. It means that pkectricity generated in condensing mode

is converted into heat at an efficiency factioat is the inverse of the power-loss ratio.
Instead of operating a physical heat pump by electricity, part of the steam in the turbine
is sent to a heat exchanger and the digteetting network rather than the low-pressure
turbine and the power generator.

Interpreting CHP as virtual heat pumps makes it much easier to integrate CHP and heat
supply from power stations with CCS into a heat market, where also individual heat
pumps become increasingly important (Orchard, 2010; Grohnheit, 2010). The various
heat supply technologies will compete ofioééncies, fuel price and requirement for
investment in house installation as well as city-wide infrastructure.

Table 2. CHP as “virtual heat pumps”

Technology Power-loss-ratio| Efficiency
factor
Electricity driven heat pump n.a 3
Nuclear CHP 0.25 4
Coal/gas CHP; Fission Gen. IV and Fusion. 0.15 7
Low-temperature DH n.a. 10
Conservative average for heat transmission n.a. 5
CCS with heat recovery n.a. n.a.




6.4 Model results from EFDA-TIMES

In the latest work programmes of EFDAMES the work has fo@ed on sensitivity
analyses. One of these analyses was aimédkatifying combinations of assumptions
that will allow biomass and CCS to play grsficant role by 2050 and later (Grohnheit,
2011). Figure 4 shows selected results ftbim analysis. The presentation is limited to
Europe, which is the sum of the EFDA-TIMESgions WEU and EEU. In addition to
the Base Scenario, an scenario combiniagstraints on the share of nuclear fission
(maximum 25% of electricity generation in each region) and the global limit ¢f CO
emissions to 450 ppm. The latter constraint is applied for numerous scenario analyses.
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Figure 4. EFDA-TIMES results for electricity and heat supply in Europe 2000-2100.
Base Scenario and two scenarios with emission constraints.

An additional scenario isadded introducing a technologyat represents the heat
transmission and distribution infrastructutesing a very aggregate parameter for
investment costs at 25 $/GJ annual flow. The choice of investment cost is based on a




parameter study, showing that the infrastructure technology would not enter into the
solution at much higher costs.

Without further modification of the model thesults for the electricity supply (Figure 4,
left) shows the option for large scale heappy by has little impact on the mix of
electricity supply. However, there is a measurable increase in fossil generation with
CCs.

In contrast, the impact on the mix of heat supply technologies is more significant (Figure
4, right). Large-scale district heating enters into the solution from about 2020.
Geothermal heat becomes the dominant technology for heat supply in the model results
when CQ is constrained to 450 ppm. However, this technology is very dependent on
infrastructure matching geothermal resources and the market for heat at 100-200 °C. So
far, this infrastructure has not besmnsidered in the model development.

Globally, the increase in energy demandrigch higher than for Europe, which will
allow fusion to play a larger role by the end of the century, if left unconstrained. The
global results are highly influenced by the huge growth in the large developing regions,
China and India. These resukbow clearly that much me elaborate constraints are
needed to reflect thphysical structure and possible infrastructure development. This
issue also applies for the TIAM model.

7 Conclusion

Both CCS and fusion may benefit from infrastructure already developed for other
purposes. In the next decades CC