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Abstract—A method to detect the distance of a speaker from a single microphone in a room environment is proposed. Several features, related to statistical parameters of speech source excitation signals, are introduced and are shown to depend on the distance between source and receiver. These features are used to train a pattern recognizer for distance detection. The method is tested using a database of speech recordings in four rooms with different acoustical properties. Performance is shown to be independent of the signal gain and level, but depends on the reverberation time and the characteristics of the room. Overall, the system performs well especially for close distances and for rooms with low reverberation time and it appears to be robust to small distance mismatches. Finally, a listening test is conducted in order to compare the results of the proposed method to the performance of human listeners.

Index Terms—Acoustic signal processing, distance measurement, room acoustics.

I. INTRODUCTION

METHODS for speaker localization and distance detection have a broad range of applications, such as intelligent hearing aid devices [1], speech recognition [2], auditory scene analysis [3], [4], augmented reality audio [5] and hands-free communication systems [6]–[8]. In this paper, we focus on the applications of distributed hands-free (or ambient) telephone systems [9]. Ambient telephones consist of a central unit and arrays of small hands-free terminal devices distributed in a multi-room environment (see [8] for the details). Processing and rendering speech signals captured by such array allows having hands-free phone calls while the user is moving from one room to another [10] and multiple simultaneous calls can be placed in different parts of the environment. In this respect, the ambient telephone aims at simulating the real physical presence of a remote caller in the user’s environment. The ambient telephone system can be controlled automatically if the users and their active conversations are tracked in the environment [11], achieved via combinations of different techniques using microphones, cameras, and other sensors. In this paper, we develop a method for detecting the distance of the local user from an ambient telephone terminal unit based on the received single microphone signal. Knowing the distance between terminals and user would allow to select the terminal which is closest to the user and presumably has the best signal-to-noise ratio.

A common approach to such source localization and distance detection tasks, is the use of a microphone array and to perform time delay estimation (TDE), using, e.g., the generalized cross-correlation (GCC) algorithm [12]. The angle of arrival can be calculated from the TDE and applying the triangulation rule can lead to the bearing estimation. This basic bearing estimation process forms the foundation of most of the source-localization techniques, even though many algorithms may formulate and solve the problem from a different theoretical perspective [13]. Lately, research work on the localization problem has been undertaken using binaural signals [14], [15]. These methods utilize auditory cues that underlie distance judgments by humans. Such listeners’ abilities to determine source distance under reverberant conditions have been extensively studied [16]–[26] and they have initiated novel techniques for the localization problem and especially for distance estimation using only two sensors [14], [15], [27]–[29].

However, an ambient telephone terminal device should be a small and low-power device with limited computational resources and for this reason it is preferable if all localization processing is performed in the central unit, which then only receives monophonic microphone signals or the output of a fixed beamformer. In a calibrated ambient telephone system, user localization is always possible to some extent based on the TDEs between the microphone signals. However, in such a scenario, the positions and orientations of all terminals should be known and even then, there are often detection ambiguities due to geometric constraints and the small number of devices in individual rooms. Hence, the information about the distance of a talker from each terminal would be very valuable in resolving such ambiguities and especially in cases when the user is, for the most of the time, significantly closer to one device than the other devices.

Recently, there has been some work on the estimation of the talker/microphone distance using binaural signals. Lu et al. [15], [29] have proposed a binaural distance estimator for the case where the receiver is moving. Smaragdis and Boufounos
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[28] have employed an expectation maximization algorithm that learns the amplitude and phase differences of cross-spectra in order to recognize the position of a sound source using two microphones. This method was later improved by Vesa [14] in order to account for the positions that have the same azimuth angle. Lately, there has been some work using monophononic signals, such as the work of Lesser and Ellis [30], where hand claps are classified as near-field or far-field based on a few simple features such as the center of mass, the slope of decay and the energy compared to background noise, but this method is applicable for transients only. Other existing monophononic techniques [31], [32] mainly focus on the estimation of direction (angle detection) between the source (talker) and the receiver (microphone) and to the best of the authors knowledge, there has not been any work in the past for talker/microphone absolute distance detection from received monophononic speech signals.

This paper is organized as follows. In Section II, the proposed method for distance detection is described and the features are defined and analyzed. Section III gives the description of the classifier using Gaussian mixture models (GMMs). The experimental evaluation of the method is given in Section IV and the proposed method is compared to two other methods in Section V. Finally, the performance of the method is then compared to the performance of human listeners (Section VI) and the paper concludes with a summary of the present work.

II. DISTANCE FEATURES EXTRACTION

The received speech signals, sampled at 44.1 kHz, are segmented in blocks \( F_i \) of 2 s, from which 20-ms frames \( f_{i,m} \) are extracted, using 50% overlap (see Fig. 1). Additionally, speech signals are passed through a voice activity detector (VAD) [33] that returns the VAD decision sample-by-sample. The VAD decision is then segmented in the same way as the speech signals and a value (equation (1)) equal to 1 (detected speech activity) is assigned if 60% of the VAD decision samples of one frame contains speech and 0 otherwise. After the speech signal is segmented, the frames are processed by the feature extraction scheme. The block diagram of the feature extraction is shown in Fig. 2 and consists of two processing blocks (Block I and II). In Block I, after the speech segmentation described by Fig. 1, if the processed frame \( f_{i,m} \) contains speech (the assigned value \( V_{i,m} \) from the VAD is equal to 1), the speech signal is Hanning-windowed and this frame is used for the feature extraction being further processed in Block II. Otherwise, the frame data are ignored. Signal features are extracted only from the frames (called “subfeatures”) that contain speech. Then, the histogram of these features over each 2-s block is computed. For each block one set of features is then calculated.
In Sections II-A–II-D, the processing of Block II is described analytically for the feature extraction.

### A. Linear Prediction Residual Peaks

Linear prediction (LP) analysis [45] of order \( p \) is carried out on the speech samples \( \hat{q}_p(n) \) of each frame \( f_{i,m} \). Let \( \hat{s}_p(n) \) denote the predicted signal, \( a_k \) the \( k \)th LP coefficient and \( A(z) \) the LP inverse filter. The speech signal filtered with this inverse filter gives the LP residual signal \( e_{i,m}(n) \).

As is well known, clean voiced speech is typically modeled using a source-filter model, where the glottal excitation signal \( G(z) \) is filtered by the acoustic transfer function of the vocal tract \( T(z) \). The propagation of the sound from the speaker’s lips to the microphone is modeled by the acoustic transfer function \( H(z) \). Therefore, the received microphone signal can be modeled as 

\[
S(z) = H(z)T(z)G(z).
\]

Moreover, by definition, the all-pole LPC model, given by 

\[
1/A(z),
\]

models efficiently any minimum-phase system such as the vocal tract transfer function \( T(z) \). Therefore, the residual signal \( E(z) \) can be approximated by

\[
E(z) = A(z)S(z) = A(z)HT(z)G(z)
\approx A(z)H(z)\frac{1}{A(z)}G(z)
\approx H(z)G(z)
\]

so that the influence of the vocal tract is largely eliminated from the output. However, \( H(z) \) is poorly modeled with the linear prediction, because of the length of the room impulse response, \( h(n) \). Since the glottal excitation signal consists of a sequence of brief wide band pulses in the time domain, the effect of the early part of the room impulse response should be clearly “visible” in the residual signal in between the maximum peaks. This implies, that for clean voiced speech, the LP residual signal displays strong peaks corresponding to glottal pulses, whereas for reverberated speech such peaks are more spread in time due to room reflections.

Fig. 3(a) shows the tenth-order LP residual for a block of a speech signal (2 s) recorded at 0 m (top) and 3 m (bottom). The two signals are normalized to have root mean square (rms) value equal to 1. In Fig. 3(b), the histograms of the LP residual amplitude values of those two signals can be seen. It can be noted that the amplitude values of the signal recorded at 3 m are more spread in time and the corresponding histogram is less peaked compared to the 0 m histogram. This effect is independent of the signal gain as the two signals are normalized to have rms equal to 1.

Thus, a measure of the amplitude spread of the LP residual can serve as metric registering the amount of reverberation in the signal [37] and consequently as distance metric, since distance affects the direct-to-reverberant ratio (DRR) [46]. Clearly, distance also affects the signal gain and as will be shown below, this aspect is addressed by appropriate preprocessing.

Based on the above findings, a feature related to the LP residual is calculated here. After the processing of Block I in Fig. 2, if the assigned value \( V_{i,m} \) (from the VAD) of the frame is 1, the rms

\[
r_{i,m} = \sqrt{\frac{1}{\tau} \sum_{n=1}^{\tau} e_{i,m}^2(n)}
\]
of the LP residual (for $p = 10$-th order), $e_{i,m}(n)$, of the frame is calculated, where $\tau$ is the number of samples of the frame.

A signal value below which 90% of the observations may be found is determined (percentile value of 0.9). In this paper this measure is called the percentile value $p_{i,m}$. The subfeature values of $p_{i,m}$ and $r_{i,m}$ are calculated for the frames $f_{i,m}$ that contain speech (the assigned value $V_{i,m}$ of the frame $f_{i,m}$ from the VAD should be equal to 1) of block $F_i$.

Then, the subfeatures percentile $p_{i,m}$ and rms $r_{i,m}$ are summed over the frames

$$P_{F_i} = \sum_{m=1}^{p} p_{i,m} \quad \text{and} \quad R_{F_i} = \sum_{m=1}^{p} r_{i,m}. \quad (3)$$

Finally, the feature of the LP residual peak for the 2 s block $F_i$ is defined as the ratio of the subfeatures percentile $p_{i,m}$ and rms $r_{i,m}$, i.e.,

**Feature 1**: $LP_{ratio}(F_i) = \frac{P_{F_i}}{R_{F_i}}. \quad (4)$

In this way, the extraction of the feature, is made independent of the signal gain, but as it will be shown, depends on the distance between source and receiver.

**B. Linear Prediction Residual Kurtosis**

The second feature is also based on the characteristics of the LP residual using a similar approach as the one described in Section II-A. In Fig. 3(b), it can be seen that the histogram of the LP residual values at 3 m is less peaked compared to the 0-m histogram. This property can be utilized using the statistical quantity of kurtosis, which is a measure of whether the data are peaked or flat relative to a normal distribution. For this feature, the kurtosis $k_{i,m}$ of the LP residual amplitude values $e_{i,m}(n)$, [38], [41], of each frame $f_{i,m}$, is computed according to

$$k_{i,m} = \frac{\tau}{\left(\sum_{n=1}^{\tau} (e_{i,m}(n) - \bar{e}_{i,m})^2\right)^2} \sum_{n=1}^{\tau} (e_{i,m}(n) - \bar{e}_{i,m})^4 \quad (5)$$

where $\bar{e}_{i,m}$ indicates the sample average of the LP residual $e_{i,m}(n)$ (see Fig. 2). Then, in order to calculate the feature for the whole block $F_i$, the mean of the subfeature values of the kurtosis $k_{i,m}$ is taken:

$${\text{Feature 2}}: Kurt(F_i) = \frac{1}{p} \sum_{m=1}^{p} k_{i,m}. \quad (6)$$

**C. Skewness of the Spectrum**

The third feature explores the effect of reverberation on the spectral characteristics of speech [34]–[36]. In Fig. 4, the spectrum magnitude statistics of a reverberant signal (duration of 2 s), recorded at four different distances in a typical room is shown. The recorded signals were normalized to a maximum value of 0 dB full scale (FS). It can be seen that as the distance increases, the histograms of the spectral values are more biased to lower spectral values and present longer right tail values. This observed asymmetry of the histograms can be quantified by using the statistical quantity of skewness. For the third proposed feature, the power spectrum of the speech frame is expressed in dB, $C_{i,m}$ and the subfeature skewness $g_{i,m}$ is computed (see Fig. 2), according to

$$g_{i,m} = \frac{\sqrt{\tau}}{\left(\sum_{n=1}^{\tau} (C_{i,m}(z) - \bar{C}_{i,m})^2\right)^{3/2}} \left(\sum_{n=1}^{\tau} (C_{i,m}(z) - \bar{C}_{i,m})^3\right)^{3/2} \quad (7)$$

where $\bar{C}_{i,m}$ indicates the sample average of the power spectrum $C_{i,m}(z)$, of the frame. Then, in order to calculate the feature of
the whole block $F_i$, the mean of the values of skewness is taken as

$$\text{Feature 3: SpecSkew}(F_i) = \frac{1}{p} \sum_{m=1}^{p} g_{i,m}.$$  \hspace{0.5cm} (8)

D. Skewness of Energy Differences

This feature is mainly based on an onset detector and on empirical considerations. First, in order to remove the dc component, the signal is passed through a high-pass filter $H(z)$ with the following transfer function

$$H(z) = \frac{1 - z^{-1}}{1 + 0.9z^{-1}}$$  \hspace{0.5cm} (9)

in order to remove the dc component. Then, half-wave rectification is performed and the signal is filtered with the filters $H_1(z)$ and $H_2(z)$, respectively (see Fig. 2), where

$$H_1(z) = \frac{1}{1 - a_1z^{-1}}, \quad a_1 = 0.99$$  \hspace{0.5cm} (10)

$$H_2(z) = \frac{1}{(1 - a_2z^{-1})^3}, \quad a_2 = 0.998.$$  \hspace{0.5cm} (11)

The length of the impulse response of $H_1(z)$ is significantly shorter than that of $H_2(z)$ and focused on the most recent sample values. Therefore, the ratio between the outputs of $H_1(z)$ and $H_2(z)$ can be used as a detector for sharp changes in the signal amplitude and as demonstrated in Fig. 2:

$$q_{i,m}(n) = s_{i,m}(n) * h(n) * \left[ 10 \cdot \log_{10} \frac{h_1^2(n)}{h_2^2(n)} \right]$$  \hspace{0.5cm} (12)

where $h(n)$, $h_1(n)$, and $h_2(n)$ are the impulse responses of the corresponding filters [see (9)–(11)] and $s_{i,m}(n)$ is the input frame. In the case of reverberation, one may assume that signals will have sharper onsets than offsets, because offsets are blurred by the tail of the room impulse response. Therefore, it can be assumed that the shape of the sample value distribution of $q_{i,m}(n)$ will depend on the amount of reverberation in the signal, independently of the actual input signal. The property of the distribution used in the current paper is the skewness of the filtered energy differences $d_{i,m}$ (see Fig. 2), which is calculated as

$$d_{i,m} = \sqrt[3]{\frac{\sum_{n=1}^{\tau} (q_{i,m}(n) - \bar{q}_{i,m})^3}{\left(\sum_{n=1}^{\tau} (q_{i,m}(n) - \bar{q}_{i,m})^2\right)^{3/2}}}.$$  \hspace{0.5cm} (13)

In order to calculate the feature of the whole block $F_i$, the mean of the skewness values is taken over the 2-s block

$$\text{Feature 4: FiltSkew}(F_i) = \frac{1}{p} \sum_{m=1}^{p} d_{i,m}.$$  \hspace{0.5cm} (14)

E. Band-Pass Filtered Features

The four features that were described in the previous sections were calculated using the full frequency range of the signal. Additionally, the same features were extracted for a high-frequency bandpass filtered version of the signals. Following the procedure shown in Fig. 2, after the Hanning-window, a bandpass filter (with cutoff frequencies: 10 kHz and 15 kHz) is applied and four extra features are extracted (see Fig. 2). The empirical consideration of choosing the high-frequency cutoff frequency of the bandpass filter was that at far distances, air absorption decreases more the level of high frequencies compared to the lower frequencies [16]. This specific bandpass filter was chosen after several tests with other bandpass filters (5–10 kHz, 15–20 kHz), because it gave the highest performance gain compared to other cutoff frequencies. From now on, these bandlimited features will be referred to as follows:

Feature 5: LPratioBP($F_i$), corresponding to feature of (4).
Feature 6: KurtBP($F_i$), corresponding to feature of (6).
Feature 7: SpecSkewBP($F_i$), corresponding to feature of (8).
Feature 8: FiltSkewBP($F_i$), corresponding to feature of (14).

The ending “BP” is used to denote their bandpass characteristic.

III. DISTANCE MODEL

Gaussian mixture models (GMMs) can be used to approximate arbitrarily complex distributions and are therefore chosen to model the distance-depending distribution of the extracted features [47], [48].

A. Model Initialization

In this paper, five different classes (λ) corresponding to the test distances were chosen (0 m, 0.5 m, 1 m, 2 m, 3 m) and the eight different features described in Section II, are used. Each class is represented by a GMM and is referred to with its three parameter sets ($\mu_i$, $\Sigma_i$, $p_i$).

The GMM was initialized using the k-means algorithm [49]. The expectation–maximization (EM) algorithm [47] was used to estimate the set of GMM parameters with a maximum number of 300 iterations. The system was trained using the eight features, described in Section II. Twenty Gaussian components were used, diagonal covariance matrices and the complete feature space was normalized across all classes to have zero mean and unit variance. The normalization was done before training the classifier and the corresponding normalization values were stored for each feature dimension independently. After the training phase, the trained GMMs were rescaled to fit the original range of the feature space as it was before normalization. In this way, the GMM training is not biased due to the different range of the feature dimensions and no normalization is required in the testing stage. The distance detection, derived by the system, was then evaluated for the four rooms listed in Table I using speaker-dependent and speaker-independent distance models.

B. Feature Space

Fig. 5 shows typical extracted values of the four features described in Section II for a specific speech signal recorded at different distances from the microphone (0 m, 0.5 m, 1 m, 2 m, 3 m). Fig. 5(a) and (b) shows clearly the dependence of the feature’s values on the distance. In contrast, the feature values of Fig. 5(c) and (d) do not follow such a clear trend, but it was
TABLE I
GEOMETRICAL AND ACOUSTICAL CHARACTERISTICS OF THE ROOMS

<table>
<thead>
<tr>
<th>Room</th>
<th>Volume (m³)</th>
<th>RT (s)</th>
<th>( d_{crf} ) (m)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>60</td>
<td>0.39</td>
<td>0.7</td>
<td>Small office</td>
</tr>
<tr>
<td>B</td>
<td>555</td>
<td>0.84</td>
<td>1.5</td>
<td>Classroom</td>
</tr>
<tr>
<td>C</td>
<td>1292</td>
<td>1</td>
<td>2</td>
<td>Small auditorium</td>
</tr>
<tr>
<td>D</td>
<td>9633</td>
<td>1.47</td>
<td>4.5</td>
<td>Large auditorium</td>
</tr>
</tbody>
</table>

In Fig. 5, the typical extracted features as a function of the block under examination. Each block contains 2 s of speech. (a) LP residual peaks ratio. (b) LP residual kurtosis. (c) Skewness of the spectrum. (d) Skewness of energy differences.

found that they still have an added value, when combined with the rest of the features in the pattern recognizer.

In Fig. 6, the histograms of the extracted values of the LPratio feature for Rooms A and D (see Table I) can be seen. The feature value for Room A [Fig. 6(a)] indicates clear dependency on the distance. On the other hand, the same feature for Room D [Fig. 6(b)] overlaps for all the distance classes, apart from the 0-m class.

IV. EXPERIMENTAL EVALUATION

A. Database

In order to train and evaluate the system, several speech recordings were taken in an anechoic chamber located at Philips Research Laboratories, Eindhoven. For the recordings, 16 speakers (4 female and 12 male) had to read a piece of text for 3 minutes and their speech was captured at the distance of 0.5 m using an omnidirectional measurement microphone at the sampling frequency of 44.1 kHz. This sampling frequency was chosen after several tests with different sampling frequencies (16 kHz, 22.05 kHz, 44.1 kHz) which show that 44.1 kHz led to the highest performance of the method. Half of the recordings (24 minutes) were used for the training the other half for the testing stage (24 minutes). Then, these dry recordings were convolved with impulse responses (IR) that were measured at different distances (0 m, 0.5 m, 1 m, 2 m, 3 m) between source and receiver in four different rooms, hence simulating the presence of the speakers at those positions within the room. The range of these distances was chosen bearing in mind the potential application of the method on an ambient telephone system, where the distance between the possible placement of devices and seating positions is usually less than 3 m. The resolution of 1 m would be enough for such a system, where each terminal makes an independent estimate of the distance to the speaker, in order to resolve ambiguities due to the geometric constraints of the room. However, after the closest terminal is determined, a higher resolution (0.5 m) at close distances (less than 1 m) would be also useful for capturing and reproducing the signal. Note that the 0-m IR measurement was actually taken at a distance of 5 cm, but for reasons of clarity this class is denoted as the 0-m class. The volume, reverberation time (RT) and the critical distance \( (d_{crf}) \) of the rooms can be seen in Table I. For the case of Room A, two extra sets of recordings were taken. First, the receivers were placed at 1.5 m, 2.5 m, and 3.5 m from the source and secondly they were offset (by 10 cm) (see Fig. 9) with respect to the initial positions. The purpose of these measurements was to evaluate the system in conditions with small or significant placement mismatches compared to the positions of the training stage.

B. Feature Selection

In order to examine the effectiveness and the importance of the described features, the performance of the method was initially evaluated for each feature individually and the results can be found in Table II. The method was initially tested in Room A, which is a typical room in a home environment. It can be noted that the most effective features are the LPratio and the KurtBP. Furthermore, combinations of the four features LPratio, Kurt, SpecSkew, and FiltSkew were evaluated using the full frequency range and the bandpass-limited frequency range. This combination of features led to an increase of the performance and especially when using the full band version of the features (69.7%). Maximum performance (75.4%) was achieved, when all the eight features were employed, thus in the proposed method all of them are used. Here, it should be stated that the above tests were performed using noise-free data.
and that in practice, the bandpass features are effective only if the signal-to-noise-ratio in this frequency range is sufficient.

C. Block Duration Selection

The performance of the method was tested using blocks of 2 s, 4 s, and 8 s duration. Increasing the block size led to higher performance in the case of Rooms B, C, and D, but not for the case of Room A. This indicates that a block duration of 2 s is sufficient for a room with short RT, such as Room A, where the acoustics influence less the speech signals. As the proposed method is mainly based on the statistical properties of speech, longer blocks are expected to lead to more robust calculation of the feature values, but this may lead to increased latency for any real-time implementation. In the context of ambient telephony, the system is expected to respond sufficiently fast, e.g., when the user is moving in the room, thus for the evaluation of the proposed method the block of 2-s duration was chosen.

D. Speaker-Independent Performance

The system was trained separately for each room using half of the recordings, which were randomly chosen. Thus, the recordings of six male and two female speakers were used to extract the features for the training stage. The features were extracted for the five different classes (corresponding to distances 0 m, 0.5 m, 1 m, 2 m, 3 m) using the procedure described in Section II.

For the evaluation of the system the remaining half of the recordings was used. The recordings for the training and the evaluation stage were randomly selected, assuring that the chosen speakers for the training stage were always different to the ones chosen for the evaluation stage. The features were extracted following the procedure, described in Section II and Table III(a)–(d) show the performance of the method for the four rooms as confusion matrices.

Moreover, Fig. 7 presents the performance of the method per class, which can be derived by plotting the diagonal of the confusion matrices.

Fig. 8 shows the predicted distance as a function of the true distance. The predicted distance $\Delta_j$ for the $j$th class, is calculated from the confusion matrices of Table III, according to

$$\Delta_j = \sum_{i=1}^{5} \epsilon_{i,j} \lambda_i$$  \hspace{1cm} (15)$$

where $\epsilon_{i,j}$ is the $i$, $j$th element of the confusion matrix, $i$ represents the actual class, $j$ the predicted and $\lambda_j$ is the distance corresponding to the $j$th class (0 m, 0.5 m, 1 m, 2 m, 3 m). It can be seen that performance depends both on the distance and on the acoustical properties of the rooms. The method performs...
better in Room A, where the reverberation time is the lowest ($\text{RT} = 0.39$ s) and its robustness decreases for rooms with more reverberation. However, the method performs better in Room C than in Room B, even though the critical distance is farther and the RT longer. Metrics such as the RT of the room or the critical distance seem not to be sufficient to characterize their effect on the performance of the method, because they only contain information about the total absorption and the volume of the room, but not about the exact geometry of the room or the first reflections. As can be observed from Fig. 6(a) the LP ratio feature values for Room A clearly depend on the distance and they only slightly overlap. On the other hand, in Fig. 6(b) the same feature values for Room D appear to overlap for the classes beyond 1 m. Thus, it becomes difficult for the pattern recognizer to form a robust prediction model for those classes beyond 1 m. This can be explained, considering the fact that the sound field (acoustic transfer function) at the microphone consists of a direct and a reverberant component. The level of the direct component depends on distance (decreasing with $1/r^2$), whereas the reverberant component does not depend on distance. For close distances, the signal properties will change with increasing distance, as discussed earlier. On the other hand, as distance increases, the sound field is dominated by the statistical reverberant field and hence very little changes will be detected on the signal properties with increasing distance and this could explain the fact that the features would start to overlap. Although one would expect that such an effect would depend on the critical distance and that the features would start to overlap beyond this distance the results here do not unequivocally indicate such dependency and further investigation is needed.

From the results of Table III, the 0-m class is classified with the highest performance, which is above 94% for all the rooms. However, the performance drops to below 40% for the 2-m class, even for the least reverberant room (Room A), since this class appears to be mostly confused with the 3-m class and to some lesser extend with the 1-m class.

According to the preceding discussion, either the distances of 2-m and 3-m approach or belong to the reverberant sound field of the room and this appears to result to an “overlapping” of the feature values at such distances as the distance increases.

**E. Speaker-Dependent Performance**

In the context of ambient telephony system, only a specific set of people may use the system, and therefore, it is interesting to see if the system performance improves for such a speaker-dependent case. For this reason, the method was also tested using the same speakers for the training and the evaluation stage, but using different speech material (phrases).

As can be seen in Table IV, the performance of the method slightly increases by up to 1.1% for Room A, having the highest increase. In such case, since in a small room the room acoustics influence the speech signals less, the method appears to be more sensitive to the individual speaker. In the case of the rooms (Room B, Room C, Room D) with longer reverberation time (see Table I), the performance of the method remains the same,
as can be seen in Table IV. Here, the specific speaker signal appears to be less critical as the room acoustics have much stronger effect on the received signals.

F. Dependence on the Room and Position

In this section, the performance of the proposed method is tested for different rooms and positions than those used for training, since it is of interest to know whether the proposed approach is applicable to previously unseen situations.

1) Room Mismatch: For this experiment, the system classifier was trained in one room and then its performance was then tested in another room. In Table V, the results for three different tests are shown. For the first test (I), the system is trained in Room D (large auditorium, $RT = 1.57$ s) and then tested in Room A (small office, $RT = 0.39$ s). The performance of the method drops significantly (from 75.4% to 29.6%) and the method fails to classify correctly. Similar behavior of the method is observed for the second test (II), where the classifier for Room A is tested in Room B, although in this case the performance drops less (from 62% to 39.7%). On the other hand, when the system is trained in Room C and tested in Room B (Test III), the performance drops to 58.1% from the initial performance of 62%. Note that at the first test (I) the difference of the RT between the two rooms was 1.18 s and the performance reduction was 45.8%. At the second test (II), the RT's of the rooms differ by 0.45 s and the performance reduction was 22.3%. Finally, for the third test (III), where the difference of the RT of the rooms was much lower (0.16 s), the performance drop was also lower, i.e., only 3.9%.

The above results indicate that the method is sensitive to the RT of the room and it is essential to train the system in a room with similar acoustical properties to the room in which the system should be used. This is expected, since the features employed by the method are sensitive to the reverberant energy of the signals. Furthermore, it is clear that the time and spectral properties of the recorded speech signal at a distance of 1 m in a room with short reverberation time, present significant differences to those of the same signal recorded in 1 m at a large room with longer RT.

2) Distance Mismatch: This experiment was conducted in order to examine how the method performs when it is tested within a single room, but for distances that were not included during the training. For this, the system was trained in Room A using the distances 0 m, 0.5 m, 1 m, 2 m, 3 m and then its performance was evaluated in the same room but for distances 0 m, 0.5 m, 1.5 m, 2.5 m, 3.5 m. The results of the test are given in Table VI. It can be seen that distances 0 m and 0.5 m were classified in the same way as in confusion matrix of Table III(a). This was expected, because the system has been trained with those two distances. The distance of 1.5 m was classified among the classes of 1 m (25%), 2 m (39%), and 3 m (36%). In the case of the distance of 2.5 m, 39% of the cases were classified at 2 m and 51% of the cases at 3 m. Finally, the distance of 3.5 m was classified for 70% of the cases as a distance of 3 m. This test indicates that for distances that the system has not been trained for, most likely a decision will be made assigning the nearest distance class employed during training.

3) Position Mismatch: This experiment evaluates the performance of the method, when there is a small mismatch ($\approx 10$ cm offset) from the initial training classes. As shown in Fig. 9, the experiment took place in Room A and the system was trained at distances 0 m, 0.5 m, 1 m, 2 m, and 3 m. At the first test (Test A) the method was evaluated at distances 0 m, 0.4 m, 0.9 m, 1.9 m, and 2.9 m from the source. At the second test (Test B) the method was tested at 0 m, 0.6 m, 1.1 m, 2.1 m, and 3.1 m. Finally, during the third and fourth test the receiver was placed either at 10 cm to the right (Test C) or at 10 cm to the left (Test D) from the original training positions (see Fig. 9). For all the above test cases, the performance of the method was found to be reduced by no more than 2%, indicating the robustness of the method for small position mismatches.

V. COMPARISON TO EXISTING METHODS

Since there are no known earlier publications on single channel distance estimation directly from speech signals, it is not feasible to assess the relative performance of the proposed method. Nevertheless, in this section, the proposed method is compared to two other existing distance detection techniques [14], [28] that employ binaural signals. The first method [28] [Binaural fast Fourier transform (FFT)] is based on the logarithmic ratios of the Fourier transforms of the left and right signals, while the second work (Binaural MSC) uses the frequency dependent magnitude squared coherence (MSC) [14]. The results for the binaural methods were not obtained using our own measurements, but by summing up the reported results from [14], indicating that the existing state of the art binaural distance estimation methods perform much better than the proposed monaural method.
Table VII shows the performance of the proposed method compared to these comparison methods and it can be seen that these methods achieve more than 20% higher performance than the proposed method. However, for the case of a small position mismatch it can be seen that the Binaural FFT method is very sensitive and fails to classify, while the Binaural MSC method’s performance decreases, but to a smaller extent. Interestingly, the proposed method presents better robustness to such small position mismatches. Furthermore, it should be noted that the performance of the two comparison methods was calculated by taking the mean of the results for two rooms having a RT of 0.3 s and 0.6 s. The proposed method was tested in a room with a RT of 0.39 s and it is expected that the performance of the proposed method would possibly further decrease for a room with RT of 0.6 s, as described in Section IV-D. Moreover, the two comparison methods employ not only distance estimation, but also angle detection and they are able to recognize distance using much shorter window lengths compared to the proposed method.

**VI. LISTENING TEST**

In order to compare the results of the proposed method to the performance of human listeners for automatically detecting distance, a listening test was conducted using the same data and settings as for the cases described in Section IV. In each run, the test subjects were asked to detect the distance of speech signals recorded at different distances from the source. The subject’s task was to assign one value (0, 0.5, 1, 2, 3) to each speech signal and their choices should correspond to the apparent perceived distance of the sound source in meters (0 m, 0.5 m, 1 m, 2 m, 3 m). The same database, described in Section IV-A was used and the listening test consisted of four different sessions, one for each room of Table I. Before each session the test subjects had the opportunity to listen to speech signals recorded at several distances from the source. They could choose a distance value and then listen to the speech signal recorded at the corresponding selected position in the specific room and in this way, they were able to obtain an impression of the acoustical properties of the room. In this sense, this training session can be considered to be comparable to the training stage of the classifier. The recordings were normalized to a maximum value of 0-dB Full Scale (FS) and they were presented with headphones monaurally to the test subjects. Ten normal hearing subjects participated in the experiment. The mean performance of human listeners is presented in Fig. 10, using errorbars to indicate the standard error from the mean. It can be seen that there is large variability of the responses between individual listeners. This variability is in agreement with [50] and as is suggested [51] this is primarily due to perceptual blur in the auditory domain.

In Fig. 11, perceived distance is plotted as a function of the true distance. It can be seen that, on average, monaural human performance is not as good as the performance of the proposed method. For small distances, the perceived distance is almost proportional to source distance and increases slowly, when source distance is more than 2 m. This effect has also been found in earlier studies of distance perception [18], [19], [25], [52]. Additionally, it can be noted that close source distances are overestimated and longer distances are underestimated. This effect might be related to the auditory horizon that represents the maximum perceived distance [53].

Moreover, from Fig. 11 it can be seen that the perceived distance depends also on the reverberation time of the room, which is also in agreement with [52].

**VII. DISCUSSION AND CONCLUSION**

The proposed system employs a novel methodology for detecting the distance of any speaker using a single microphone receiver. Several features based on the spectral and temporal characteristics of speech have been examined and proved to be dependent on the distance between source and receiver inside typical reverberant rooms. These features were derived in such a way that they are independent of the signal gain and level, thus are not affected by the individual speaker output level and microphone setup.

The robustness of the method was found to depend on the reverberation time of the room and the longer the reverberation time, the lower the performance. The method was tested for both speaker-dependent and speaker-independent conditions and it was found that for rooms with low reverberation there was a small increase in performance when the system was trained and
tested with the same speakers. In the case of the rooms with longer reverberation time, it was found that the specific speaker is not critical as the room acoustics have much stronger effect on the received signals and on the accuracy of the method.

It was also observed that the performance of the method was significantly lower for larger distances (2–3 m). That is probably related to the relative dominance of the reverberant sound field for these distances, which presumably does not depend on a lot on distance, resulting in small changes in feature values for these distances.

The choice of the block duration used for the feature extraction was also examined and it was shown that for all the rooms apart from the room with the shortest reverberation time, performance increases significantly for longer blocks. However, increasing block size introduces latency and restricts the range of potential applications.

This method is robust to small position mismatches, but it is sensitive to the RT of the room and it is necessary to train the system in a room with similar acoustical properties to the room where the system is used. Moreover, as the system is trained with specific distances, when it is tested for distances that it has not been trained for, a likely decision is made to the nearest distance employed during training.

Overall, the proposed method provides a good distance detector, especially for smaller distances and the method is specific for speech signals, but is not speaker specific. Its overall performance may be lower when compared to binaural methods, but nevertheless it appears to be robust to small distance mismatches.

In contrast, tests conducted with human listeners under identical conditions indicate that there is a large variability of the performance between individual listeners and that the mean human performance is lower than that of the developed classifier.

The method presented allows for the estimation of distance based on single microphone signals and gives best performance for close distances. This makes this method useful for an ambient telephony system or a distributed sensor system, where each terminal can make an independent estimate of the distance to the speaker. The closest terminal can then be selected to capture and reproduce the signals with relatively little network communication load.
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