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Abstract — The unpredictability and variability of wind power 
increasingly challenges real-time balancing of supply and demand 
in electric power systems. In liberalised markets, balancing is a 
responsibility jointly held by the TSO (real-time power balancing) 
and PRPs (energy programs).  
In this paper, a procedure is developed for the simulation of power 
system balancing and the assessment of AGC performance in the 
presence of large-scale wind power, using the Dutch control zone as 
a case study.  The simulation results show that the performance of 
existing AGC-mechanisms is adequate for keeping ACE within 
acceptable bounds. At higher wind power penetrations, however, 
the capabilities of the generation mix are increasingly challenged 
and additional reserves are required for keeping ACE at the same 
level. 
Index Terms — Wind Power, System Integration, Secondary 
Control, Automatic Generation Control, Dynamic Simulation 

1. INTRODUCTION 

In the past decade wind power has become a generation 
technology of significance in a number of European 
countries. With further development of wind power on the 
horizon, the impacts of wind power on power system 
operation will increase as well. In particular the 
unpredictability and variability of wind power challenge real-
time balancing of supply and demand in electric power 
systems. This is because significant amounts of wind power 
not only introduce additional power variations and 
uncertainty but may also decrease generation capacity 
available for secondary control. For balancing the 
fluctuations of wind power, additional power reserves may 
be required on top of power reserves already held for 
managing existing power variations in the system, which are 
caused by load variations and unscheduled generation 
outages.  

In liberalized markets throughout Europe, participants 
have been made free to make arrangements for trading power 
in a number of forward markets. In order to guarantee a 
balanced power system, generation, load and energy trades 
are scheduled on beforehand and laid down in energy 
programs, which are sent to the system operator (TSO). In 
the Netherlands, the responsibility for maintaining the power 
balance in the system lies not only with the TSO but also 
with market participants responsible for delivering according 
to their energy programs. Based on the energy exchange 
programs received from these program responsible parties 
(PRPs) day-ahead, the TSO takes care of all real-time power 
imbalances using reserve power. PRPs are penalized for 
energy exchanges with the system different from specified in 
their energy program. Interestingly, in the Netherlands, wind 
power is subject to program responsibility as well, compared 
to the more common priority dispatch. Failure of a Dutch 
PRP to balance the partial predictability and variability of 

wind power with other generation/load in its portfolio 
therefore results in the payment of an imbalance price to the 
TSO [1]. Wind power will therefore impact the secondary 
control actions performed by PRPs. 

Little research has been performed on the impacts of wind 
power on secondary control performance in general, and the 
integration of wind power into liberalized electricity markets 
in particular. Dynamic interactions between wind power and 
system frequency have been investigated in [2]. It is shown 
that the displacement of conventional generation with wind 
results in increased rates of change of system frequency for 
that particular system. However, for larger systems, system 
inertia may be considerably larger and impacts of wind 
power on this can be delineated as being less severe or absent 
[3]. Impacts of wind power on secondary control and the 
need for spinning reserves [3], [4] may however be more 
significant, also at low wind power penetration levels. 
Quantifying these using classical models for power-
frequency control (Automatic Generation Control, AGC) 
does not consider energy program responsibility since these 
approaches implicitly assume a direct physical link between 
a secondary control signal by the TSO and a generator set-
point change. Furthermore, any strategic behaviour by 
market participants is assumed to be absent. It is the 
objective of this paper to demonstrate a possible extension of 
existing models with such aspects and to illustrate the 
impacts wind power may have when fully integrated into 
program responsibility. 

This research is focused on modelling load-frequency 
control dynamics in the presence of large-scale wind power 
subject to program responsibility. Simulation results are 
presented for different variants with wind power balancing 
by separate conventional generation portfolios subject to 
program responsibility, such as the case in the current market 
design in the Netherlands. A two-area power system model, 
representing a control area as part of a large interconnection, 
is set-up based on realistic data for generation units, loads, 
wind power production and forecasts. The novel contribution 
of this work consists in modelling the imbalance control by 
PRPs via minimization of their energy program deviations. 
The impact is assessed of different market designs on the 
total amount of reserve and regulation applied for balancing 
wind power and on Area Control Error performance. 

This paper is organised as follows. First, the Dutch market 
design and its impact on wind power are briefly re-
introduced in Section 2. Section 3 describes the development 
of a dynamic power system model for frequency stability and 
secondary control adequacy assessment, from both the 
perspective of the TSO and PRPs. In Sections 4 and 5, the 
set-up and the results obtained from the simulations are 
covered. Conclusions and an outlook on further work a 
presented in Section 6. 



NORDIC WIND POWER CONFERENCE, NWPC’2007, 1-2 NOVEMBER 2007, ROSKILDE, DENMARK 2 

 

2. MARKET INTEGRATION OF WIND POWER 

The responsibility for balancing large interconnected 
systems such as UCTE is typically divided between different 
transmission system operators (TSOs), each responsible for 
balancing its respective area (control zone). The whole 
process of power system balancing comprises many stages, 
starting with energy trade en ending with real-time balancing 
of unscheduled power exchanges of market participants with 
the system. In order to organise trade and guarantee a 
balanced system on beforehand, the concept of program 
responsibility is applied. This is illustrated and discussed in 
more detail below for the Netherlands. 

2.1. Program Responsibility 

With program responsibility, PRPs or program responsible 
parties (PRPs) have been made responsible for keeping their 
own energy balance. Each customer (generator or load) 
connected to the system is associated to a PRP. A PRP must 
maintain its energy balance (MWh) for each market 
settlement period or program time-unit (PTU). Program 
responsibility requires program responsible parties to provide 
energy programs (e-programs) to the TSO, describing the 
energy exchange with the system for each PTU, and to act 
accordingly. The e-programs in fact contain the sums of all 
scheduled generation, load and trade of one PRP with other 
PRPs: generation is delivered to the power system only if 
there is a load to match it. The sum of all e-programs of all 
PRPs should add up to zero.  

PRPs have different markets to their disposal for trade, 
comprising bilateral contracts (blocks for long terms for 
physical position settlement), spot markets (up to one day 
preceding operation) and adjustment markets (up to one or a 
few hours before the hour of operation). At gate closure, all 
trading for the physical delivery of electrical energy ceases: 
PRPs submit their final schedules to the TSO. The schedules 
contain their intended energy exchanges with the system for 
each trading period. It is then the TSO who manages power 
reserves for maintaining the system balance. On top of the 
automated primary actions for system security, the TSO 
continuously manages secondary (available within 15 
minutes) and tertiary reserves (available after 15 minutes) in 
order to maintain the balance in the system in real-time. 
Secondary and tertiary reserves are in general made available 
by PRPs submitting bids for operating reserves to the TSO. 
Since the capacity for system balancing is made available by 
PRPs who themselves must keep their energy balance as 
well, it should be noted that secondary control actions by the 
TSO and PRPs will coincide or, occasionally, interfere 
during operation. Furthermore, it is important to realise that 
program responsibility is based on economic incentives: the 
balancing costs encountered by the TSO are passed on to 
PRPs deviating from their submitted energy programs. Thus, 
PRPs will behave strategically in order to minimize their 
imbalance costs.  

2.2. Program Responsibility for Wind Power 

In the Netherlands, wind power is subject to program 
responsibility, just like conventional generation, which is 
unlike most market designs for wind power. PRPs are 
thereby financially encouraged to limit possible imbalances 
resulting from wind power variability and partial 
unpredictability: a power imbalance as a result of wind 
power implies an energy program deviation. In order to 

prevent imbalance costs, Dutch PRPs therefore monitor and 
manage their unit portfolio taking into account wind power 
predictions and real-time measurements.  

Balancing wind power output deviations can be done by 
adjusting generation or load within the PRPs' portfolio or by 
taking precautionary measures on the market [1]. In order to 
be able to do so, wind power unpredictability and variability 
must be taken into account during unit commitment and 
dispatch calculations of an individual PRP with wind power 
in its portfolio. Wind power thereby is part of the overall 
operating decisions continuously made by PRPs.  

As the amount of wind power increases, individual PRPs 
will be inclined to reserve more of the generation capacity 
within their portfolio for minimization of energy program 
deviations, while the TSO may not need significant extra 
reserves for balancing wind power. At the same time, any 
imbalances remaining after secondary control actions by 
PRPs must still be matched by the TSO, using the capacity 
made available by the PRPs. Wind power therefore 
challenges existing AGC-mechanisms applied both by PRPs 
and by the TSO for imbalance minimization. 

3. POWER SYSTEM MODEL DEVELOPMENT 

In order to assess the impacts of wind power on the 
performance of secondary control or automatic generation 
control (AGC) mechanisms, a power system simulation 
model for the UCTE-area is developed. This dynamic model 
can be used for the simulation of long-term frequency 
stability, i.e. the ability of a power system to maintain steady 
frequency following a severe system upset, resulting in a 
significant imbalance between generation and load [5]. As an 
immediate consequence of such power imbalances, the 
system frequency changes and an area control error (ACE) is 
introduced. The TSO will then send out signals to selected 
PRPs for secondary response in order to re-install the system 
frequency at the set value. Below, the development of the 
model is described. 

3.1. System Inertia and Primary Control 

From a system point of view, frequency stability is 
determined by two system parameters comprising the 
response of the system as a whole: power system inertia and 
the system power frequency characteristic.  

The model developed here effectively describes the power 
system as a mass rotating at a speed of 50 Hz. The actual 
rotational speed is dependent on the amounts of mechanical 
power added to or taken from this mass. A uniform 
frequency is assumed using an aggregated inertia constant of 
an equivalent one-machine infinite bus system, such as 
applied in [6]. The power frequency characteristic (the 
overall dynamic response of generation and load to a power 
balance) consists of a load self-regulation factor of 1 and an 
aggregated primary response of generators in the UCTE as a 
whole. Detailed primary responses of 70 units in the Dutch 
system have been modelled explicitly using historical unit 
models available to the authors. The resulting aggregated 
primary response of the model has been compared to 
frequency data supplied by Dutch TSO TenneT, using an 
approach as presented in [7]. 

For the estimation of system inertia and primary response 
of the UCTE-interconnection, 4s. frequency deviation 
measurements were obtained for 88 significant instantaneous 
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power imbalances in the UCTE-interconnection from 
10/2004 to 12/2006. The power frequency characteristic was 
found to lie between 19·10e3 MW/Hz and 47·10e3 MW/Hz, 
with a mean of 26·10e3 MW/Hz and a standard deviation of 
9·10e3 MW/Hz. With an allowable measurement inaccuracy 
of 10 mHz in place for generators on primary control, a 
primary response of the model is obtained as shown in Fig. 1, 
illustrated with a small number of recordings representative 
of the full data set. 

3.2. Secondary Control 

The area control error (ACE) represents the total power 
deviation of a system (MW) and comprises unscheduled 
power exchanges of the area with neighbouring areas and the 
frequency deviation of the system. For secondary control 
purposes, ACE is typically processed using a PI-controller 
(processed ACE, PACE) before it is sent to units on 
secondary control. The PACE-logic has the objective of 
minimizing ACE while neglecting fast dynamics in system 
frequency, which would result in unnecessary, fast changes 
in demands for secondary control. In this model, it is 
assumed that ACE occur in the Dutch area only and that 
Dutch secondary control alone returns ACE to zero. The rest 
of the UCTE-system is balanced but will contribute to 
primary reaction in case of significant frequency deviations. 
Dutch ACE and PACE have been modelled using the 
mechanisms developed and currently applied by Dutch TSO 
TenneT. A power frequency characteristic of 900 MW 
obtained from operational experiences of the TSO is applied, 
which is then compared to a two-stage threshold for fast 
response to significant events. Also, PACE is set such that its 
integral term does not increase (decrease) further in case 
ACE is positive (negative) but decreasing (increasing).  

For real-time power system balancing, the TSO applies 
secondary reserves made available by PRPs through a 
bidding ladder (selection of cheapest bids). Bids are orderly 
arranged based on price in a power reserve bidding ladder, a 
separate ladder for upward and downward reserves. During 
real-time operation, the TSO continuously determines the 
amount of reserve power that is needed, based on the actual 
PACE. Using the bidding ladder, the amount of required 
reserves is mirrored onto the available bids which are then 
called off by the TSO. This is done by sending a delta-signal 
(MW-set point) to the PRP associated with each bid called, 
using a separate delta for both upward and downward 
reserves. The rate-of-change of delta does not exceed a ramp-
rate value pre-specified by the associated PRP. Every four 
seconds, the PACE is re-calculated to determine whether the 
sum of all bids called (MW) is sufficient for balancing the 
control zone and which bid should be used up to which 
extent. In case PACE drops below an active bid’s threshold 
and the bid is no longer necessary, the bid is reduced with a 
ramp rate no more than the maximum specified in the bid. 
Because of this ramp rate limitation, positive and negative 
bids may be active simultaneously. It is the responsibility of 
the market party associated with the bid called off to adjust 
its generation operating points and/or load schedules 
accordingly. 

3.3. Energy Program Responsibility 

When a power imbalance is picked up by the TSO (i.e. ACE) 
and secondary control is activated, the generation/load 
deviations from scheduled values causing it will also be 

picked up by the PRP responsible for it. Simultaneously with 
secondary control at the system level, the PRP will take 
measures in order to minimize its energy program deviation 
(not necessarily its power imbalance) in order to avoid 
imbalance costs. The PRP will not only monitor its power 
imbalance (MW), but also physical position within the PTU 
(MWh). The actual power imbalance of each PRP is 
constantly assessed by monitoring generation and load 
deviations from scheduled values while settling the 
secondary control signal received from the TSO. For 
imbalance minimization, a fraction of the actual power 
imbalance is integrated and subtracted from the set-point of 
generation units selected by the PRP for imbalance 
management. Because participation in secondary control is 
taken into account in calculating its imbalance, both the 
PRPs' imbalance and the system imbalance are eventually 
returned to zero. 

Since imbalance costs are settled not on a MW but on an 
MWh/PTU basis, the energy imbalance for each PTU is the 
most relevant parameter for a PRP. The MWh-value 
specified in the PRPs' energy program is the operational 
objective: during each PTU, the overall energy deficit or 
surplus compared to the energy program must be minimized. 
For the counter-balancing of power deviations, different 
operating strategies for imbalance minimization may be 
applied in order to reach the energy value objective, as 
shown in Fig. 2 (area under all three modi is equal). 
Interviews by the authors with Dutch PRPs have revealed 
that the preferable operation modus is the most gradual one 
(B), even though this involves a continuous adjustment of 
operation set-points of units under secondary control, which 
could partially be prevented by opting for strategies A and C, 
or other. In the model, the energy program deviation is 
constantly calculated and fed back into the secondary control 
signal. At the start of each PTU, the energy-program 
deviation is reset to zero. 

 
Fig. 1. Validation of system inertia and power frequency characteristic 
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3.4. Generation Units 

A number of existing dynamic generation unit models for 
Dutch plant have been compared to literature models [8]. It is 
found that, for long-term frequency control simulations, a 
differentiation must be made between initial responses and 
more persistent ones. The former are determined mainly by 
the governing system (valve positions) while in the longer 
term, the physical processes in the boiler become more 
important. For unit start-up or shut-down, these physical 
processes may require hours up to days, which must be taken 
into account when calculating the unit commitment and 
economic dispatch (UC-ED) of these units.  

In this work, dynamic response (seconds) and primary 
reaction of 70 Dutch units part of PRPs’ portfolios have been 
modelled explicitly. The models incorporate typical aspects 
as primary reaction and speed, power-frequency, turbine and 
fuel control. Longer-term physical aspects (minutes) have 
been delineated; instead, fixed ramp-rates not governed by 
physical limitations but by controls have been assumed, as is 
current practice for all units part of the PRPs’ dispatch.    
UC-ED (weeks to hours) of the main Dutch generation units 
is calculated using a commercial optimization tool previously 
applied in [9].  

As an example of the dynamic models of the generation 
units, Fig. 3 shows the simulated responses of some unit 
models developed for this research: a coal unit, a combined 
cycle gas turbine (CCGT) and a cokes gas unit in the Dutch 
system. All units are at a 0.6 p.u. operating set-point. At t = 0 
s., a frequency drop of 0.004 p.u.  is introduced, leading to a 
primary response of all units (a dead zone of 0.002 p.u. is 
assumed), resulting in a full primary response within 10-20 
seconds. As can clearly be seen, the units all show a fast 
initial and a slower, more persistent response. At t = 30 s., 
the operating set-point is stepped up from 0.6 to 0.65 p.u. In 
this case, the dynamic response of the unit is governed by the 
unit ramp-rate controls. More detailed modelling of the unit 
dynamics therefore does not translate into added value for 
the simulations and have therefore not been incorporated. 
Notably, several Dutch PRPs have indicated to the authors 
that detailed physical models of their units are in fact not 
available to them. 

 

3.5. Wind Power 

With the modelling of wind power, it has been borne in mind 
that it is the objective this work to investigate the impacts of 

wind power on automatic generation control performance. 
Since the overall power fluctuations of wind power clusters 
are of importance here, detailed models for wind turbines fall 
outside of the scope of this paper. Wind speeds at 
representative locations of Dutch wind parks onshore and 
offshore have been developed using wind speed data 
obtained from the Royal Dutch Meteorological Institute 
(KNMI). The data concerns 10-minute wind speed averages 
with a resolution of 0.1 m/s for 18 locations in the 
Netherlands (9 onshore, 3 coastal and 6 offshore) measured 
between June 1, 2004 and May 31, 2005. Wind speed time 
series for the study period are created for 15-minute time 
intervals in such a way that the spatial correlation between 
the sites is taken into account. The development of wind 
speed data is described in more detail in [9]. For 
simplification, it has been assumed that the effects of 
turbulence on the aggregated output of each wind farm 
within each 15 min. interval are small because of smoothing 
of fluctuations [10]. 

4. SIMULATION SET-UP 

4.1. Simulation Method 

The operation schedules of conventional generation units are 
governed by a number of longer-term aspects which fall 
outside the scope of the dynamic simulation model 
developed here. These aspects include scheduling of 
maintenance, market trading and settlement procedures of 
markets, which lead to the calculation of UC-ED schedules 
for each unit in the system. In order to arrive at a realistic 
starting point for the dynamic simulations, the following 
simulation set-up is applied: 
 
�x Calculation of UC-ED: A chronological UC-ED model 

with the same make-up as the dynamic model 
(generation units, wind power etc.) is run for a week or 
any longer period of time using a 15-min. time step. 
Steady-state operating set-points for each generation unit 
are obtained and saved. 

�x Select cases: The output of the UC-ED model is 
analysed and interesting cases for dynamic simulation 
(simultaneous wind power drop and load increase, 
generation outages etc.) are selected. A small number of 

 
Fig. 2. Different operating strategies between energy-programme set-points 

 
Fig. 3. Simulated responses of three generation unit responses to frequency 

and a operating set-point steps 
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consecutive states including the selected state are 
isolated. 

�x Import of unit set-points: The operating set-points for all 
units are imported into the dynamic model. Interpolation 
is applied to obtain continuous operating signals serving 
as an input for the dynamic model of each unit. 

�x Initialization and dynamic simulation: The dynamic 
model is initialised around the operating points of the 
first state and then run. Power deviations occurring in 
real-time may be simulated by adding these deviations 
(i.e. wind gusts or random noise) to the set-points 
imported from the UC-ED-results. Valid parameters 
such as system frequency, ACE and PACE and power 
imbalances and energy program deviations of PRPs are 
reported. 

 
For each PRP, one or more units are selected for AGC by the 
PRP, based on daily operating routines of Dutch PRPs. 
Furthermore, PRPs make bids available to the TSO for 
secondary reserves, which are then taken into account with 
the scheduling of UC-ED. Notably, PRPs prefer to use base-
load coal units – if available within the portfolio of the PRP 
– for managing e-program deviations. 

4.2. Simulated Variants 

The following simulations are run: 
 
a) System operation without wind power 
b) Large variation of 2 GW wind power 
c) Forecast error and large variation of 2 GW wind power 
d) Large variation of 4 GW wind power  
e) Forecast error and large variation of 4 GW wind power 

 
Simulation a) is used to provide a base-case for comparison 
with the simulations with wind power. Since for this 
simulation, no data are added compared to the set-points 
imported from the UC-ED-model and no wind power is 
present, the power imbalance at any moment in time should 
be small, resulting in a small ACE and PACE. Also, the 
results imported from UC-ED will be different since wind 
power will impact the scheduling of conventional units. 

In simulations b) and c), wind power increases between 
t = 450s. and t = 1350s from 553 MW to 1207 MW (+654 
MW) and then decreases between t = 1350s. and t = 3150s. 
to 707 MW. In simulation b) it is assumed that wind power is 
perfectly predicted and no real-time deviations occur. 
Therefore, the UC-ED will incorporate wind power and ACE 
and e-program deviations resulting from wind power 
imbalances can be expected to be small, although a more 
dynamic operation of conventional units is expected. In 
simulation c), a ‘real-time deviation’ signal of wind power is 
added to the wind power set-points imported from the      
UC-ED-results in order to simulate unscheduled wind power 
output. Thus, PRPs and the TSO will apply secondary 
reserves to balance forecast errors and ACE as a result of it. 
PRPs experiencing wind power deviations in real-time apply 
secondary control in order to avoid energy program 
deviations.  

Fig. 6. ACE  for the Dutch control zone with 4 GW wind power with perfect 
forecast d)(line) and with forecast errors e) (dotted line). 

 
Fig. 4. Area Control Error (ACE, black line) and Processed Area Control 

Error (PACE, grey line) of the Dutch control zone with 0 GW wind power. 

 
Fig. 5. ACE  for the Dutch control zone with 2 GW wind power with perfect 

forecast  b)(line) and with forecast error c)(dotted line). 
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In simulations d) and e), wind power increases between 
t = 450s. and t = 1350s from 983 MW to 1736 MW (+753 
MW) and then decreases between t = 1350s. and t = 3150s. 
back to 743 MW. In simulation d) it is assumed that wind 
power is perfectly predicted, in simulation e) wind power 
deviates in real-time from scheduled values. 

5. SIMULATION RESULTS 

5.1. System Perspective: ACE 

In Fig. 4, the simulation results for a selected one-hour 
simulation period of the model is shown. Since for this 
simulation model, the generation and load set-point results 
from the UC-ED calculations are directly imported into the 
dynamic program and no sudden changes in unit output are 
present, ACE is very close to zero. As a result, PACE is also 
small.  

Fig. 5 shows the simulation results of the same one-hour 
period, but now with 2 GW wind power. The UC-ED of 
other units in the system is scheduled to respond to this. As a 
result of the significant wind power variations, the UC-ED is 
changed compared to the situation without wind power: two 
units are now taken out of operation (t = 2250s. and 
t = 3150s.) and one unit starts operation (t = 1350s). Since 
these conventional generation units have a minimum power 
output level, committing or de-committing these units results 
in a sudden steps in ACE. ACE is also influenced by wind 
power forecast errors: apparently, PRPs are unable to take 
these into account fast enough as to prevent power 
imbalances, which directly result in an increase of ACE, as 
can be seen in the figure. 

 In simulation variants d) and e), the variations of wind 
power are even higher than in simulation variants b) and c) 
and therefore a different UC-ED schedule has been chosen. 
At t = 1350s, one large unit is taken out of operation while at 
t = 2250s. a smaller unit is committed. Because of the large 
wind power variations, ACE significantly increases between  
t = 450s. and t = 1350s. Apparently, the reserves committed 
for balancing the wind power variations (Fig. 6) are not 
sufficient to keep ACE within a range comparable to Fig. 5.  

It can be noted that for simulation e), the forecast errors 
actually improve ACE performance. For some PRPs, forecast 
wind power variations were actually larger than actual wind 
power variations. Because of this, more capacity was 
available for secondary control actions requested by the 
TSO. It can also be noted that UC-ED calculates the de-
commitment of a large unit at t = 1350s. Apart from the high 
possible risk for a PRP actually doing so, ACE performance 
would suggest the commitment of more power reserves. 

5.2. Market Perspective: E-Program Deviation 

In Fig. 7, above, scheduled generation and total generation 
level delivered during real-time operation are shown for one 
program responsible party, PRP1, for simulation b) (2 GW 
wind power, perfect wind power prediction). The scheduled 
total generation of this PRP is rather constant. Because PRP1 
does have wind power in its portfolio, its other generation 
units have apparently been scheduled in such a way that wind 
power variations are balanced. Initially, PRP1 stays very 
close to its scheduled generation output, but at t = 450s. it 
increases its generation. This can be explained by 
considering the demand for secondary control by the TSO, to 
which PRP1 then responds by increasing generation units 

selected for this and by any secondary control actions of 
PRP1 itself in order to minimize energy program deviations. 

In the lower graph of Fig. 7, the real-time power imbalance 
and energy program deviation of PRP1 are shown for the 
same simulation. Clearly, PRP1 is initially very successful in 
minimizing its real-time power imbalance and energy 
program deviations. After t = 2250s., however, the real-time 

 

Fig. 7. Above: Scheduled (MW, grey line) and actual generation (MW, 
black line). Below: power imbalance (MW, grey line) and energy program 

deviation (MWh, black line). All for  PRP 1 for simulation b). 

 

Fig. 8. Power imbalance (MW, grey line) and energy program deviation 
(MWh, black line) .for PRP 1 for simulation b) 

 

Fig. 9. Power imbalance (MW, grey line) and energy program deviation 
(MWh, black line) .for PRP 2 for simulation d). 
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imbalance increases considerably, although strategic 
imbalancing between t = 2700s. and t = 3600s. still keeps the 
energy program deviation small. It should be noted that the 
energy program deviation at the end of each PTU (900s., 
1800s., 2700s., 3600s.) is the value which the final 
imbalance costs are based upon. At the beginning of each 
PTU, the e-program deviation is reset.  

Fig. 8 shows PRP2 who intends to minimize its energy 
deviation by strategically timing its power imbalance. Since 
this PRP has chosen to take two large units out of operation 
during this period in order to balance the foreseen wind 
power decrease between t = 1350s. and t = 3150s. In order to 
minimize its energy program deviation, PRP2 first 
overshoots, then takes its first unit out of operation, after 
which it reduces its imbalance again. The overall result of 
these actions is that the energy program deviation at the end 
of PTU 3 is very close to zero. However, PRP2’s control 
actions have an impact on ACE as can be seen in Fig. 5. 

In case PRP2 has more wind power in its portfolio, a 
different UC-ED is chosen. Apparently, it is now more 
optimal to de-commit one unit at t = 1350s., compared to the 
two units in simulation b) / Fig. 8. However, PRP2 is not 
able to balance its own portfolio including wind power while 
responding to secondary control signals from the TSO at the 
same time. Since its ramping capabilities for balancing wind 
power balances are already heavily used, PRP2 runs into a 
large power imbalance since it is unable to respond to the 
TSO signal. The secondary control actions upwards and 
downwards are not enough to prevent significant energy 
program deviations. PRP2 needs larger amounts of  
secondary reserves and/or reserves with higher ramp rates in 
order to prevent this. 

6. CONCLUSIONS 

A model has been developed for the simulation of power 
system balancing and the assessment of AGC performance in 
the presence of wind power. The Dutch control zone is used 
as a case study for the integration of wind power under 
program responsibility.  The simulation results show that the 
performance of existing AGC-mechanisms of both TSO and 
program responsible parties are adequate for returning ACE 
to small values within one PTU (15 min.) and energy 
program deviations within bounds. It is shown that the 
variability of wind power may lead to higher ACE, especially 
if insufficient amounts of reserves are taken into account 
during the unit commitment and economic dispatch 
calculations. 

A notable simulation result is that the variability of wind 
power not only has a direct impact on ACE and power 
imbalances of program responsible parties, but also an 
indirect one. Significant wind power variations are shown to 
have an impact on commit and de-commit decisions of 
conventional units in the system, which in turn trigger 
strategic imbalancing by PRPs. The ACE as a result of this 
then requires the TSO to apply additional secondary reserves. 
Thus, even though the steady-steady UC-ED schedule is in 
balance for each state, variations in real-time as well as 
demands for secondary control by the TSO may require 
additional ramping capabilities of the units. These must be 
taken into account in the UC-ED in order to minimize power 
imbalances during operation.  
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Abstract — Deep sea offshore wind farms may be developed to 
constitute a significant part of the total power system generation. 
This paper describes a simulation study of integrating 5500 MW 
offshore wind power in the Norwegian power system, using a 
power market model of North-Western Europe. The results 
illustrates that wind energy has the potential to effectively relieve 
constrained energy situations in Norway. When also considering the 
possible increase in onshore wind generation and hydro generation, 
the simulations indicate a need for increasing the cross-border 
transfer capacities in order to avoid hydro spillage and thus 
enhancing the possibilities of exporting large amounts of renewable 
energy to the continent. 

Index Terms — hydro power, offshore wind power, power 
exchange, power market. 

1. INTRODUCTION 

There are vast wind energy resources outside the 
Norwegian coastline. In contrast to offshore wind farms that 
today are built at shallow waters with relatively short 
transmission distances to the mainland, the most promising 
prospects outside Norway are at water depths from 30 to 150 
meters, located more than 50 km from shore. This is manly 
because of public opposition against wind farms close to 
shore and onshore, and because the majority of areas outside 
the Norwegian coastline are at deep sea. There are several 
ongoing research and development projects on the design of 
different bottom-supported and floating wind turbines, giving 
hopes for future exploitation of the enormous offshore wind 
potential at deeper waters.  

 
Deep sea offshore wind farms may be developed to 

constitute a significant part of the total power system 
generation. This implies that there are system wide impacts 
related to transmission planning and system operation that 
need to be addressed. Since the existing power supply 
consists almost entirely of hydro power plants, a high wind 
penetration will raise new challenges in how to optimally 
utilize the hydro reservoirs with respect to balancing short-
term and seasonal wind variations. In contrast to dispersed 
regional onshore wind farm development, the offshore wind 
scenario implies large blocks of wind farms connected to 
relatively few central grid nodes. Thus, handling of 
transmission bottlenecks in the central grid becomes 
especially important, including utilization of 
interconnections to other countries.  

 
This work addresses system implications of large-scale 

offshore wind power integrated in the Norwegian power 
system. A scenario with 5500 MW offshore wind power in 
Norway has been studied regarding the impact on electricity 
price, transmission bottlenecks and hydro power utilization. 
With an estimated capacity factor as high as 50%, the 

scenario gives an annual generation of 25 TWh, which 
corresponds to about 17% of today’s inland consumption.  

2. PROSPECTS FOR OFFSHORE WIND POWER IN NORWAY 

2.1. Offshore wind turbine concepts for deeper waters 

Offshore wind farms have so far been installed at shallow 
waters (-30 m) using gravity base structures or mono-piles. 
However, the potential at deeper water is huge provided that 
costs can be reduced to a competitive level. The relevant 
technologies for foundation appear to be tripod or jacket 
support structures (-70 m) and floating concepts for greater 
depths. 

 
The use of tripod and jacket foundations are well known 

from the offshore oil and gas industry, but these must be 
scaled in size and costs to fit offshore wind turbines. OWEC 
Tower AS has designed a jacket substructure which was 
selected for the Beatrice Demonstrator Project [1], while 
Aker Kværner is to deliver substructures for wind turbines 
off the coast of Germany and France [2]. Hydro has recently 
released ambitious plans for their floating concept HyWind 
[3]. The concept is simple in the sense that it may use any 
state-of-the-art wind turbine which will be fixed to a floating 
concrete substructure and then only requires some additions 
to the wind turbine control system. An alternative floating 
concept is promoted by SWAY [4]. Here a downwind 
turbine is assumed, and the upper part of the tower is 
streamlined to minimize the disturbance of the wind acting 
on the rotor. The tower is stiffened by a taut cable 
arrangement on the upwind side of the tower. 

2.2. Grid integration 

Development of deep sea offshore wind farms in sizes of 
some tens of MWs is interesting for supply to offshore 
oilrigs. But in the long run deep sea offshore wind farms 
connected to the main grid may be developed to constitute a 
significant part of the total power system generation. A very 
large offshore wind farm, say 1000 MW, is likely not built in 
one block, but rather as five blocks a 200 MW (or in that 
order). The reason for this is partly that a large block would 
appear as a roughness element in the sea and by that reducing 
the wind resource over the site. At a block size smaller than 
200 MW this effect is less pronounced. Other reasons are 
limitations of electrical equipment to handle such high power 
and for improving the technical availability. 

 
The most important factor for choosing grid structure is the 

size of the wind farm and the distance to the connection 
point. Until a recently it has been a well established “fact” 
that the use of conventional AC cable transmission is limited 
to relatively short distances. The reasoning was mainly 
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because of the cable capacitance (F/km) that causes reactive 
current and hence reduction of the cable capacity to transport 
active power. Using reactors or similar to counteract on this 
makes it however viable to transmit power on AC over 
longer distances. HVDC is still an alternative, either based 
on Line Commutated Converters (LCC) or Voltage Source 
Converters (VSC).  

2.3. Wind conditions 

There are enormous areas at deeper waters outside the 
Norwegian coastline which could be available for developing 
offshore wind farms. Knowing that the wind conditions at 
the Norwegian coastline are among the most favorable in 
Europe and that the average wind speeds generally increases 
with the distance from the shore, it is expected that offshore 
wind farms located 50 km or more off the coast will achieve 
very high average production pr MW installed. 

 
To estimate the production potential, hourly wind series for 

year 2005 from five representative measurement stations has 
been combined with a normalized wind power curve based 
on a state-of-the-art wind turbine suitable for high wind 
speed sites. Figure 1 and Figure 2 compare the normalized 
sum of production with a similar onshore wind power series 
and the actual wind generation in Denmark-West. The 
estimated utilization factor for offshore wind power is about 
50%. This is indeed much higher than what could be 
expected for onshore wind power in Norway, with typical 
utilization factors ranging from 30% to 40%. Taking all 
uncertainties into account, it is emphasized that the estimated 
utilization factor for offshore wind power is indicative only, 
but it is nevertheless reasonable to expect that that the 
production potential pr MW installed is much higher than 
onshore. 
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Figure 1. Duration curves for estimated offshore and onshore wind power in 

Norway, and for actual production in Denmark-West, 2005. 
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Figure 2. Weekly average power output for estimated offshore and onshore 
wind power in Norway, and for actual production in Denmark-West, 2005. 

3. POWER MARKET MODEL 

The analysis uses a new power market model of North-
Western Europe [5]. The model was originally developed for 
studying the impact of wind power on the power prices in 
Western Denmark, but expanded and adapted for the 
purposes of this paper. A throughout description of the 
model, and the basic model parameters used, such as 
installed generation, power exchange limits and marginal 
generating costs, are given in [5]. The model consists of six 
price areas, shown in Figure 3, connected by transmission 
lines constrained by active power limits. To calculate the 
optimal dispatch of generators, a quadratic programming 
model is used where each generator is defined by its 
quadratic cost function and upper bounds on generation 
capacity. 

 

 
Figure 3. Price areas and their interconnections, as defined in the power 

market model. Copy from [5].  

Wind power is modelled as having zero marginal cost and 
wind power in Norway is represented by the time series 
described in Chapter 2. Historical production data is used for 
the wind generation in Denmark-West and Denmark-East. 
Due to lack of specific data, German wind power is simply 
modelled by up-scaling and shifting the time-series for 
Denmark-West a certain number of hours [5]. 
 
Reference [6] shows how hourly variations in wind power 
output from turbines are correlated depending on spatial 
distribution. For the Nordic countries, with distance d 
between the wind farms, the correlation coefficient cf is 
found to approximate: 

 /500e d

f
c Š=  (1) 

To prepare wind power data for Germany, up-scaled wind 
data for Denmark-West is used, only shifted by a number of 
hours such that the correlation coefficient becomes 0.55, 
corresponding to an approximate average distance of 300 km 
between main wind sites in Germany and Denmark-West. 

 
Hydro power, which dominates in Norway and Sweden, is 
modelled based on actual observed operation of hydro power 
in Scandinavia, also taking into account variations in inflow 
and utilization of hydro reservoirs. The marginal cost is set 
equal to the water value, calculated from a regression model 
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described in [5] which captures well the scheduling of hydro 
power on an aggregate level without performing a full 
stochastic dynamic optimization of all hydro reservoirs. See 
Figure 4 for a comparison of historical prices and simulated 
water values, and Figure 5 for a comparison of historical and 
simulated hydro reservoir levels.  

 
Hour by hour, the model goes through four steps; First, 

normalised wind power output is set according to synthetic 
or historical data-series and multiplied with the installed 
capacity. Next, water values are calculated based on current 
reservoir levels. Then, the optimal generator dispatch that 
satisfies the loads in all areas is found, and the solution is 
stored for the particular hour. Finally, the level in all hydro 
reservoirs for the next hour is updated based on inflow, 
production, and spillage during the current hour. Simulation 
results are area prices, power flow on tie-lines and generator 
outputs for each hour of a whole year or several years. 

 
For the simulations described in this paper, 21 years of 

chronological hydro inflow data has been used for capturing 
the year-to-year hydro power variations and long-term 
development of the hydro reservoir levels. The time series 
for wind and load are held constant from year to year, using 
2005 data as a reference case. For Norway, the total 
consumption in 2005 was about 120 TWh, which equals to 
the average yearly hydro inflow. Assuming the same wind 
for all years is a rough approximation, since the annual wind 
generation may in reality vary ± 20% [7]. Results obtained 
here are still considered reasonable for the purposes of this 
study, but future work will include analyses of the impact of 
year-to-year variations in wind generation. 

 

 
Figure 4. Observed and simulated water values. The 364 week model  fit 
(soild line) is used in the simulations. Copy from [5]. 

 
Figure 5. Simulated reservoir level for Norway for three different inflow 
series plotted together with the real historical median. Copy from [5].  

4. SIMULATION CASES 

The aim of using the power market model in this work is to 
study some possible system impacts of integrating 5500 MW 
offshore wind power in Norway, based on wind speed 
measurements representative for offshore wind conditions. 
As described in Chapter 2, the estimated capacity factor is as 
high as 50%, resulting in an annual generation of 
approximately 25 TWh. The timeline for developing and 
building offshore wind farms at deep waters are of course 
very uncertain, but nevertheless we believe that large-scale 
offshore wind development within year 2025 could be 
plausible. Therefore, year 2025 has been chosen as a 
reference year for the simulations. 
 
Five possible cases for the situation in 2025 have been 
defined. Construction of detailed scenarios have not been the 
focus here, it has rather been chosen to highlight some 
important factors that will impact on the way offshore wind 
power is integrated in the system. The simulation cases (in 
addition to the reference case for year 2005 described in the 
previous chapter) are listed below: 

€ Case A 
o As the reference case for year 2005 but 

with 15 TWh annual load increase in 
Norway. 

€ Case B 
o As Case A but added 5500 MW (25 TWh) 

offshore wind and 3100 (10 TWh) onshore 
wind in Norway. 

€ Case C 
o As Case B but added 10 TWh small hydro 

and 10 TWh conventional hydro in 
Norway. 

€ Case D 
o As Case C but including a 3-fold increase 

in wind power production in Germany and 
Denmark 

€ Case E 
o As Case D but added three new sub-sea 

interconnections: 1200 MW to UK, 1400 
MW to DE and 600 MW to DK-W (UK is 
a part of price area ‘U’ in Figure 3). 

 
A load increase of 15 TWh, added to the 120 TWh actually 

consumed in 2005, is assumed in all cases. In a ‘ideal’ future 
situation with a much higher share of renewable power, it 
could be argued that the electricity consumption should 
decrease due to higher environmental consciousness and 
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more efficiency energy end-use, exemplified by more use of 
heat pumps instead of direct electrical heating in houses. On 
the other hand, more renewable power generation could also 
trigger shifts from fossil fuels to electricity especially for 
covering the energy demands in the offshore sector (oil and 
gas rigs) and in the transport sector (more use of electric 
vehicles).  

 
The cases are structured for being illustrative and only 

weakly based on plausible future developments. Case A 
represents a tight power balance situation with no new 
generating units in Norway. Case B adds a total of 35 TWh 
wind generation, whereof 10 TWh is onshore wind. 
Although the main focus of this work is offshore wind, it is 
important also to take into account that Norway has a very 
high onshore wind power potential. There are plans for large 
onshore wind farms along the coastline from south to north, 
and it is plausible that a many of these projects will be 
realised the next 5-15 years. Similarly, there are a good 
potential for small-scale hydro and for upgrading existing 
conventional hydro. By also accounting for the predicted 
increase in inflow due to climate change, it is reasonable to 
expect at least 20 TWh new hydro generation, as suggested 
in Case C.  

 
Since the ambitions for building wind farms in Germany 

and Denmark have been much higher than in Norway, a 
future with large-scale development of offshore and onshore 
wind power in Norway would most probably also imply 
further expansion of wind power in those countries. Based on 
scenarios presented in [8]-[9], Case D assumes a 3-fold 
increase in wind generation in Germany and Denmark. 
Although this part of the analysis is strongly simplified due 
to the chosen system boundaries for the simulations, is it 
nevertheless interesting to investigate how new wind power 
in Denmark and Germany will affect the simulation results. 

 
Case E includes new interconnections which add up to 

3200 MW exchange capacity to and from Norway. This is 
based on a scenario described by the Norwegian TSO in [10], 
where the role of Norwegian hydro power as flexible 
generation in the European power system is enhanced. 
Equally important, new interconnections will increase the 
possibilities for exporting Norwegian offshore wind power to 
countries with a high share of fossil power plants, and thus 
reduce CO2-emmisions and electricity prices.   

5. RESULTS 

5.1. Wind impact on hydro reservoir 

With no load increase, i.e. the reference case, there is a 
balance between production and consumption in an ‘average’ 
hydro inflow year. On the other hand, the yearly inflow may 
vary up to ± 30% of the average value, causing a risk for low 
reservoir levels in late winter before the snow melting 
season. A load increase of 15 TWh will worsen the situation, 
and may give rise to undesirable price levels, especially 
consecutive dry years are critical. Figure 6 shows the 
simulated reservoir levels for Case A with 15 TWh load 
increase. For comparison, the median level from simulating 
the system with no load increase (reference case) is also 
shown. 

 
The seasonal production pattern for Norwegian wind 

power roughly follows the load pattern, as opposed to hydro 
inflow. Moreover, earlier studies of the long-term variations 
in wind generation and hydro inflow shows a low correlation 
between dry years and years with low average wind speeds 
[7]. The results from Case B with 35 TWh added wind 
energy, shown in Figure 7, clearly illustrates the benefits of 
integrating wind farms in the Norwegian power system. The 
median reservoir level is significantly higher than for the 
reference case and Case A. Compared to Case A (Figure 6), 
the minimum simulated level is raised from 6% to 16% of 
the reservoir capacity, illustrating that wind power has the 
potential to effectively relieve constrained energy situations 
in Norway. 
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Figure 6. Simulated hydro reservoir level in Case A (15 TWh load increase), 
using 21 consecutive years of inflow data. The solid thick line is the median 
level. The dotted thick line is the median level for the reference case. 
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Figure 7. Simulated hydro reservoir level in Case B (15 TWh load increase 
and 35 TWh wind generation), using 21 consecutive years of inflow data. 
The solid thick line is the median level. The dotted thick line is the median 
level for the reference case. 

 

5.2. Wind impact on electricity price 
Since the Norwegian power system is almost entirely based 
on hydro power, electricity prices are especially sensitive to 
low reservoir levels, which cause risks for energy shortages 
in the winter. Historically, high prices are therefore observed 
in autumns and winters with lower reservoir levels than 
normal, since most of the precipitation in the winter season 
cannot be utilized for power production until the snow 
melting begins in the spring. 
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Since wind power reduces the needs for using the stored 
hydro energy in the winter, it will most likely have a very 
positive effect on the winter prices. This effect is indicated 
by Figure 8, which shows that the winter peak prices are 
significantly lower when introducing a high share of wind 
power in the system. In the summer season of wet years, 
wind power will contribute to very low price levels. Figure 8 
shows some occurrences of zeros price, caused by 
completely filled reservoirs. 
 
As a comment to the parameters used in the simulation 
model, it is observed from Figure 8 that the summer prices 
very seldom are between zero and 200 NOK/MWh, although 
expected in situations with high degree of reservoir filling. 
The discrepancy can be explained by how the water value 
function is tuned based on historical prices and reservoir 
data, see [5] for further details. Future modelling work will 
therefore include a further refining and tuning of the water 
value equations.   
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Figure 8. Simulated price in Norway for Case A and Case B. 

Figure 7 shows that Case B with 35 TWh wind generation 
causes some occurrences of full reservoirs and this explains 
the periods with zero price. With 20 TWh new hydro, as 
simulated in Case C, there will be a higher tendency of hydro 
spillage, as can be read from the price duration curve in 
Figure 9. Furthermore, a 3-fold increase in wind generation 
in the neighbouring countries Germany and Denmark (Case 
D) gives less possibility for exporting excess power in wet 
years, but the small difference between Case C and D in 
Figure 9 indicates that this have a relatively low effect on the 
simulated prices in for Norway. One explanation is the high 
value used for cross-border capacity between Germany and 
the rest of the UCTE (14650 MW), calculated as the sum of 
the Net Transfer Capacities found in [11]. Hence, new wind 
power in Germany will mostly displace fossil plants. 

 
Adding a total of 55 TWh of new generation in Norway 

was seen to cause zero prices during parts of the summer as a 
result of hydro spillage, meaning that potential hydro energy 
will be wasted. By strengthening the cross-border capacity 
between Norway and the neighbouring countries, it is 
possible to utilize more renewable energy. Figure 9 shows 
that the total share of zero price hours over the 21 simulated 
years is reduced from 14% to 6% by adding a total of 3200 
MW exchange capacity (going from Case D to E). A further 
reduction of hydro spillage should be possible by including 
long-term wind power forecasting in the water value 
calculations.  The results presented here are conservative in 
this sense, as the water values are updated each time step as a 
function of the reservoir level only.  
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Figure 9. Duration curve for price in Norway for simulation cases A-E. 

5.3. Wind impact on power exchange 
In the reference case, there is balance between consumption 
and generation in Norway when considering the 21 simulated 
years as a whole. In Case A, the energy balance is shifted 
negatively by 15 TWh. Due to the variations in hydro inflow, 
the net power exchange is not constant from year to year. 
Figure 10 (Case A) shows a negative balance of 30 TWh in 
the worst year, and only two years with a slightly positive 
balance. By adding 35 TWh of wind (Case B), the shape of 
the curve is almost unchanged, shifted 35 TWh in a positive 
direction. This further strengthens the observation that the 
Norwegian power system is capable of handling large 
amounts of wind energy, although it is emphasized that this 
study assumes no year-to-year wind variations and no 
internal bottlenecks in the Norwegian grid. Knowing that the 
integration of wind farms in e.g. the Northern parts of the 
country is limited due to low power transfer capacities, a 
scenario with 35 TWh wind may imply extensive grid 
reinforcements at transmission level.  

 
An interesting effect is observed when further adding 20 

TWh hydro (Case C). The yearly export pattern is altered 
since the new hydro power include run-of-river plants fully 
correlated to the existing hydro power regarding the inflow, 
thus giving higher yearly exchange variations. Furthermore 
the average yearly export is not increased fully by 20 TWh 
due to hydro spillage. This is especially evident for wet years 
(year 11 and 21 in the figure). Increasing the cross-border 
capacity thus has a very positive effect in the wet years, as 
seen when comparing cases C/D with E. 
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Figure 10. Net yearly energy exported from Norway to the neighboring 
countries for simulation cases A-E.  

Comparing Case C and D in Figure 10, new wind power in 
Germany and Denmark has little effect on the net export 
from Norway. It is also seen from Figure 11 that yearly 
export to Sweden is not remarkable affected. However, an 
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interesting observation is that the export to Sweden is 
reduced when simulating the system with new 
interconnections between Norway and the neighbouring 
countries. Since the generating capacity in Sweden is 
dominated by cheap hydro and nuclear power, it is more cost 
effective to export renewable power to the other countries, 
and thus release capacity on the power lines between Norway 
and Sweden.   
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Figure 11. Net yearly power export from Norway to Sweden for simulation 
cases A-E.  

6. CONCLUSIONS 

Deep sea offshore wind farms may be developed to 
constitute a significant part of the total power system 
generation. There are several ongoing research and 
development projects on the design of different bottom-
supported and floating wind turbines, giving hopes for future 
exploitation of the enormous offshore wind potential at 
deeper waters. This paper has presented a simulation study of 
integrating 5500 MW of offshore wind power in the 
Norwegian power system, and also taking into account 
further development of onshore wind farms and increased 
utilization of the inland hydro power potential. 
 

The analysis uses a power market model of North-Western 
Europe, adapted for the purposes of this work. The model 
consists of six price areas, connected by transmission lines 
constrained by exchange limits. The system has been 
simulated hour-hour using 21 years of hydro inflow data. 
The time series for wind is held constant from year to year, 
which is a rough estimation. However, based on experience 
from previous studies, the results here obtained by using one-
year wind data is considered fair for the purposes of this 
paper. Future work will include analyses of the year-to-year 
variations in wind generation, further refining and tuning of 
the water-value calculations, and increasing the number of 
price areas in the model to analyse the impact of limited 
power transfer capability within each country. 

 
The results illustrates that wind power has the potential to 

effectively relieve the constrained energy situations in 
Norway, exemplified here with 35 TWh offshore and 10 
TWh onshore wind generation. When also taking into 
account a plausible scenario with 20 TWh increase in hydro 
generation, the results indicate a need for increasing the 
cross-border transfer capacities. This is in order to reduce 
occurrences of hydro spillage due to inland energy surplus, 
thus enhancing the possibilities of exporting large amounts 
of renewable energy to the continent. 
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Abstract – On 19 January 2007 the Danish Government published 
“A visionary Danish energy policy” outlining energy policy 
objectives towards 2025. One  long term goal is to make Denmark 
independent on fossil fuels and the proposal includes an aim for 
2025 of doubling the share of renewable energy in the energy 
supply to 30 pct. In the proposal it is mentioned that an important 
contribution could come from doubling the wind power capacity 
from 3000 MW to 6.000 MW in 2025 thus covering 50 pct. of the 
Danish power demand. 
 
SEAS-NVE and Ea Energy Analyses has conducted a study on 
how to physically incorporate the increased wind capacity in the 
Danish electricity system without constructing new high voltage 
overhead lines. It has been assumed that there is an upper limit of 
3500 MW regarding possible land based capacity in Denmark. 
This means that a major part of the increase in wind capacity will 
be off shore. To reach the goal of 50 % wind power in 2025 the 
study assumes that another 2.250 MW off shore windpower shall 
be established around Denmark. 
 
This paper concludes that it is possible to establish more than 
2000 MW off shore wind farms in Denmark without construction 
of new overhead lines and at an integration cost of  DKK 3,5 mill. 
per MW wind. It is proposed in this study to make extensive use 
of HVDC-VSC technology for the reason of economy and to 
increase active power control in a system with an extensive wind 
penetration.  
 
 

Index Terms— 50% wind power, power system 
development, grid re-inforcement, Environment, FACTS, VSC 
HVDC. 

I.  SYSTEM DESCRIPTION 

A well functioning and sufficient grid is an assumption to 
secure supply and serve the need of the market to 
accommodate renewable energy and to handle the electric 
supply readiness [3]. 
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II.  GRID DEVELOPMENT 

The principles of grid control contain two parameters: the 
active and reactive power.  Main focus is on active power 
control and the reactive power is assumed to be controlled by 
the central power units connected at the 400 kV grid as well as 
smaller mechanical switched devices. 

 
When the share of wind power grows the production from 

the large thermal units (centralised units) decreases. These 
units will more and more often be shut down due to low prices 
in the market or due to the system balance. Thereby the 
controllability of the system decreases. The use of grid 
enforcement can result in loss of huge areas of smaller 
production units with a total power well above the N-1 criteria 
for the area. When building more connections and make grid 
more meshed a fault in the grid will result in a voltage drop in 
a larger area, thereby more production units will be affected of 
the fault  The central power units have traditionally been used 
for control of the voltage, but with more frequent  
disconnection of these traditional power units this service is 
required from elsewhere. The offshore wind farms can to some 
extent and costs supply the steady state demand but poorly the 
dynamic requirement. 

FACTS are a collection of electronic controlled devices 
which are able to both support the grid and solve some of the 
above discussed disadvantages. 
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Taking the above mentioned problems and possibilities into 
account, the map on page 1 shows the main solutions chosen in 
the grid development plan proposed in this project. 

It is proposed to establish a total of nine offshore wind 
farms, of which five are located in Western Denmark and four 
in East. Seven of the farms are 250 MW in size and the 
remaining two 350 MW and 150 MW respectively. Three of 
the four farms in the East will be connected to strong points in 
the grid by use of HVDC-VSC. All five farms in western 
Denmark will be connected with 150 KV AC technology. 

 
Wind farm Size, MW Total cable, 

Km 
Technology 

Denmark West 
Horns Rev 3 250 60 AC 150 kV 
Horns Rev 4 250 60 AC 150 kV 
Vestkyst 1 250 50–55 AC 150 kV 
Vestkyst 2 250 50–55 AC 150 kV 
Jammerbugt 250 70 AC 150 kV 

Denmark East 
Rødsand 3 250 135 HVDC-VSC 
Rødsand 4 250 135 HVDC-VSC 
Kriegers flak 350 80 HVDC-VSC 
St. Middelgr. 150 70-75 AC 132 kV 

 
 
Apart from establishing and connecting the wind farms the 

most important feature in the plan is to move a planned DC 
link to Norway further south than planned and establish the 
connection as a DC Multi-terminal. In the following the 
different elements of the plan are presented and discussed. 

 
400 kV connection Endrup and Galtho 
The connection 

contains two major 
differences from today. 
The establishment of a 
400 kV cable (1) and a 
new 400 kV station in 
Galto. The Galtho station 
shall serve as a collection 
station from three of the 
planned off-shore 
windfarms. 

By establishing the 400 kV cable two main objectives are 
achieved. Firstly to avoid building overhead (OH) lines and 
secondly to avoid laying several 170 kV cables systems. The 
400 kV cable is intended to be operated at 150 kV with Horns 
Rev 2 until Horns Rev 3 and 4 will be build and the cable is 
upgraded to 400 kV as the station in Galtho established. 

 
DC connection Galtho – Landerupgård 
The DC 

connection from 
Galtho to 

Landerupgård serves two purposes to export the wind power to 
a strong connection point and to stabilise the general 400 kV 
grid. The HVDC connection will not be with the traditional 
HVDC, but with the VSC HVDC which also can be used as a 
multi terminal (i.e. a DC link with more than two stations). 

 
DC connection from Galtho to Idomlund/Norge 
The connection Galtho to Norway is 

suggested instead of the planned Skagerrak 4 
connection from Tjele. Thereby the transmission 
to Norway is established from another point than 
Tjele. Idomlund could become a fourth terminal 
in the DC backbone grid, if further detailed 
studies show the necessity. 

The purpose of moving the DC link to Galtho 
also serves the aim to avoid a planned 400 kV 
OH line from Endrup to Idomlund. This solution 
makes it possible to utilise the North (Norway) – 
South (Germany) transmission as if the 
Skagerrak 4 was terminated in Tjele together 
with the Endrup – Idomlund OH line. 

 
 
 
 
According to evaluations made in the study it will not be 

necessary to extend the grid on Zealand due to the new  
offshore wind farms. The HVDC VSC transmission  top 
connected to the farms will serve the purpose to keep the grid 
in control with only a few central power plants in operation 
(Today six central power plants is needed in operation in 
Denmark as a whole and five will be needed when the Great 
Belt HVDC is in operation) 

 

III.  CONNECTION OF OFFSHORE WIND FARMS 

The wind farms can be connected by either HVDC or 
HVAC. The connection method will depend on size and 
distance. As a rule of thumb the AC solution is preferred at 
distances below 50 km and DC is preferred at distances above 
80 km. While the AC cable can transmit some 250-300 MW 
(largest cable transmission today is Nysted with 166 MW), the 
DC cable solution able to transmit up to 700 MW in one 
system (largest transmission planned today is Borkum 2 at 400 
MW and 203 km). 

 
Horns Rev 
At Horns rev, two 

more wind farms with 
a total of 500 MW 
are planned in 
addition to Horns 
Rev 1 (in operation) 
and Horns Rev 2 
(decided)  

These will be connected in Galtho with a distance off app. 



 

60-80 km. Further studies may show that a HVDC solution 
could be a feasible alternative. The AC cables are expected to 
be connected at 170 kV with a transformer both in the 
receiving end and at the wind farm. By using transformers in 
both ends of the cable transmission to shore, the voltage 
variation on the cable can be limited and the voltage can be 
kept close to the rated voltage during all operation conditions. 
This will ensure an increased transmission capacity of 
approximately 10%. 

 
Kriegers Flak 
Kriegers Flak is situated in the 

Baltic Sea some distance from the 
400 kV transmission grid, which is 
quite strong and short in the eastern 
part of Denmark. The 132 kV grid is 
closer to Kriegers Flak, but with the 
construction of the Rødsand 2 the 
132 kV grid is at its limit and can 
therefore not transmit substantially more power. Therefore 
new farms at Kriegers Flak or at Rødsand require either 
additional grid extensions or that the new wind farms are 
connected directly at the 400 kV 
grid. 

 
Kriegers Flak is situated at 

the border between Denmark, 
Sweden and Germany: The 
Swedish part has a potential 
500-660 MW and the German part app. 330 MW. The cable 
distance to the Danish 400 kV grid will be some 80km, with 
55 km sea cable and 25 km land cable.  

It is estimated  that connection of 600-800 MW wind power 
in Bjæverskov can be done without additional extension of the 
400 kV grid. 

 
When connecting the Kriegers Flak wind farm it is obvious 

at the same to connect the Swedish, German and Danish parts 
(red lines) and thereby establish an interconnection between 
the three countries. This interconnection does not require VSC 
HVDC technology for all three connections, but it might be the 
economically most feasible solution. 

IV.  DISCUSSIONS 

The HVDC and HVDC-VSC 
The conventional HVDC is a well proven technology based 

on Mercury arc valves since the mid 50s and thyristors since 
mid 70s. The technology is also termed line commutated 
HVDC. The technology is mainly suited for large point to 
point power transmissions above 300 MW with large distances 
800-1000 km. The technology is also suited for asynchronous 
connections as well as cable transmissions above 50 km. Even 
though some articles claim that the conventional technology 
can be used for offshore wind farms connection, it is expected 
to involve great technical difficulties. Three companies supply 
the technique.  

The HVDC-VSC is a relatively new technology based on 
IGBT converters with the first demonstration project in 1997. 
The technology is also called voltage source converter. The 
power level for HVDC-VSC range from 10 MW to 700 MW. 
The technology is suited for the same projects as conventional 
HVDC, but has additional advantages in offshore connection 
of windfarms, multiterminal DC grids and in weak grids. The 
additional mentioned advantages are expected to be used when 
the central power plants are not in operation. 

 
The traditional HVDC will probably need additional 

investments in order to be able to function with an off-shore 
transmission. The table below shows the range where projects 
with the different technologies are most likely to be carried 
out. 

 
 AC 

offshore 
HVDC HVDC-

VSC 
Voltage | kV 132-220 150-600 60-300 
Transmission* | 
MW 

200-300 200-2000 10-700 

Length | km 10 - 100 30 – 580 30-580 
Losses | 100 km,  medium Low 

 
medium 

Technology Known Known New 
Delivery time Long Long Medium 
Cables 3 1 or 2 2 
Multi terminal Yes Max 3 Yes 
Design Simple Complex Simple 
Circulating currents 
in grid enforcement 

Yes No No 

Cable overload Yes No No 
Dyn. Reactive pwr 
support 

No No Yes 

Isolate disturbances No Yes Yes 
Black-start 
capability 

Yes No Yes 

 
Some other advantages which are important to mention in 

DC transmission compared to AC are: 
 

Emergency power support and mutual assistance. Both AC and 
DC can support a grid, but with DC the support can predefined 
to match the actual capability of the connecting grid. This 
implies that it is possible to isolate the disturbances and have a 
‘Fire-wall’ against cascading outages as well as give maximum 
support without jeopardize the supporting grid. 

 
The HVDC-VSC generates/absorbs in addition to the power 

transmission VARs, which are needed to maintain system 
voltage and stability. This is supported in the AC grid through 
the centralised power plants. 

  
The DC has no distance limitation. At full power the DC will 
have no additional reactive power. On the HV grid AC cables 



 

will compensated using reactors which are likely to create 
resonances in the grid, which is expected to cause problems 
due to the very low losses. 
 
Complementary to the DC connections the existing and new 
AC transmission combined with FACTS technology will to 
some extent be able to achieve the same capability as the DC 
except for the cables transfer capability. 
 
 

Multiterminal 
The HVDC-VSC technology is suited for so called multi-

terminal technology. A multi-terminal HVDC Transmission 
System consist of three or more HVDC substations that are 
geographically separated with interconnecting transmission 
lines or cables.   

 
The converters can be connected to different points in the 

AC grid or even to different AC grids. The choice of DC grids 
can be radial, meshed or a combination of both. In the future 
multi-terminal configurations and grid alterations might be 
done in a "plug and operate" fashion, with continued robust 
performance. However the extension of the backbone DC grid 
is restricted to the problem with selectivity on the DC side.  

The main advantages of a multi-terminal configuration is 
that you can feed in or out several different places in the grid 
in a controlled manner. 
 

With HVDC VSC technology it should be less challenging 
to develop a multi-terminal HVDC grid than with 
conventionally HVDC. In a “conventional” multi-terminal 
HVDC currents need to be balanced, but with HVDC VSC 
converters, which are voltage controlled, there is no need to 
balance the currents.  
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The shown example could be a layout on the Kriegers Flak. 
The converter size could range from 300-700 MW. The 

suggested voltage could be some ±300 kV. With 1600 ¤CU 
cables the transmitted power in each cable par could be 1000 
MW. With the technology it is possible to connect converters 
in parallel. 

 
Losses 
The losses of transmission are not fixed but will be 

optimised together with the capitalisation. When HVDC-VSC 
converters are brought into questions the focus is often on the 
losses. However one has to keep in mind that both AC and DC 
transmission causes losses. The losses are not only connected 
to the transmission to shore but also to the existing 
transmission grid, the step up transformers, the interturbine 
grid.  

As an example a wind farm 120 km offshore of 
approximately 300 MW is used as an example for the losses  

 
Losses in MW AC DC 
Cables 2x132 kV three 

phase 
2x150 kV single 
phase 

WT transformers 2.1 
Inter turb cables 3.0 
Offshore  
Main Transformer 

1.4 

Transmission cable 15 
Grid transformer 1.4 

14 

Total losses 23.1 19 
 7.7 % 6.3% 
By increasing the voltage to 220 kV the losses will decrease on 
the AC transmission cables and the cable might be reduced to 
one three phase cable but will still be comparable with the DC 
solution. The two largest three phase cables in operation are 
still the Nysted 132 kV and 165 MW cable and the Horns Rev 
170 kV 160 MW cable. 

By using the DC solution one might deliver reactive support 
and thereby increases the voltage in the on-shore grid, this will 
decrease the overall losses or with DC continue to a more 
suitable connection point and thereby avoid increased grid 
losses. 

 



 

Economy 
The table below shows the total costs to connect the offshore 
parks and reinforce the grid as described in the present paper.  
Regarding the investment for the connection to Norway 
(Skagerrak 4) it is the difference between the proposed (VSC) 
and the planned (Traditional) HVDC connection that is 
included. The investment allows for the integration of 
additionally 2,250 MW of off-shore in the Danish electricity 
system at a total of 7,940 mill. DKK. This corresponds to a 
cost of DKK 3.5 mill. per MW wind. 

 
Total investment – mill. DKK 

Wind farm Cable Other Total 
Denmark West 

Horns Rev 3 470 165 635 
Horns Rev 4 470 165 635 
Vestkyst 1 370 165 535 
Vestkyst 2 370 165 535 
Jammerbugt 455 165 620 
Grid 
enforcement 

 1060 

Denmark East 
Rødsand 3+4 285 1350 1635 
Kriegers flak 190 1350 1540 
St. Middelgr. 595 150 745 
 
Total   7940 

 
 

V.  CONCLUSION 

This paper concludes that it is possible to establish more 
than 2000 MW off shore wind farms in Denmark without 
construction of new overhead lines and at an integration cost 
of  DKK 3,5 mill. per MW wind. It is proposed in this study to 
make extensive use of HVDC-VSC technology for the reason 
of economy and to increase active power control in a system 
with an extensive wind penetration.  

It is also proposed to establish a three terminal multi-
terminal DC network as a joint Danish – Norwegian 
demonstration project. Full size multi-terminals have not yet 
been demonstrated anywhere in the world but are expected to 
have several advantages in future network designs both as 
dedicated DC nets and in DC/AC combinations.  
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Abstract— Validity of wind turbine model for power system
stability studies has been important as the penetration of wind
power generation in the power system increases signi�cantly.
Variable speed wind turbines with doubly fed induction generator
(DFIG) are the most common technologies used in today's wind
power generation. So far, there is no agreement on generic model
of this type of wind turbine. Different control schemes of wind
turbine with DFIG have been presented in many publications.
However, comparisons of the different control schemes and their
in�uences on the stability study are rarely found in the papers.
This paper investigates different control schemes implemented
in wind turbine with DFIG for power stability studies, which
include the speed/power controls and the pitch controls.

Index Terms— Doubly fed induction generator, dynamic sim-
ulation, induction generator, voltage stability, wind turbine.

I. I NTRODUCTION

V ALIDITY of wind turbine model for power system
stability studies has been important as the penetration

of wind power generation in the power system increases
signi�cantly. Variable speed wind turbines with doubly fed
induction generator (DFIG) are the most common technologies
used in today's wind power generation. Up to now, there
has been no agreement on common models for this type of
wind turbine. Different control schemes of wind turbine with
DFIG have been presented in many publications [1] to [13].
Nevertheless, comparisons of the different control schemes and
their in�uences on stability studies are rarely discussed.

This paper is aimed at investigating different control
schemes implemented in wind turbine with DFIG for power
stability studies. These control schemes include the speed and
active power control, the pitch compensation controller and the
torque controller. The signi�cance of these different schemes
on wind turbine response during disturbance is discussed.
Based on the controller comparisons, some recommendations
for developing generic or common models of wind turbines
with DFIG are presented.

In this study, voltage and reactive power controllers are
not discussed since the controllers presented in papers are
relatively similar.

II. OVERALL MODEL STRUCTURE

General structure of a wind turbine model with DFIG is
shown in Fig. 1. The main parts of the model include a

Fig. 1. General structure of model of wind turbine with DFIG

generator and drive train, a rotor converter, a turbine rotor
model, power/speed controller, a voltage and reactive power
controller, a pitch controller and grid-side converter.

The generator and drive train models for wind turbines
are relatively well established. The generator can be modeled
either as a �rst-, second- or �fth-order induction generator
model, depending on the nature of studies. The commonly
used drive-train model for system stability studies is the two-
mass model. Although one-mass model is also acceptable for
long-term voltage stability studies. For stability studies, the
turbine rotor is suf�ciently modeled using aCp(¸; ¯ ) lookup
table. The rotor and grid-side converter is modeled as a voltage
source converter. The grid-side converter regulates the dc-link
voltage according to a scheme shown in Fig. 2.

Regarding pitch controller and power-speed controller, so
far, there is no agreement among authors. For that reason, in
this study, different control schemes presented in literature are
compared and evaluated.

III. D ISTURBANCE MODEL

In order to compare response of the different control
schemes, two types of disturbances are applied in simulations
e.g. a wind gusts and grid faults. These disturbances are
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Fig. 2. Typical dc-link controller. Variableu and i denote the voltage and
current, respectively. Subscriptdc, c and s refer to the dc-link, grid-side
converter and stator quantities, respectively. Superscriptref indicates the
reference value

Fig. 3. Voltage pro�le

relevant for short-term stability studies related to wind tur-
bines. The wind gust represents a moderate disturbance caused
by an abrupt change of wind speed, which causes relatively
slow dynamic responses. Wind gust pro�les are appropriately
chosen according to needs of controller investigations.

The fault represents a more severe disturbance, which
involves relatively fast dynamics. The fault is simulated by
applying a voltage dip on the wind turbine terminal. The
voltage dip pro�le is shown in Fig. 3

An aggregated model of a wind farm consisting of 5x2MW
wind turbines with DFIG is used in the simulation. The wind
turbine and controller parameters are given in Appendix I.

IV. A CTIVE POWER AND SPEED CONTROL

As presented in Fig. 4, active power and speed control of
wind turbines with DFIG can be realized in different schemes.
In this study, the different control schemes are denoted by type
A to E, respectively. Each control scheme employs a speed
control characteristic curve. The speed control characteristic is
aimed at maximizing output of the turbine at low wind speed
and limiting the electrical power or torque at wind speed above
a certain level. The optimum power output corresponds to a tip
speed ratio(¸) that produces maximum power. As shown in
Fig. 5, the speed control characteristic curve can be presented
as a power versus generator speed relationship, an electrical
torque versus generator speed relationship or a wind speed
versus generator speed relationship.

Type A was proposed in [1]–[3]. In this scheme, the
measured generator speed! r is transformed into reference
electrical torqueTe

ref by means of a speed control character-
istic curve in the form of electrical torque versus generator
speed lookup table. The reference electrical torque is then
transformed into reference currenti rd

ref by means of the
following expression

i rd
ref =

Te
ref (L ls + L m )

jus jL m
(1)

(a) Type A

(b) Type B

(c) Type C

(d) Type D

(e) Type E

Fig. 4. Control schemes

(a) (b) (c)

Fig. 5. Speed control characteristic curve: (a) generator power vs generator
speed curve (b) electrical torque versus generator speed curve (c) generator
speed versus wind speed curve

whereT ref
e is the reference electrical torque;us is the stator

voltage;L m is the magnetizing inductance andL ls is the stator
leakage inductance.

Type B control scheme is similar to type A control scheme,
except the electrical torqueTe is regulated by means of a PI
controller. This control scheme can be found in [4].

In type C control scheme, the speed control characteristic
curve is implemented in the form of generator power versus
generator speed lookup table. The reference electrical power
Pe

ref is then realized by means of a PI controller to produce
corresponding rotor current. The scheme was proposed in [5].

Type D control scheme uses measured generator electrical
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(a) Active power

(b) Rotor current

(c) Generator speed

Fig. 6. Response of wind turbine with different controller schemes to wind
gust: type A (solid), type C (dashed), type D (dotted) and type E (dash-dotted)

power Pe as an input for the controller. By using speed
control characteristic curve, the measured electrical power is
transformed into reference generator speed! r

ref . A scheme
similar to type D control scheme was presented in [6] and to
some extent was also presented in [7]–[9].

Unlike the other control schemes mentioned earlier, type E
control scheme uses a different strategy. This controller uses
wind speedvwind as an input for the controller instead of
using measured generator speed! r or generator powerPe.
This scheme can be found in [11] and [10]

The responses of the control schemes to wind gust are
shown in Fig. 6. The wind gust is simulated by ramping
wind speed up from 8.9 ms¡ 1 to 11.1 ms¡ 1 within 1 second.
The maximum wind speed is kept below the rated value in
order to avoid interference with pitch controller operating re-
gion. In general, the different controller schemes have similar
responses except for type E control scheme. A noticeable
different response of type E control scheme is mainly due
to difference in the speed control characteristic curve used.

The different control schemes are also compared by ap-
plying a grid fault. The PI controller gains are set to be
relatively high to obtain fast response of the wind turbine. The
pitch controller is locked during the simulations in order avoid
actions of the pitch controller that may in�uence the turbine
response. Simulation results are shown in Fig. 7. Note that
since response of type A and B are quite similar, therefore only
type A is presented in the results. Active power, rotor current

(a) Active power

(b) Rotor current

(c) Generator speed

Fig. 7. Response of wind turbine with different controller schemes to grid
fault: type A (solid), type C (dashed), type D (dotted) and type E (dash-dotted)

and generator speed need to be observed in this investigation
because these quantities determine the actions of protection
systems. The active power is an important parameter in a
grid interaction, the rotor current level determines action of
the rotor side over-current protection and the generator speed
in�uences the over-speed protection.

The response of the wind turbine is characterized by os-
cillations due to a non-stiff drive train. The results suggest
that with relatively high controller gains, the responses of
these controllers to a grid fault are similar. However, in some
cases, the controller may not be too fast in order to consider
sampling and time lag in the measurements as well as to
maintain stability of the controllers. In such a case the turbine
response is determined by the control parameters. A slower
control response results in higher oscillations in the active
power and rotor current and less oscillation on the generator
speed (see Fig. 8). For type A control scheme, however, there
is no possibility to adjust the controller parameters. Therefore
this control scheme is not able to simulate a slower controller
response unless additional time constant is introduced in the
model.

V. PITCH COMPENSATION

A basic pitch controller is depicted in Fig. 9. Some wind
turbines with DFIG use pitch compensation to improve per-
formance of the pitch controller during transient time, i.e. to
reduce power overshoot due to wind gust.
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(a) Active power

(b) Rotor current

(c) Generator speed

Fig. 8. Response of wind turbine with type D control scheme to grid fault:
fast controller (solid), slow controller (dashed)

Fig. 9. Pitch controller

The difference of wind turbine response with and without
pitch compensation to wind gust is shown in Fig. 10. In the
simulation, the wind speed increases from 11.15 ms¡ 1 (rated
wind speed) to 15 ms¡ 1 within 1 second. As shown in the
�gure, wind turbine with pitch compensation is able to recover
the output power quickly. In contrast, active power output
response of the wind turbine without pitch compensation ex-
ceeds rated value for a longer time. However, with gain adjust-
ment, the pitch controller without pitch compensation is able
to perform closely with the one with pitch compensation. The
adjustment is normally done by increasing controller gains.
This simulation suggests that the pitch controller without pitch
compensation can be implemented for stability studies with

(a) Pitch angle

(b) Active power

Fig. 10. Response of wind turbine to wind gust: with pitch compensation
(solid), no pitch compensation (dashed) and no pitch compensation with
adjusted controller gain (dotted)

(a) Pitch angle

(b) Active power

Fig. 11. Response of wind turbine to grid fault: with pitch compensation
(solid), no pitch compensation (dashed) and no pitch compensation with
adjusted controller gain (dotted)

some gain adjustments. It must be kept in mind, however,
excessively high gains may lead to an instability.

The response of the two models to grid fault is shown
in Fig. 11. The �gure shows that the pitch compensation
model is less in�uential in active power fault response despite
signi�cant difference in pitch response. This is because wind
speed is assumed to be constant throughout the simulations.

VI. CONCLUSION

By assuming a relatively fast controller response, the
simulation results indicate the different power-speed control
schemes in wind turbine with DFIG are not in�uential for
short-term voltage stability studies. However, with slower
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responses of power-speed controllers the response of the wind
turbine model depends very much on the controller parameters.
That is to say, for such studies, an appropriate selection of
control parameters is highly important regardless of control
schemes used in the model. Type C and type D control
schemes are more likely to be bene�cial for short-term stability
studies due to their simplicity in real implementation and
parameter adjustability.

Inclusion of pitch compensation in wind turbine model is
recommended although absence of the pitch compensation can
be compensated by high pitch controller gains.
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APPENDIX I
SIMULATION PARAMETERS

A. Generator parameters

Base power = 2 MW,Rs = 0.0082 pu,L ls = 0.077 pu,L m

= 4.5 pu,Rr = 0.0062 pu,L lr = 0.077 pu,Hg = 0.5 seconds

B. Turbine parameters

Rotor diameter = 80 m, Gearbox ratio = 90, rotor inertia
constant = 2.5 seconds, shaft stiffness = 0.35 pu,

C. Rotor controller parameters

kpw = 3, kiw = 0.6, kpp = 3, kip = 0.6, kpt = 0.1, kit = 50

D. Pitch controller parameters

Tpt = 0.02 = seconds,K pp = 10, K ip = 50, K pw = 150,
K iw = 25, minimum pitch angle = 0 degree, maximum pitch
angle = 45 degrees, minimum pitch rate = -10 degree/seconds,
maximum pitch rate = 10 degree/seconds
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Abstract — The objective of this work is to illustrate the impact of 
the grid faults on the wind turbine structural loads.  

Grid faults are typically simulated in detailed power system 
simulation tools, which by applying simplified mechanical models, 
are not able to provide a throughout insight on the structural loads 
caused by sudden disturbances on the grid. On the other hand, 
structural loads of the wind turbine are typically assessed in 
advanced aerolastic computer codes, which by applying simplified 
electrical models do not provide detailed electrical insight.  

This paper presents a simulation strategy, where the focus is on how 
to access a proper combination of two complimentary simulations 
tools, such as the advanced aeroelastic computer code HAWC2 and 
the detailed power system simulation tool DIgSILENT, in order to 
provide a whole overview of both the structural and the electrical 
behaviour of the wind turbine during grid faults.  

The effect of a grid fault on the wind turbine flexible structure is 
assessed for a typical fixed speed wind turbine, equipped with an 
induction generator. 

Index Terms — grid faults, mechanical loads, grid connection 
requirements, aeroelastic computer code.  

1. INTRODUCTION 
As a result of the fast development of the wind energy 
industry in the last few years, the attention is directed toward 
the wind power impact on the power system. This aspect is 
also reflected in the wind turbine grid connection 
requirements [1], which are continuously subjected to 
periodic revisions.  

The fulfillment of these requirements poses challenges for 
the design of both the electrical system and the mechanical 
structure of wind turbines.  

From an electrical point of view, these challenges imply 
development of advanced controllers of wind turbines 
adapted to fulfil the grid requirements. However, the design 
of such controllers, suitable to ensure the fulfillment of the 
grid requirements, requires also a better understanding of 
their influence on the wind turbines structural loads. 

This issue has not been sufficiently investigated in the 
relevant literature. Up to now, no clarified knowledge and 
investigations, on how the fulfillment of the new grid 
requirements affects the wind turbine structural loads, exist. 
Such investigations are very important in order to evaluate 
and define possible new directions in the certification process 
of future power plant wind turbines, namely wind turbines 
which participate actively in the stabilization of power 
systems. 

This paper describes an ongoing research work [2] whose 
long term objective is to investigate into the consequences of 
the grid connection requirements on the fatigue and extreme 
loads of wind turbines. As a result of the fast development in 
wind turbine design, there is a lack in a long-term experience 
concerning the quantification of the grid faults’ impact on the 

structural loads and thus on the lifetime of the wind turbine. 
The final goal of this research issue is therefore to identify 
new possible guidelines for design basis and certification 
which also take into account the fulfilment aspects of the 
new grid requirements. A procedure for the evaluation of the 
consequences of grid faults on the wind turbines’ loads is to 
be developed and intended to be used directly in the 
certification of future wind turbines. 

The paper presents the prior steps toward understanding 
how the fulfilment of the fault-ride through requirement 
affects the structure of the wind turbine itself. A set of 
simulations reflecting both the electrical and the structural 
dynamic response of a fixed speed wind turbine to a grid 
fault are presented and analysed in this paper.   

2. GRID FAULTS AND GRID REQUIREMENTS  

The first natural step in the evaluation of the grid faults 
impact on wind turbine loads is to assess an overview of the 
grid faults types and their frequency, in different countries. 

Such a mapping of the grid faults and grid requirements in 
different countries is provided in the report [3], which is one 
result of the ongoing research project.  In this report, 
statistics regarding, for example, the grid faults in the 
transmission system of the Nordic countries (Denmark, 

Finland, Norway and Sweden), are presented and analysed.  
Figure 1 illustrates for example that, in the Nordic 

countries excepting Norway, the most faults per year are 
located on overhead lines in the period 2000-2005. 
According to [3], in this period of time, the number of faults 
located in cables is less than 2.5% of the total number of 
faults. 

Furthermore, in these Nordic countries, most of the faults 
on overhead lines in the period 1996-2005 are located on 
132kV lines, while 400kV lines are less susceptible to faults 
– as illustrated in Figure 2. 

 
Figure 1. Types of faults in the Nordic countries transmission system – 

source [3]. 
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The analysis in [3] reveals also that, in Nordic countries, 

the single phase fault type has the highest probability to 
occur compared with other fault types, as illustrated in Figure 
3. 

An overview of the national grid codes in countries as 
Denmark, Ireland, Germany, Great Britain, Spain, Italy, USA 
and Canada is also provided in [3]. All these codes require 
fault ride-through capabilities for wind turbines.  

The fault ride-through capability addresses primarily the 
design of the wind turbine controller in such a way that the 
wind turbine is able to remain grid-connected during voltage 
dips caused by grid faults. The fault ride-through 
requirement has been imposed in order to avoid significant 
loss of wind turbine production in the event of grid faults. 
Nowadays, with the increased wind power penetration in the 
power system, a large loss of power production would 
worsen an already critical grid situation by making the power 
system unstable and violating certain grid codes and security 
standards. 

A summary of the fault ride-through in different national 
grid codes is given in Table 1. Notice that some national grid 

codes e.g. Denmark and Ireland have specific fault ride-
through requirements for distribution networks as well as for 
transmission ones, while other national grid codes have focus 
only on the transmission level. The voltage profiles in these 
national requirements are given specifying the depth of the 
voltage drop and the clearance time as well. In some of the 
grid requirements, as in Denmark, Íreland and Germany, the 
definition of the voltage profile is clearly specified regarding 
the type of the fault, i.e. symmetric or asymmetric. 

Notice that Ireland’s code is very demanding regarding the 
fault duration, while Denmark has the lowest fault duration 
with only 100msec. However, Denmark’s code requires the 
wind turbine to remain connected to the grid during 
successive faults. The German grid code requires the wind 
turbines to remain connected to the grid during voltage sags 
down to 0% from the rated voltage in the PCC for a duration 
of 150msec. Moreover, a reactive current injection up to 
100% during fault is required, this requirement being also 
present in the Spanish grid code. 

3. GRID FAULTS AND CERTIFICATION  

Wind turbines connected to the grid are frequently subjected 
to grid faults. Grid faults are basically experienced by the 
wind turbine as changes in the voltage at the generator 
terminal. This causes typically transients in the generator 
electromagnetic torque, which result in significant stress of 
the wind turbine components, i.e. the drive train component. 

Nowadays, analysis of wind turbine loads caused by grid 
faults is even more important especially in terms of lifetime 
of the wind turbines with regard to the fulfilment of the fault 
ride-through requirements.  A typical design basis analysis of 
the loads and lifetime includes today the distribution of 
fatigue loads and extreme loads only for normal, start and 
shut-down operations. Besides these aspects, it is also 
relevant to know   how different the wind turbine loads 
caused by grid faults are, compared to the wind turbines 
loads during shut-down and restart operations. A focus 
directed to loads caused during grid fault operation can thus 
provide a more complete understanding of the loads 
distribution during the whole wind turbine lifetime.  

The fast development of the wind energy industry implies 
a continuous revision not only of the grid connection 
requirements, but also of the certification standards. These 
standards have to specify the essential wind turbine design 
requirements to ensure the engineering integrity of wind 
turbines. They have therefore to be adapted continuously 

 
Figure 2. Number of faults per 100km in Nordic countries’ overhead lines in 

the period 1996-2005 – source [3].  

 
Figure 3. Frequency of different fault types on 132kV overheads lines – 

source [3].  

Table 1.Summary of national fault ride-through requirements – source [3]. 

Fault 
duration

Voltage 
drop level

Recovery 
time

Voltage 
profile

Reactive 
current 

injection
DS 100 msec 25%Ur 1 sec 2, 3-ph no
TS 100 msec 25%Ur 1 sec 1, 2, 3-ph no

Ireland DS/TS 625 msec 15%Ur 3 sec 1, 2, 3- ph no

Germany TS 150 msec 0%Ur 1.5 sec generic
Up to 
100%

Spain
TS 500 msec 20%Ur 1 sec generic Up to 

100%
Italy > 35 kV 500 msec 20%Ur 0.3 sec generic no
USA TS 625 msec 15%Ur 2.3 sec generic no
Ontario TS 625 msec 15%Ur - - no

Quebec TS 150 msec 0%Ur 0.18 sec
Positive-
sequence

no

no15%Ur 1.2sec generic
Great 
Britain

TS 140msec

Country
Voltage 
Level

Fault ride-through capability

Denmark
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according to the progress of technology, knowledge and new 
requirements, such as the grid connection requirements.  

At the moment, IEC 61400-1 certification standard, 
(paragraph 7.4) [4], presents a list with different design 
situations and load cases (i.e. faults during normal or parking 
operation). Loss of the electrical power network, 
voltage/frequency ranges, voltage unbalance are specified, 
but not really dealt with in certification. IEC 61400-1 
certification standard stipulates the wind turbines to be 
designed to withstand electrical faults and any other type of 
abnormal operating conditions that may occur in the grid, but 
it does not state requirements in terms of specific faults to be 
considered, leaving this task to the designer and the certifier 
of the wind turbine. 

4. COMPLIMENTARY SIMULATION TOOLS 
At the moment, the design and the research of wind turbines 
take place in specific dedicated simulation tools, which are 
specialised either in the mechanical design area or in the 
electrical design area regarding grid integration issues of 
wind turbines. The expertise in these wind turbine design 
areas is thus built-up independently, with very specific focus 
and without any influence from one design area to another. 
In spite of this fact, practical experience shows that there is a 
considerable interplay between these design areas, which is 
necessary to take into account. It seems likely that the 
increased requirements regarding wind turbines response 
during grid faults may have significant influence on the 
structural loads of the wind turbine.  

 The attention in this paper is therefore directed to the 
design of a simulation approach able to assess the effect of 
grid fault on wind turbine structure, namely the real 
interaction between the electrical and the mechanical aspects 
of the wind turbine response during grid faults.  

In this respect, in this work, two complimentary simulation 
tools, namely Power Factory from DIgSILENT and HAWC2 
(Horizontal Axis Wind turbine Code) are considered. These 
and other similar simulation tools are used intensively by the 
wind energy industry at the moment to verify grid code 
compliance and structural loads respectively. 

DIgSILENT is a dedicated electrical power system 
simulation tool used to model the dynamic behaviour of 
power systems and for assessment of power quality and 
analysis of wind turbines grid integration. DIgSILENT 
simulations are performed based on very detailed models for 
the electrical components of the wind turbine and the grid, 
but on simplified aerodynamic and mechanical models for 
the wind turbine. The simulations in DIgSILENT reflect thus 
the electrical interaction between wind turbines and grid, but 
they do not provide a detailed insight on the wind turbine 
structural loads.  

HAWC2 is an aeroelastic simulation code, developed at 
Risø National Laboratory. The core of this code is an 
advanced model for the flexible structure of the wind 
turbines, taking the flexibility of the tower, blades and other 
components of the wind turbines into account. It contains 
thus detailed models for the aeroelastic and mechanical 
aspects in a wind turbine, while the models for the electrical 
components and control of the wind turbine are typically 
very simplified. 

By using these two simulation tools with complimentary 
abilities in the attempt to put them to work together to the 

extent that is possible, it is achieved a complete combination 
of structural dynamics and generator dynamics. As illustrated 
in Figure 4, DIgSILENT is used to simulate the grid faults 
and the electrical interaction between the wind turbine and 
the grid, while HAWC2 is used to simulate and analyse the 
structural loads of the wind turbine.  

The combination of DIGSILENT and HAWC2 provides 
new insight into the structural as well as the electrical design 
and this is very important in order to quantify the loads’ 
impact on the wind turbines’ lifetime, during and after grid 
faults. Once the whole complex model in DIgSILENT and 
HAWC2 is established, it is possible to investigate 
sequentially the whole integrated wind turbine design. 

The key to access a successful combination of these two 
complimentary simulation tools is strongly dependent on a 
proper definition of the interface signal in between them. In a 
previous stage of the work [5], it has been experienced that 
for wind turbines with directly connected squirrel-cage 
induction generators, it is not sufficient to use the 
electromagnetic generator torque, as interface signal between 
DIgSILENT and HAWC2, as there does not exist any close 
loop between the generator toque and the generator speed. It 
was concluded that in order to asses properly the wind 
turbine loads caused by grid faults it is necessary to consider 
the generator damping inside the aeroelastic code. 

The attention in this paper is therefore drawn mainly to the 
approach where the generator dynamic model is directly 
considered inside HAWC2 environment. The reduced order 
generator model, implemented in HAWC2, is obtained by 
neglecting the electric transients of the stator and  is written 
in the state space form only in terms of the rotor fluxes in dq 
synchronous reference frame [6], [7]. 

In the simulation scenario presented in this paper, the 
generator voltage signal simulated in DIgSILENT is used as 
interface signal, namely as input in the generator model of 
HAWC2. Such an approach opens the loop between grid 
voltage and grid current in the connection point. This 
approach is of course justified only on the condition that the 
generator currents, simulated in both simulation tools, are 
identically. This paper presents a set of simulations in order 
to check this assumption out. 

 

DIgSILENT
Grid fault electrical analysis

(stiff turbine structure)

HAWC
Analysis of mechanical loads

under grid faults
(Flexible turbine structure)

LL

L

Generator
Power Electronics
Transformer

genT

Tower

Fundation

Blade flap

Blade edge

Shaft
Gear
Nacelle wendings

DIgSILENT
Grid fault electrical analysis

(stiff turbine structure)

HAWC
Analysis of mechanical loads

under grid faults
(Flexible turbine structure)

LLLLLL

LLL

Generator
Power Electronics
Transformer

genT

Tower

Fundation

Blade flap

Blade edge

Shaft
Gear
Nacelle wendings

2

?

Interface
signal

Grid fault simulation Structural loads
simulation

DIgSILENT
Grid fault electrical analysis

(stiff turbine structure)

HAWC
Analysis of mechanical loads

under grid faults
(Flexible turbine structure)

LL

L

Generator
Power Electronics
Transformer

genT

Tower

Fundation

Blade flap

Blade edge

Shaft
Gear
Nacelle wendings

DIgSILENT
Grid fault electrical analysis

(stiff turbine structure)

HAWC
Analysis of mechanical loads

under grid faults
(Flexible turbine structure)

LLLLLL

LLL

Generator
Power Electronics
Transformer

genT

Tower

Fundation

Blade flap

Blade edge

Shaft
Gear
Nacelle wendings

2

?

Interface
signal

Grid fault simulation Structural loads
simulation

 
Figure 4. Complimentary simulation tools. 
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5. SIMULATION SETUP 

As a case study, a 2MW active stall wind turbine has been 
selected. It is equipped with a squirrel-cage induction 
generator.  In order to analyse the wind turbine response 
during grid faults, the wind turbine benchmark model 
presented in [8], is used in DIgSILENT as a simplified 
simulation scenario of a short circuit in a reduced wind 
power installation. In the first stage of this research is 
assumed that the wind turbine is not equipped with any 
advanced fault ride-through controller. Such advanced 
controller, similar to that described in [9], will be included in 
the next step of the research.  

The selected simulation scenario is illustrated in Figure 5. 
The wind turbine is connected to a typical-medium voltage 
(MV) distribution network. 

The mechanical system is represented in DIgSILENT as a 
simplified 2 mass-model [8], driven by a constant 
aerodynamic torque (Ta=ct). The aerodynamic torque is 
adjusted to give 2MW electrical power from the wind turbine 
generator and kept thus constant through and after the short 
circuit. As no advanced fault ride-through is used in this 
stage of the work, the pitch angle can be assumed constant 
during the grid fault.  

The electric network is represented in Figure 5 by a 
Thevenin equivalent, consisting of a constant 
magnitude/frequency voltage source and a serial impedance. 
The 3 phase short circuit on 10kV busbar, with duration 
100ms, is simulated in DIgSILENT using the RMS 
(electromechanical transient models) simulation feature for 
longer-term dynamics. Sørensen et. al. [8] confirms that the 
wind turbine mechanical torque shaft during grid faults is 
predicted in DIgSILENT in the same way no matter whether 
a detailed electromagnetic transients models (EMT) or a 
reduced RMS generator model is used.   

In order to assess the maximum wind turbine structural 
stresses developed during grid faults, the worst scenario is 
simulated, i.e. wind turbines operates at rated power, 
minimum fault impedance and fault closest to the wind 
turbine. It is also assumed that in the case study the wind 
turbine protections are not taken into account, but they can 
be of course considered if their settings are well known. 

6. SIMULATION RESULTS 

Figure 6 shows the generator stator voltage during the grid 
fault, simulated in DIgSILENT.  

This signal is used as input in HAWC2. As expected, the 
generator voltage drops right after the grid fault and recovers 
to its initial value when the fault is cleared after 100msec. 

The components d- and q- of the generator stator current in 
the synchronous reference frame are illustrated Figure 7. 
Notice that the currents components simulated in 
DIgSILENT are almost identically with those simulated in 
HAWC2. This justifies the fact that the generator voltage can 
be used as interface signal between DIgSILENT and 
HAWC2 in order to asses a simultaneous insight in both 

structural and electrical design aspects of the wind turbine 
during grid faults. 

 

Figure 8 illustrates the speed and the torque of the 
generator simulated in DIgSILENT and HAWC2, 
respectively.  

Both simulation tools predict almost similarly the 
behaviour of these signals. During grid fault, the speed 
accelerates as the aerodynamic torque is no longer balanced 
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Figure 5. Single line diagram of active stall wind turbine used in 

DIgSILENT.  
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Figure 6. Generator stator voltage simulated DIgSILENT and used as input 

in HAWC2. 
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Figure 7. Components of the stator current on the d- and q- axis – simulated 

DIgSILENT and HAWC2.  
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Figure 8.  Generator speed and torque in DIgSILENT and HAWC2. 
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by the electromagnetic torque of the generator. Notice that as 
expected the grid fault causes also transients in the generator 
electromagnetic torque.  

The behavior of the wind turbine shaft (drive train) torque 
is illustrated in Figure 9. It is predicted almost similarly by 
DIgSILENT and HAWC2, during and after the grid fault. 
Notice however that, there is a small delay between the 
signals simulated in DIgSILENT and HAWC2. It seems 
likely that there is a slight difference in the free-free 
frequency used in DIgSILENT and HAWC2. This frequency 
depends strongly on the inertias and shaft stiffness used 
inside wind turbine model.  

The tower top torque is also presented in Figure 9. Notice 
that the grid faults do also affect the tower loads.   

Apparently, the tower frequency is slightly visible in the 
tower top moment. It is clearly that the tower top torque (i.e. 
2nd lateral tower bending mode) is affected by the grid fault. 
Moreover, as it resembles the electromagnetic torque of the 
generator simulated in HAWC2 – see Figure 8, the coupling 
from the generator down to the tower is also underlined.  

The blade edgewise loads have also been investigated. 
They are however not illustrated in this paper, as no 
significant effect of the grid fault on the blade edgewise 
loads has been noticed. 

7. CONCLUSIONS 

Emphasis in this paper is on how to access a throughout 
insight on the grid faults impact on the wind turbine 
structural loads. The paper suggests a simulation approach 
between two dedicated simulation tools, which are 
complimentary, being specialised in two different wind 
turbine design areas. The goal with such approach is to be 
able to investigate the whole integrated wind turbine design 
with focus sequentially on both structural and electrical 
design aspects.  

The strengths of two complimentary simulation tools, i.e. 
DIgSILENT and HAWC2 are thus combined. DIgSILENT 
has skills on detailed electrical modelling of the interaction 
between wind turbine and the electrical grid during grid fault, 
while HAWC2 has skills on detailed aeroelastic and 
mechanical loads modelling of wind turbines, respectively. 
The success of such combination is strongly dependent on 
the definition of the interface signal in between them. 

This paper presents an investigation where the generator 
voltage signal is used as interface signal between 
DIgSILENT and HAWC2. The generator voltage is thus 
simulated first in DIgSILENT and then used as input in 
HAWC2.  In this first stage investigation, it is assumed that 
the wind turbine is not equipped with any advanced fault 
ride-through controller, because the idea is to provide a quick 
insight on the wind turbine loads during grid faults, when the 
wind turbine has no fault ride-through capability. 

As a case study, a 2MW active-stall wind turbine equipped 
with a squirrel-cage induction generator is considered. The 
quantitive results of this investigation are not necessarily 
representative for other wind turbines of the same type, since 
they depend critically on the drive train torsional 
characteristics, as well as on the generator parameters. 
However, as general reflection, it is illustrated that grid faults 
do affect the wind turbine shaft and tower loads, but not the 
blade edgewise loads. 

The presented approach of using the generator voltage as 
the interface signal is justified by means of a set of 
simulations.  As the generator current is simulated almost 
identically in both simulation tools, it means that the 
interaction between the electrical and the mechanical aspects 
of the wind turbine can be correctly assessed by using the 
presented simulation approach. As a preliminary result of 
this approach, it is illustrated that the grid faults do affect the 
shaft and the tower loads. In the next step of the work, is will 
be investigated whether the presence of advanced fault ride-
through controller necessary to fulfil the increased grid 
codes, do have an even stronger impact the wind turbines 
structural loads. 
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Abstract —The paper will present introduction of distribution 
network topology options and their benefits and disadvantages. 
These options are then evaluated based on reliability and stochastic 
load-flow calculations of real-life example. The strengthening of 
network by network topology options (investments on primary 
network) is compared to active network management options 
(investments on secondary devices) like local voltage control and 
production curtailment. The benefits of active network management 
are calculated with a software prototype developed by research 
group. The paper will also include short descriptions of calculation 
tools used.      

Index Terms — Active network management, distribution network 
reliability, network topology, wind farm 

1. INTRODUCTION 

The paper will consider distribution network (20 kV) 
topology options and issues influencing on those in case of 
connecting a wind farm (< 10 MW) into distribution 
network. This paper will not consider network topology 
options inside the wind farm. The term network topology 
contains both the network configuration and the switching 
arrangements of distribution network.  

The wind farm will very probably be the most important 
customer for the rural distribution network company in the 
service area. The connection of wind farm is typically 
arranged based on so called worst case planning principle. 
This principle ensures full network capability all the time. 
Although the normal connection to wind farm is strong 
enough to handle all possible load and production situations, 
there exists situations when wind farm must be shut down 
due to network related reasons. The backup connections for 
outage situations at rural distribution network are typically 
weak. 

Distribution network reliability improvement has become a 
very important topic due to customer’s dependency on 
reliable power supply. The improvement of distribution 
networks have almost without exception handled by 
investing on primary equipments. However the management 
of distribution network could also be improved by 
controlling loads and production units. The control of 
reactive power and power production is profitable for a wind 
farm when alternative solution is a long interruption. The 
controllability of production unit is needed for active 
network management. The active network management 
assures that network technical constraints are not exceeded in 
changing network conditions. It is believed that active 
network management might provide overall cost advantages 
compared to traditional network development options [1]. 

The aim of this paper is to study relations between 
distribution network reliability and active network 
management when the network includes a wind farm. The 
issues of wind farm connection into distribution network are 

considered in general level in chapter two. The discussion 
focuses on network dimensioning, reliability and network 
operation. The aim of this chapter is to clarify how network 
topology and wind farm connection are related. The third 
chapter describes the options of distribution network 
topology. The chapter four introduces the evaluation tools 
used at example calculations at chapter five. 

2. ISSUES OF WIND FARM CONNECTION INTO DISTRIBUTION 
NETWORK 

2.1. Network dimensioning 

The technical limitations of existing network when a wind 
farm is connected into distribution network are typically the 
thermal capacity of cables, the over-voltage problem at 
lightly loaded networks and the exceeding of fault current 
capacity of components. Typically the overhead medium 
voltage (MV) lines of rural distribution network require 
strengthening due to over-voltage problem when a wind farm 
is connected far from primary substation. Rotating machines 
will increase the fault current level at distribution network 
and this might cause exceeding of fault current capacity of 
components. This is more typical for urban networks than for 
rural networks, thereby not so important issues in case of a 
wind farm connection. 

The connection of wind farm into existing distribution 
network does not necessarily exceed the technical limitations 
of network, but when it does, the costs of network 
strengthening might be very high due to replacement of 
existing components. Therefore it is very important to look 
for alternative options for network planning and operation 
principles, network topology and so. It should however keep 
in mind that every process (planning, operation, billing, etc.) 
and sub-processes (e.g. wind farm connection) of distribution 
network business must be standardized in order to work 
efficiently. In the end this means that tailored wind farm 
connections are more costly for a network company, and in 
the end for the customers of network company, than 
standardized connections.  

The distribution network dimensioning is based on so 
called “fit and forget”, “worst case planning principle” or 
“passive network” planning principle. These terms describe 
the same network planning principle which designs the 
capability of network for all statistically relevant loading 
conditions. The worst planning case for a wind farm is 
typically “minimum loading – maximum production” 
loading situation. The distribution network will be then fully 
capable to supply all loads and to absorb all power produced 
during normal network conditions. The traditional network 
planning will bring investments on hardware like wires, 
substations, etc. in order to support its duty.  
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The investments of electrical networks are always done 
beforehand. The network should also include some margin 
between current maximum loading condition and the 
technical capability of network due to safety reasons, but also 
due to stepwise investments in network development. The 
development of network (re-enforcement of existing network 
and construction of new network) is based on forecasted 
scenarios of the growth of load demand and power 
production. When the size of a new customer compared to 
other customers increases, the location of that customer will 
have a great influence on the development of network and 
the long-term forecasting of location of a large customer 
becomes very difficult. These issues must be kept in mind 
when the connection of wind farm is discussed.  

The capability of network is dependent on feeder and 
customer (consumption and production) characteristics. The 
network capability may be characterised by the amount of 
maximum power flow to each customer. If the network 
includes only consumption customers, the capability of 
network is limited by voltage drop or thermal capacity. When 
the network includes also remarkable amount of production, 
the over-voltage may become a limiting factor at the 
production unit interconnection point. In weak distribution 
networks over-voltage problems are likely to occur during 
low demand periods when there is a large amount of 
distributed generation (DG) interconnected on a MV network 
[2]. 

There are some technical solutions like reinforcement of 
MV network to solve the voltage rise problem. However the 
utilisation of network may be poor especially in case of wind 
power due to low capacity factor of wind power production.  
In order to improve the utilisation of network, the planning 
and the operation of network should be developed to be able 
to consider the stochastic nature of power production. The 
structure and operating principle of the distribution network 
will move towards an active distribution network with 
several active components along the network. The active 
management of distribution network requires control of DG 
unit power factor or voltage, production curtailment or 
combination of these to avoid occasional network constraints 
[3-5]. Another form of controllability is load control which 
has traditionally applied in demand side management for 
example at peak shifting. 

The active network management may benefit both the 
network and the production companies by allowing higher 
penetration of DG with less network investments. The 
control of DG unit is beneficial, if voltage rise problem 
appears occasionally, e.g. during light loading and high 
production. The probability of this kind of network condition 
is rare and may be evaluated based on e.g. load curves and 
wind statistics or measurements. 

2.2. Reliability 

The reliability of radial distribution network consists of the 
number, the duration and the spread of outages. The 
reliability of certain connection point is dependent on relative 
location of connection point and outage locations. Network 
topology has also a big influence on the reliability of 
connection point by alternative connection routes to 
customers. The network reliability is determined in the 
network planning phase and typical choices / selections are 
e.g.: [6] 

1. choice of line type (bare overhead conductor, coved 
overhead conductor or cable) and line route (field, beside a 
road, forest) which will affect on the number of faults 

2. use of protection devices like surge arresters and animal 
shields or earth fault compensation to reduce the need of 
automatic reclosing actions 

3. network automation (substation automation, medium 
voltage feeder automation, fault location, fault restoration) 
and parallel network connections (double line, backup 
connections from neighbouring feeder or substation, ring 
network structure which is operated in radial way, or 
meshed network) are used to reduce the outage duration 

4. choice of substation siting, number of feeders and other 
protection zone reduction methods like satellite switching 
stations and reclosers are used to reduce the spread of 
outages 
The risk of unreliability of power supply is a product of 

unreliability and consequences of unreliability. In order to 
evaluate necessary investments there are needed a clear and 
transparent way of assess consequences of unreliability and 
proper analysis of all aspects of network reliability. The 
consequence of unreliability of network for a wind power 
producer is the loss of power production which is dependent 
on wind conditions and profit of power otherwise produced 
during network outages. The availability of wind power units 
is not very high compared to base load units and that is why 
the availability of wind power units should be taken into 
account in network reliability analysis. However there might 
be strong correlation (but unknown at least for authors) 
between wind power production and network outages.  

2.3. Network operation 

The topology of distribution network affects on possible 
choices of network operation especially during disturbances. 
The protection and automation of wind farm should be such 
that normal fault location and power supply restoration 
procedures like trial switching and utilisation of backup 
connections should be possible.  

Trial switching is used to locate a permanent fault by 
opening a disconnector along the feeder and closing feeder 
breaker again in order to see if fault is located behind the 
opened disconnector. In such procedure there may appear 
many fault situations which may be harmful for wind 
turbines. Wind turbines will also produce fault current which 
will mislead computational fault location algorithms. It is 
better to disconnect the wind farm from the network for the 
period of trial switching. The best way to do this is to lock 
wind farm connection switch to open position by remote 
control of a network company. This means that the network 
company should have a right to shut down the wind farm and 
keep it disconnected during the disturbance clearance.  

When the location of permanent fault has been found will 
the process of power supply restoration start. The area of 
non-supply will be minimised by opening disconnectors 
closest to fault. The restoration of power supply to customers 
“behind” the fault requires utilisation of backup connection 
(closing of normally open disconnector). This would be fine 
if the backup connection is at least equally strong 
(electrically) as the normal connection. Unfortunately this is 
seldom the case in rural distribution networks. When the 
wind farm locates “behind” the fault, there is typically 
limited capability to adopt wind power production to the 
network due to voltage rise or thermal capability problems. 
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Otherwise the normal and the backup connections should be 
dimensioned to the same ratings, which is not economically 
feasible. The wind farm disconnection and locking of 
disconnector to open position via remote control of network 
company is also a possible solution for this challenge.  

Network capability problems may however be handled by 
much more sophisticated method. The controller of wind 
farm or alternatively the voltage relays of wind farm 
connection point may react to voltage rise problem by 
reducing the power production of wind farm in order to keep 
voltage below the acceptable limit [5]. The thermal 
capability problem is more complex because that cannot be 
detected directly from wind farm connection point 
measurements. A straightforward solution for this challenge 
is to determine the worst case network transfer capability 
limit in all possible or probable backup connection situations. 
This limit is then set to wind farm controller and it is applied 
when backup connection is in use. The remote control of 
distribution network must send a message to wind farm when 
backup connection is utilised. The wind power curtailment is 
acceptable because the network is in abnormal state at these 
situations and the curtailed power allows continuation of 
power production at least partly.  

3. DISTRIBUTION NETWORK TOPOLOGY OPTIONS 

The network topology of distribution network is typically a 
ring which is operated in radial way. In that case the design 
of network topology is basically the design of backup 
connections from neighbouring feeders or substations and the 
selection of open disconnectors. The probe design would also 
include consideration of network disturbances i.e. fault 
management and reliability issues. Other less used 
possibilities of network topology are ring operation of 
feeders and intended island operation. 

3.1. Radial network topology options 

The connection of wind farm into radial distribution network 
has several options which are  
a) connection to existing network with short line (if network 

is strong enough),  
b) connection to existing network and replacement of open 

disconnector, 
c) connection with parallel circuit on existing poles or on 

extended corridor to strong and reliable enough network 
node,  

d) splitting of production units into two existing feeders 
(open disconnector at wind farm busbar) and 

e) connection directly to substation with dedicated 
connection feeder. 

3.2. Topology options of existing network 

The most obvious way of connecting wind farm into 
distribution network is a direct connection of wind farm with 
transformer and short line into existing medium voltage line. 
Feeder 3 in Figure 1 is an example of this kind of 
arrangement. At the same time other feeders are not 
connected into wind farm. This is a typical arrangement 
when the size of wind farm is small and there are not 
network strengthening requirements. This arrangement does 
not affect remarkably into reliability of distribution network 
(only slight worsening due to additional serial components in 
the network).  

Reliability of distribution network at wind farm connection 
point is dependent on the location of connection point in the 
existing network. In principle the reliability of distribution 
network becomes worsen when the location of connection 
point gets further away from the substation in the radial 
network. The reliability of distribution network at wind farm 
connection point may be improved with network related 
arrangements discussed in chapter two.  

The next topology option is a similar kind than previous 
one, but the location of open disconnector is reconsidered 
due to wind farm connection. From the network 
dimensioning point of view, the feeder including wind farm 
should have as much load as possible. This arrangement 
gives higher transfer capability for the feeder because the 
over voltage problem is not that severe. From the reliability, 
power quality and feeder protection point of views, the 
situation is opposite i.e. the feeder including wind farm 
should be as short as possible. In that case the reliability of 
wind farm connection point is not disturbed by long tail of 
feeder, the disturbances (fast changes in voltage level, 
harmonics, flicker, etc.) of wind farm will not affect on rest 
of the customers and feeder protection settings are easier to 
handle. 

Figure 1. Possible network topologies. 
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3.3. Network re-enforcement options 

The topology of distribution network influences on network 
strengthening requirements when a wind farm is connected 
into network. In rural distribution networks the voltage rise is 
typically the limiting factor for the size of wind farm at 
existing network. Parallel circuits and splitting of production 
units into two existing feeders are examples of network 
strengthening options to increase the capacity of network and 
the reliability of network at wind farm connection point 
when appropriate switching arrangement is provided.  

Feeder 2 is an example of parallel circuits in Figure 1. 
Remotely controlled switches 2a and 2b along the feeder and 
2c-2f and 3b at the wind farm connection point are utilised to 
remove permanent faults between circuits 2a-2c or 2b-2d and 
to disconnect some of wind turbines in order to reduce power 
production below the network capability limit. Switch 3a 
must be open in this case and it may provide a backup 
connection to wind farm. 

The splitting of wind turbines into two feeders requires a 
sectionalising switch at wind farm connection point busbar. 
The sectionalising switch is normally open in order to 
distribute power production to the feeders according to their 
capabilities. This arrangement utilise the backup connection 
of previous example continuously. A dedicated cable 
connection directly to substation from wind farm connection 
point may be a reliable solution but also very expensive 
when distance to substation is remarkable. 

4. CALCULATION TOOLS 

4.1. Reliability based network analysis 

The used calculation tool for reliability analysis was 
DIgSILENT PowerFactory (DSPF). DSPF is a computer 
aided engineering tool for the analysis of electrical power 
systems.  In this study, DSPF is used to explore effects of 
different network topology options in a case of connection a 
new wind farm into distribution network. These options are 
discussed in chapter three. Reliability analysis is based on 
connectivity analysis. So, the power flow issues are not 
considered with DSPF. 

The network of the example is modelled to a DSPF 
database (see chapter five). Used conductor types and 
constructions are fed to the database with their own 
reliability parameters. Parameters are presented in Table 1. 
This makes possible to calculate reliability indices at the 
wind farm connection point and also to the whole system.  

In reliability analysis the wind turbines are modelled with 
two constant load units. The units have different capacities in 
simulations. The capacities are 2 MW and 4 MW with 
lagging power factor 0.92 or apparent power 0 VA to the 
turbines. This makes possible to calculate manually the 
amount of annual energy not supplied (ENS). Setting the 
turbines apparent power to zero does not have influence to 
reliability indices. 

 
Table 1. Reliability calculation parameters for lines. 

Line type Permanent faults 
[per 100 km,a] 

Repair time 
[h / fault] 

Overhead line 6.0 3.0 
Covered conductor line 2.3 3.0 
Sea cable 0.2 100.0 
Cable 0.5 4.0 

4.2. Active network management 

The statistical network planning method proposed in [5] 
takes into account the stochastic nature of load demand, 
power production and correlation between these. The 
planning of MV network and DG unit interconnection are not 
based on a single worst case but series of possible network 
conditions. When the output power of DG unit is dependent 
on weather conditions of a site and the probability of 
maximum output power of DG unit is low enough during a 
minimum loading condition of network, there is an 
opportunity to enhance network operation by controllability 
of DG unit. The idea is based on facts that the minimum 
loading of network occurs at summer nights (at least in 
Finland) and the mean value of wind turbine output is less at 
summertime than at wintertime. The “minimum loading – 
maximum production” planning condition is very 
conservative in that sense and some advantage may be 
achieved when the active network management is applied. 
The calculation method behind this method is described in 
[3-5] in detail. 

The proposed method is based on stochastic load-flow 
computation. The hourly load-flows are calculated for a 
study period i.e. for 8760 hours. The stochastic part of 
calculations is based on statistical load and production curves 
which are time series for each customer type. Load and 
production curves have mean value and standard deviation. 
The Association of Finnish Electricity Utilities has published 
load curve models for 46 different customer groups. The 
expansion of hourly energy meters together with automatic 
meter reading will provide huge amount of data for load 
modelling purposes. Due to a lack of actual measurements 
and heavy dependence between power production and the 
location of wind turbine, the production curve is based on 
long-term statistics of wind speed.  

The application of both the load and the production curves 
at load flow calculation makes it possible to simulate the 
hourly functioning of the distribution system including wind 
turbines. The planning of the distribution network is not 
restricted to certain fictive planning conditions, but a series 
of hourly conditions is considered. The load-flow 
simulations are used to analyse what kind of network 
conditions might exist. The correlation of power production 
and load demand is a very critical issue in network planning. 

The active network management based on local voltage 
control of wind turbines is applied in the calculation tool. 
The voltage of wind turbine connection point may vary 
between 95-105 % of rated voltage. Between these limits 
wind turbines are operated at unity power factor. When a 
voltage limit is reached the control mode of wind turbine will 
be changed to constant voltage mode. The voltage setting is 
the value of voltage limit. The operation of constant voltage 
control mode may be continued until the reactive power limit 
of wind turbine is reached. If the voltage of connection point 
exceeds the voltage limit and the wind turbine operates at 
reactive power limit, the active power of wind turbine must 
be reduced i.e. wind power production must be curtailed.  

A backup system for the local voltage control is realised by 
relay protection at wind turbine connection point. A voltage 
relay is typically installed to connection point in order to 
avoid intentional islanding of wind turbines. The settings of 
voltage relay must be co-ordinated with voltage control 
settings in order to avoid unnecessary interruptions. 
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The instantaneous over-voltage pickup limit (e.g. 110 %) 
must be above the over-voltage limit of local controller but 
less than damage limit of electrical devices. The delay of 
instantaneous operation must be very short or without delay 
due to safety reasons. The delayed over-voltage pickup limit 
(e.g. 106 %) must be between the over-voltage limit of local 
controller and the instantaneous over-voltage pickup limit. 
However the delay may be long (e.g. 60 s) without 
sacrificing the safety of network and there will also be time 
for operation of local voltage controller and slowly reacting 
voltage control equipments like on-load tap changers at 
primary substation. The instantaneous under-voltage setting 
is avoided because this will worsen the effect of voltage dips. 
The delayed under-voltage pickup limit (e.g. 90 %) is set 
below the under-voltage limit of local controller and the 
delay is determined by wind turbine’s continuous under-
voltage loading capability and characteristics of voltage 
control devices. 

5. EXAMPLE 

Example calculations are presented with a real-life 
distribution network from south-west Finland. The MV 
network examined consists of primary substation feeding two 
MV feeders. The wind turbines are connected 22 km away 
from the substation. The MV network has already over-
voltage problems during low load demand periods due to 
about 70 km long sea cable. Examples include three 2 MW 
full converter variable-speed wind turbines. The power factor 
of wind turbines may be controlled between 0.92 and 1 
leading or lagging at rated power. 

The topology of MV network has been studied at 10 
different cases. The topology options of example calculations 
are described in Table 2. Table 3 describes switching 
arrangements in normal and in backup connections. Figure 2 
presents the outline of example network, topology options 
and switching arrangements. 

 
Figure 2. Example network. 

Table 2. Topology options. 

Cases Description Use of 
backup 

Case 0.1 No 
Case 0.2 

Existing network 
Yes 

Case 1.1 No 
Case 1.2 

Reinforcement of feeder 1 by 
duplicating feeder 1 from wind 
turbine connection point to primary 
substation 

Yes 

Case 2.1 No 
Case 2.2 

Constructing a new connection of 
feeder 2 to wind turbine connection 
point. Two wind turbines are 
connected to feeder 1 and one wind 
turbine is connected to feeder 2. 

Yes 

Case 3.1 No 
Case 3.2 

Reinforcement of feeder 1 by 
shortcut cable connection. Long sea 
cable at feeder 2. 

Yes 

Case 4.1 No 
Case 4.2 

Dedicated cable feeder for wind 
turbines. Voltage limit of connection 
point is 107,5 %. 

Yes 

 
Table 3. Switching arrangements at normal operation and at backup 
connection when it is allowed. 

Cases Normal 
operation 

Backup connection 

Case 0 Switch 2 is 
opened to 
separate 
feeder 1 and 2. 

Switch 1 is opened to separate 
fault at the beginning of feeder 
1. Swich 2 is closed to connect 
wind turbines to feeder 2. 

Case 1 Line 1 is 
parallel with 
feeder 1. 

If fault is at line 1, line 1 will 
be separated and wind turbines 
will be connected to feeder 1.  

Case 2 Switch 4 is 
opened. Line 
2 is used to 
connect wind 
turbine 3 to 
feeder 2. 

If fault is at feeder 1 between 
substation and wind farm, 
fault will be separated and 
switch 4 is closed to connect 
wind turbines to feeder 2. 
If fault is at feeder 2 or at line 
2, fault will be separated and 
switch 4 is closed to connect 
wind turbine to feeder 1. 

Case 3 Switch 2 is 
closed and 
switches 1 and 
3 opened. 
Line 3 is used 
to connect 
wind turbines 
to feeder 1. 

If fault is at feeder 1 between 
substation and line 3 terminal 
or at line 3, fault will be 
separated and switch 3 is 
closed to connect wind 
turbines to feeder 2.  
If fault is at feeder 1 between 
switch 1 and line 3 terminal, 
fault will be separated and 
power supply continues via 
line 3 and feeder 1. 

Case 4 Wind turbines 
are connected 
directly to 
primary 
substation via 
line 4. 

If fault is at line 4, line 4 will 
be separated and switch 3 is 
closed to connect wind 
turbines to feeder 1.  

 
 

 

WT3 

WT2 

Line 2 

Line 1 

Line 3 

Line 4 

Switch 1 

Switch 2 

Switch 3 

Feeder 1 Feeder 2 

Switch 4 

WT1 

Sea cable 
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5.1. Reliability analysis 

Reliability analysis consists of five different cases. In the 
each case, the possibility of using backup connection to 
alternative power supply route is considered. The results are 
presented at Table 4. The results of reliability analysis are 
strongly dependent on the used reliability parameters. One of 
hardest parameter to estimate is the repair time of the sea 
cable. This will vary a lot depending on the time and the 
season when outage occurs. For example, in spring or in 
autumn, the repair time of a sea cable can be one to two 
months. Freezing or de-freezing of the sea and the movement 
of ice makes the sea cable repairing difficult or even 
impossible.  

Variation of reliability indices SAIFI (system average 
interruption frequency index) and SAIDI (system average 
interruption duration index) are not very significant in the 
different cases. Naturally, system failure frequency will be 
increased if the length of the network grows. Because of 
constructing a new connection in the cases 2 and 3, SAIFI of 
the examined system increased slightly, when compared to 
SAIFI in the case 0. SAIDI grows in the cases 2.1 and in the 
case 3. This is consequence of the increased cabling: the 
repair time of a cable is more than the repair time of an 
overhead line or a covered conductor line. Decrease of 
SAIDI relates to possibilities of supplying power via a new 
backup connection. In that case, reliability indices of the 
system do not reveal a strong signal about the best solution to 
connect the wind farm. Variations of reliability indices are 
presented in Table 4. 

From the wind farm point of view, indices at the 
connection point have more importance than indices of the 
system. In this study, average interruption time (AIT), 
average interruption frequency (AIF) and average 
interruption duration (AID) have been calculated to the wind 
turbine connection points. Energy not supplied (ENS) from 
wind turbines has been calculated too. The volumes of 
annual ENS are presented in Figure 3. 
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Figure 3. Energy not supplied. Gray bars are without backup and black bars 
are with backup connection. 

 
In the case 0.1, ENS is 14.4 MWh/a without possibility of 

use of a backup connection. The backup connection 
diminishes the volume of ENS by about 25 %. In the case 1.1 
without the backup, ENS is a little bit less than in the case 
0.1. The difference can be explained by reinforcement of the 
feeder 1 which reduces AIT and AIF at the wind farm 
connection point. At the same time AID increases at the 
connection point. The average fault repair time at the 
reinforcement of the feeder 1 is 3.68 hours so the value of 
AID at the connection point has to be true. In the case 0.1, 
AID at the connection point depends on the construction of 
the whole feeder 1. 

The role of the backup connection in the case 1.2 is now 
remarkable, compared to the case 0.2. ENS decreases by 
97 %. It is important to note that the reinforcement has the 
same line route than the existing feeder 1. So, there can be 
correlation between outages at the feeder 1 and outages at the 
reinforcement. Besides, we do not consider independent 
second failures in this study. This means that the feeder 1 is 
always available when an outage occurs at the reinforcement 
and vice versa. These factors could distort the simulation 
results, but should be taken into account in practice. 

In the case 2.1, ENS attained the highest value. The turbine 
3 is now separated from turbines 1 and 2 and it is connected 
to the feeder 2 via a new connection. The length of the feeder 
2 is more than the feeder 1. The turbines 1 and 2 do not 
suffer more outages than in the case 0.1 but the turbine 3 
does. This increases AIF and AIT at the connection point of 
the turbine 3. The backup connection decreases AIT and AID 
so the volume of ENS diminishes greatly. Anyway, ENS in 

  Case 
0.1 

Case 
0.2 

Case 
1.1 

Case 
1.2 

Case 
2.1 

Case 
2.2 

Case 
3.1 

Case 
3.2 

Case 
4.1 

Case 
4.2 

System                     
SAIFI [1/a] 1.40 1.40 1.40 1.40 1.60 1.60 1.80 1.80 1.40 1.40 
SAIDI [min/a] 3.68 3.68 3.68 3.52 3.88 3.61 3.70 3.70 3.66 3.50 
ENS [MWh/a] 14.43 10.86 12.94 0.35 19.88 4.79 6.22 2.50 17.97 0.10 
Turbine 1,2                   
AIT [min/a] 2.41 1.81 2.16 0.06 2.41 0.58 1.04 0.42 3.00 0.00 
AIF [1/a] 1.03 1.03 0.59 0.59 1.03 1.03 0.48 0.48 0.03 0.03 
AID [h] 2.34 1.76 3.67 0.10 2.34 0.57 2.15 0.86 99.84 0.02 
Turbine 3                    
AIT [min/a] 2.41 1.81 2.16 0.06 5.13 1.23 1.04 0.42 3.00 0.00 
AIF [1/a] 1.03 1.03 0.59 0.59 2.05 2.05 0.48 0.48 0.03 0.03 
AID [h] 2.34 1.76 3.67 0.10 2.51 0.6 2.15 0.86 99.84 0.02 

 

Table 4. The results of reliability analysis. 
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the case 2.2 is more than ENS in the case 1.2. 
A shortcut sea cable in the case 3 reduces the distance 

between the supply system and the turbines. The shortcut 
cable shortens the connection of the turbines by 4.9 km, 
which is about 24 % of the length of the connection in the 
case 0. Besides, 4.7 km of this line, which is phased out, is 
overhead line. Therefore, the shortcut cable has very 
advantageous influence to the reliability at the wind farm 
connection point. The results show that ENS without or with 
the possibility of backup connections reached the lowest 
level compared to previous cases.  

In the case 4.1 the calculated volume of ENS is quite same 
than in the case 2.1. At the turbines connection point, AIF 
reduced strongly but AIT and AID grown largely. ENS and 
also AID in that case are very speculative. That is because 
they are very sensitive to the used repair time for an outage at 
the sea cable. For roughly example, the magnitude of this 
repair time can vary between 10 hours and 1000 hours. So, 
based on these repair times ENS can vary between 
1.8 MWh/a to 180.0 MWh/a. In this study, the used time was 
100 h. If the backup connection is available to use in the case 
4.2, ENS and reliability indices at the wind turbine 
connection point are the smallest.  

The simulation results show that the backup connection is 
significant from the wind farm point of view. The 
significance of backup connection grows when the solution 
to connect the wind farm to the network is executed by a sea 
cable. Long repair time for the sea cable adds the risk of 
ENS. Along with ENS, AIF is important to notice in the 
comparison of the wind farm connection chances too. The 
great number of outages could harm the equipments of the 
wind farm. According to the results, the least values of ENS 
and AIF are in the cases 3 and 4. From the reliability point of 
view, the case 3 or 4 could be the best solution to connect the 
wind farm in this example. 

5.2. Network capability calculations 

The capability of network has been evaluated by stochastic 
load-flow method. The acceptability of network conditions 
has been decided based on voltage level of network. The 
maximum voltage has been 105 % i.e. 21 kV at MV network. 
If the voltage of wind turbine connection point (the highest 
voltage when wind turbines are in operation) exceeds the 
maximum voltage limit then controllability of wind turbines 
has been utilized. In the first case only the production 
curtailment is utilized in order to see the benefit of reactive 
power control utilized in second case. Finally the network 
conditions are always acceptable and the amount of 
production curtailment describes feasibility of network 
topology cases from technical constraints point of view. 

The results of the first case are at Table 5. The amount of 
production curtailment is high in all cases. The differences 
between cases are due to differences in electrical distance 
from wind farm connection point to primary substation. 
Cases 1 to 4 are basically alternative ways to shorten the 
electrical distance between wind farm and primary substation 
when considered from load-flow point of view. The duration 
of production curtailment presents also how often 
over-voltages would appear due to wind power production if 
nothing is done. 

The results of network capability calculations based on 
active network management have been presented at Table 6. 
Cases 1, 3 and 4 are the most interesting ones because the 

amount of production curtailment is zero. The existing 
network (case 0) is obviously the worst case. The network 
capability of case 0 with the worst case planning principle is 
only 2,25 MW. Similarly case 2 gets poor results because the 
network capability of feeder 2 is only 1,2 MW. Although the 
worst case network capability of cases 0 and 2 are higher 
than the average wind power production of wind turbines 
connected to these cases and the network capability increases 
when feeder loading increases, there still exists some hours 
when production curtailment is necessary. 

The active network management has been realized as a 
local voltage control in this case. The reactive power control 
reacts to over-voltage and that is why it has a major role in 
this case. The benefit of reactive power control is clear when 
Tables 5 and 6 are compared. The controllability of reactive 
power avoids production curtailment in all situations at cases 
1, 3 and 4 and reduces it remarkably in cases 0 and 2.  

 
Table 5. Network capability without active network management. 

 Case0 Case1 Case2 Case3 Case4 
Production 
curtailment [%] 

38,7 17,9 23,4 16,1 8,0 

Duration of 
curtailment [h] 

2780 1417 1872 1295 811 

 
Table 6. Network capability based on active network management. 

 Case0 Case1 Case2 Case3 Case4 
Production 
curtailment [%] 

2,4 0 0,0035 0 0 

Duration of 
curtailment [h] 

567 0 6 0 0 

Control of 
reactive power 
[MVArh] 

-3848 -1419 -2227 -1125 -1015 

Duration of 
reactive power 
control [h] 

2780 1417 1872 1295 811 

5.3. Discussion of calculation results 

Case 0 is not feasible network topology due to low network 
capability. The active network management does not reduce 
the amount of production curtailment enough in order to 
improve the situation. Either the reliability of this network 
topology is not good enough compared to other alternatives. 
This option would have been the cheapest one for everyone, 
if the output power of constructed wind farm would be 
smaller. 

Case 1 is an expensive option although the network 
capability and the reliability characteristics are excellent 
when active network management and backup connection are 
utilized. This option provides a natural backup connection 
which is also very strong one from network capability point 
of view. One of the advantages of case 1 is also utilization of 
existing line route at network re-enforcement which would 
shorten the construction time by avoiding environmental 
impact assessment and by avoiding complaints hearing due 
to new line route. 

Case 2 has a small risk of production curtailment with 
active network management. The amount of production 
curtailment would be higher when yearly wind conditions are 
higher than the average. Investment costs would however be 
about half of the costs of case 1. The reliability of case 2 is 
however worse than that of case 1. 
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Case 3 has many advantageous characteristics. The active 
network management together with line 3 investment would 
provide enough network capability to avoid production 
curtailment. Investment cost would be less than that of case 1 
or case 4. The reliability of case 3 is good enough i.e. ENS is 
low even without backup connection. The drawback of this 
option is a remarkable increment of network losses due to 
increased transfer of reactive power. Case 3.1 have been 
decided to implement. This means that wind turbines must be 
disconnected during a backup connection via feeder 2.  

Case 4 is not possible to consider at all due to very high 
cost. In this example high investment cost did not bring 
benefits which could not achieved by other less expensive 
options. Case 4 would be the best option if reactive power 
controllability of wind turbines would not be available. Other 
advantages of dedicated feeder for wind turbines would be 
straightforward operation of network and limitation of 
propagation of possible power quality problems.  
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Abstract — In Denmark, a large part of the electricity is 
produced by wind turbines and combined heat and power 
plants (CHPs). Most of them are connected to the network 
through distribution systems. This paper presents a new 
algorithm for allocation of the losses in a distribution system 
with distributed generation. The algorithm is based on a 
reduced impedance matrix of the network and current 
injections from loads and production units. With the algorithm, 
the effect of the covariance between production and 
consumption can be evaluated. To verify the theoretical results, 
a model of the distribution system in Brønderslev in Northern 
Jutland, including measurement data, has been studied.  

Index Terms — Distributed generation, wind power, loss allocation 

1. INTRODUCTION 

ince the mid eighties, a large number of wind turbines 
and distributed combined heat and power plants have 

been connected to the Danish power system. Especially in 
the Western part, comprising Jutland and Funen, the 
penetration is high compared to the load demand. In some 
periods the wind power alone can even cover the entire load 
demand.  

Traditionally, the distributed generation (DG) units have to 
some extend been regarded as passive negative loads with 
the main purpose of producing energy and not disturbing the 
operation of the distribution systems.  

Since the mid nineties, the Danish electrical power system, 
like most European power systems, has been going through a 
liberalization process, where services such as production, 
transmission, distribution, power balancing, ancillary 
services etc. are being unbundled. When evaluating the 
economy of DG, more aspects than the annual energy 
production must be taken into account. Dependent on the 
coincidence with the load demand and the location, the DG 
units can for example help reducing the power system losses 
in cases where they supply local consumers and work as peak 
shaving in high load periods.  

The installation of DG in a distribution system affects the 
total system losses. In systems where the penetration of DG 
is low, the DG units are located close to load centers and 
there is a large coincidence between load and production, the 
DG units can contribute to reduction of the total system 
losses.  On the other hand, if the power from the DG units 
connected to the MV or LV network has to be exported to the 
transmission system, because the local production exceeds 
the local demand, the total system losses will be higher than 
if the power were produced at a large power plant connected 
directly to the transmission system. 

2. LOSS ALLOCATION 

Different loss allocation methods have been developed to 
quantify the influence of different participants on the total 

system losses. In a liberalized market, this knowledge can be 
used to avoid cross subsidizing in the transmission and 
distribution fees of consumers and producers [1], to generate 
incentives of the participants to change the consumption or 
production in periods with congestion [2;3] or to estimate the 
value of distributed generation in an area [4]. In systems 
where the investments and operation are partially or fully 
centrally controlled, the allocation of losses can be used to 
optimize the operation and investments and to minimize the 
losses. One of the problems about separating the cause of 
losses is their non linear nature.  

In literature, the following main approaches of loss 
allocation based on deterministic methods are found [1;5-7]: 
Pro Rata procedures where the losses are allocated to 
producers and consumers proportionally to the delivered or 
consumed energy, Marginal Loss Allocation procedures 
where the losses are allocated according to the change in 
losses corresponding to a small change in production or 
consumption and  Proportional Sharing procedures, also 
referred to as Tracing [6],  where the losses are allocated 
according to the total power flows in the system generated by 
the participants. Further, the Z-Bus allocation method has 
been proposed in [8] where the losses are allocated based on 
the current flows in the system rather than the power flows.  

2.1. Allocation based on current injections 

A new method for loss allocation based on current injections 
rather than bus voltages or power flows is proposed here. 
The difference between this method and the method 
presented in [8] is that here, a single slack bus is assumed. 
This is considered reasonable in distribution systems which 
typically only has one infeed from the transmission system.  

2.1.1. Mathematical formulation 
The theory is based on the standard system impedance matrix 
as described for example in [9]. For the investigations, the 
network busses have been divided into three types: Fixed 
voltage busses, fixed current busses, and busses without 
sources. The relation between the voltage and the current in 
the fixed voltage and fixed current busses can be expressed 
with the full impedance matrix in (1). The rows and columns 
corresponding to busses without sources have been removed 
from the matrix.  
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The voltage at the busses with fixed current injections can be 
expressed as (2) where ZI, defined in  (3), is a reduced 
impedance matrix for the busses with fixed current injection 

Loss Allocation in a Distribution System with Distributed 
Generation Units  
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when the busses with fixed voltage have been short circuited. 
K21, defined in (4), represents the relation between the 
voltage at the busses with fixed current infeed and the busses 
with fixed voltage. Analogously, the current injections at the 
constant voltage busses can be calculated using (5). 
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For the loss allocation, all production units and loads are 
considered as fixed current injections, and a single slack bus 
with a fixed voltage magnitude and angle is assumed. The 
total system losses can be expressed as the sum of all power 
injections in the system (7).  

IISLSLloss VIVIS �˜��� 
H*   (7) 

The current of the slack bus and the voltage of the load and 
generation busses can be eliminated using (2) and (5). After 
some manipulation and assuming that the reduced impedance 
matrix is symmetric, i.e. no phase shifting transformers are 
present, the losses in (7) can be reformulated as (8). 
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The expression consists of three terms. The first term 
describes the no-load losses which are dependent only on the 
voltage at the slack bus. This includes shunt losses in 
transformers and series losses related to reactive power flows 
in the shunt elements. The second term represents the losses 
which are related to the square of the current infeeds. The 
last term represents a cross coupling between the two first 
terms. The last term describes the change in losses related to 
supplying the shunt elements from different busses. For 
example, one can think of a transformer with a large 
magnetizing current, located far away from the slack point. If 
a part of the magnetizing current is supplied at a connection 
point close to the transformer, it will contribute to reduction 
of the overall losses. This effect is not covered by the load 
dependent quadratic term. If the shunt impedances in the 
system are large compared to the series impedances, it can be 
seen that K21 will be close to unity and the last term in (8) 
will be relatively small.  

The most interesting term is the term describing the load 
dependent losses, because this term describes the effect of 
the power flows in the system. The second term in (8) only 
gives a scalar value. To separate the contributions from the 
individual participants and the cross couplings between 
them, the load dependent term can be reformulated as in (9). 
The factor in the square brackets is an N by N matrix where 
N is the number of current injections.  

The real part of the diagonal elements will always be 
positive. This means that any traffic of active and reactive 
current in the system will cause active power losses. The real 

part of the off-diagonal elements can either be positive or 
negative, dependent on the loading of the network. 

�� �� � > � @1.1
*
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�ª �x�˜�˜� � �� IIIIIIseriesloss ZIIIZIS

HTH  (9) 

2.1.2. Allocation based on covariance and mean flows 

The reduced impedance matrix, 
IZ , shows how the different 

cross products of the currents affect the losses. The 
contribution of the cross products to the mean losses is 
dependent on the simultaneity between activity of the 
different producers and consumers. A measure of the 
simultaneity is given by the covariance matrix. The 
covariance matrix of a random vector, F , is defined as (10), 
where E denotes the expected values [10]. The generalization 
of the theory to include complex random vectors is discussed 
in [11]. 

�>�@ �>�@�� �� �>�@�� ���> �@H
FFFFF EEEcov ���˜���  (10) 

Rearranging (10), the expected value of the outer product of 
the vector with it self can be expressed as (11). 

�> �@ �>�@ �>�@�>�@HH
FFFFF EEcovE �˜��� �˜   (11) 

If the current vector is treated as a vector of complex 
stochastic variables with a mean value and a variance, the 
expected value or the mean value of the losses can be 
formulated as (12) by combining (9) and (11). 
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Equation (12) shows that the effect of the mean values of the 
current infeeds on the losses can be separated from the effect 
of the covariance between the current infeeds. The cross term 
of (8) could be considered a part of the losses related to the 
mean power flows, because if the voltage at the slack point is 
relatively constant, this term depends on the mean currents. 

The real part of the term containing the mean values is 
difficult to change. The mean value of the production or 
consumption over longer period is given by the actual energy 
demand. The mean value of the reactive power can be 
changed, e.g. by installing or removing a capacitor or 
changing the power factor of a synchronous machine. The 
diagonal elements of the covariance matrix describe the 
variation of the consumption or production of each 
connection point. The off-diagonal elements describe the 
simultaneity of the variations of different current sources. 
Traditionally the information contained in the covariance 
matrix has been represented with a coincidence factor or 
Velander’s coefficients [12]. The simultaneity between 
different loads and productions is caused by several effects 
with different time periods including hourly, daily, weekly 
and seasonal variations. An estimate of the mean values and 
covariances therefore only describes the behavior within the 
period where the measurements were taken.  

The element wise product of the covariance matrix and the 
reduced impedance matrix can give an indication of where 
there is potential for power savings, e.g. by changing the 
production pattern of a CHP to better match the load pattern 
of a group of consumers in the vicinity. The impedance 
matrix may not be constant during the entire period under 
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consideration. For example, the position of the under load tap 
changers of the transformers changes from time to time. If 
the changes are relatively small, a mean value of the 
impedance matrix can be used. Alternatively, analyses can be 
performed separately for time periods with different network 
configurations.  

2.1.3. Allocation based on linear regression 

In cases where large sets of measurement data are available, 
but the network parameters are not exactly modeled, 
regression methods can be used to separate the causes of the 
active and reactive power losses from each other and to 
anticipate future losses based on prognoses. In [13] the 
causes of the Reactive power exchange between a 
distribution system and a transmission system have been 
allocated to the wind turbines, CHPs and consumers using a 
linear regression analysis. This approach has also been used 
in [14] to determine the impact of wind turbines on the 
reactive power losses in the distribution transformers of a 
system. [15;16] propose a cluster wise linear regression 
method based on fuzzy logic to anticipate and allocate active 
power losses in a distribution system. 

The idea of the linear regression analysis is to represent the 
losses as a linear combination of a number of input variables. 
Generally, the linear regression problem can be specified as 
(13) [17]. ŷ  is a column vector with one sample of the 
estimated quantity per entry, X  is a matrix with a row for 

each observation and a column for each input parameter, B  
is a column vector with one coefficient per input parameter, 
and1 is an identity column vector with the same size as ŷ . 

BXxbxbxbby k22110 �˜� ��������� k...1ˆ   (13) 

There are standard algorithms for determining the coefficient 
vector which leads to the smallest quadratic deviation 
between the measured and the estimated output. However, it 
is important to know the basic structure of the problem to 
select a set of input parameters which provide sufficient but 
not redundant information.  

Reformulating (8) leads to the expression in (14). If there 
are no tap changing transformers and switchable capacitor 
batteries in the system, the model in (14) gives a complete 
description of the system. This means that if 

lossS  and X  are 

exactly known, for a large number of samples, and the input 
variables are not linearly dependent or constant, a regression 
analysis will give the B -vector in (14).  
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If the current infeeds are not known, they can be estimated 
using a load flow algorithm, or by assuming that the voltage 
has a magnitude of 1 p.u. and an angle of 0 in the entire 
system which is equivalent to inserting the conjugate of the 
complex power contributions.  

One problem with the regression analysis is that many of 
the current injections are highly correlated with each other. 
For example wind farms, located close to each other. This 
problem is denoted multicollinearity and can lead to a large 
variance in the estimated coefficients when analyzing 
different sets of samples. The problem of multicollinearity 
can partly be overcome by applying a Ridge Regression or a 
Principal Component Regression, which can reduce the 
variance of the estimated coefficients at the cost of  a bias in 
the estimated output vector [10;18;19]. 

2.1.4. Aggregation of current sources 

In a real distribution system, there is usually a very large 
number of customers and production units. In the BOE case 
in Chapter 3, there are for example 721 aggregated loads, 65 
induction machines and 29 synchronous machines in the 
model. With 815 current sources, (14) would require 333336 
elements in the input vector, which would not be realistic. 
Further, there are not measurements of each of the 400 V 
loads in the system. Therefore, it is advantageous to group 
some of the sources together and assume that they behave as 
one lumped source, connected to one virtual node. The 
grouping of similar components also reduces the problem of 
multicollinearity. 

Assuming that the current injections can be expressed as a 
linear combination of a reduced number of aggregated 
currents like in (15), the load dependent losses can be 
calculated exactly using (16) and (17). 

redII IKI �˜�   (15) 

redIIIredseriesloss IKZKIS �˜�˜�˜�˜� ��
HH  (16) 

�� �� SL21Iredcrossloss VKKIS �˜�‚�˜�˜�˜� ��
HH

j 2  (17) 

When the reduced current vector is inserted in (14), the 
estimated B -vector will contain elements from 

III KZK �˜�˜H and �� ��21I KK  �‚H .  

IK is a transformation matrix with a number of rows 

corresponding to the number of busses in the system and a 
number of columns corresponding to the number of 
aggregated currents. 

One approach is to define an aggregated current for each 
feeder based on the sum of all loads of the feeder and another 
aggregated current based on the sum of all production of the 
feeder. Often, only the total power of the loads of a feeder is 
known. To estimate an aggregated current for the feeder, an 
aggregated voltage must be assumed. As a first approach, the 
voltages at the connection points of the feeders can be used 
as basis for calculating the current at the virtual nodes.  

The method of loss allocation based on aggregated loads 
and consumers has been used in the investigation of the 
losses in the BOE network, presented in [20]. 
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2.1.5.The influence from reactive power flows 

The current dependent losses can be split into contributions 
from the active power transfer, the reactive power transfer 
and a cross effect between the two. Equation (18) shows the 
separation of the current injections into a part corresponding 
to the real power injections and a part corresponding to the 
reactive power injections. The changes in voltage caused by 
the current injections have not been considered. 

� > � @� � � �� > � @� � � �� > � @�� ��***
/././. VQVPVSIII QPI j��� � ���  (18) 

� > � @� � � � � > � @� � � �**
/.  and   /. VQIVPI QP j� �  (19) 

Inserting (18) in (9) yields (20)   
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 (20) 

The three terms in (20) represent the contribution from the 
active power injections, the reactive power injections and the 
cross effect. Since the transfer of active power is usually 
regarded as the main objective, the cross effect could be 
considered a part of the losses, allocated to the reactive 
power. 

3. CASE STUDY: BRØNDERSLEV OG OPLANDS ELFORSYNING 

As case study, the distribution network in Brønderslev in 
Western Denmark has been investigated. A model of the 60 
kV and 10 kV networks, including 65 wind turbines (total 40 
MW), 29 synchronous generators (total 50 MW) and totally 
1792 nodes has been implemented in PowerFactory®. The 
load demand is between 15 and 45 MW, which means that 
power is often exported to the transmission system. Fig. 1 
shows an overview of the 60 and 10 kV network.  

Ten months of 15 min measurement data have been 
obtained with the SCADA system. The data, containing for 
example active and reactive power flows through the 60 / 10 
kV transformers, voltage measurement on the 150 kV infeed 
and production data from the wind turbines and CHPs, has 
been inserted as time scales in the model. The active and 
reactive loads and losses have been estimated by performing 
a series of load flows. The time dependent consumption and 
the losses have been estimated based on the power balance of 
each feeder. The procedure has been described in [14]. 

3.1. Loss allocation 

The losses of the system have been analyzed according to the 
methods described in Chapter 2. The aim of the analyses is 
twofold. Firstly, they are supposed to provide an overview of 
the losses in the distribution system. The following questions 
should be considered: 

1. How large are the total losses compared to the load 
and production? 

2. Where in the system are the losses dissipated? 
3. What are the losses caused by the integration of 

DG? 
4. What are the losses caused by the transfer of 

reactive power? 
5. What are the potential savings in losses if the 

simultaneity between load and production is 
increased? 

Secondly, the analyses will serve as a validation of the loss 
allocation methods presented in Chapter 2.  

The analyses are based on measurements obtained in the 
period April 6th 2006 to February 6th 2007. During the 
period, a few days of data are missing due to communication 
problems in the SCADA system. The estimated mean values 
of losses etc. have not been corrected for the difference in 
load and production pattern between the missing two months 
and the rest of the year. 

Fig. 2 shows an overview of the mean active power losses, 
divided into the components causing the losses. The total 
mean-losses make approximately 1.27 MW, from which 72 
% is dissipated at 10 kV level and below. It should be noted 
that the real system also comprises a large number of 0.4 kV 
lines which have not been modeled. The shunt losses of the 
transformers which are practically independent of the 
loading, make 49 % of the total active power losses. The 
mean load dependent losses of the 150/60 kV transformers 
only amount to 5 kW. 

The network comprises ten 60 / 10 kV stations. Three of the 
stations comprise two transformers which are not operated in 
parallel. Table 1 shows the mean load and production from 
CHPs and wind turbines of the feeders under each of the 
transformers. 

 
Fig. 1 The 60 and 10 kV network 

 
Fig. 2 Mean active power losses 
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To study the impact of the distributed generation, an 
allocation of the system losses is performed as described in 
Chapter 2. The following combination of the methods has 
been used: 

Firstly, the losses of the 60 kV network, the 150 / 60 kV 
transformers and the 60 / 10 kV transformers are allocated to 
the individual feeders, based on the impedance matrix of that 
part of the network. For comparison, the allocation is made 
both using the marginal loss allocation method and the 
statistical method based on current injections. 

Secondly, the losses at 10 kV level and below for each 
feeder are allocated to the four categories; loads, wind 
turbines, CHPs and shunt losses. The allocation is performed 
using the regression method using the apparent power as 
input and neglecting the cross effects.   

Finally, the losses at 60 kV and above are allocated to the 
loads, wind turbines, CHPs and shunt losses of the individual 
feeders. The approach is that the load or generation of each 
category minus the low voltage losses allocated to the 
specific category are converted to an equivalent current 
injection on the 10 kV side of the 60 / 10 kV transformers, 
and the same approach as in step one is used.  

Table 2 shows the allocation of the losses at 60 kV level 
and above, including the 60/10 kV transformers to the 
individual feeders. Column A contains the contribution from 
the mean power flows of the feeders. Column B shows the 

influence from the covariance. Column C shows the diagonal 
elements of the loss matrices. These losses correspond to the 
load dependent losses if only one of the feeders were 
connected. Column D is the sum of column A and B, 
representing the total losses allocated to each of the feeders. 
Column E represents the losses allocated to the different 
feeders using the sensitivity coefficients. The sum of the 
rows in column D is approximately equal to the sum of the 
rows in column E. The allocation to the individual feeders, 
however, deviates up to 5 %. The fundamental difference 
between the two methods is that the current injection method 
assumes a constant current where as the sensitivity method 
assumes a constant power infeed. This means that the 
sensitivity analysis takes the change in bus voltages and 
thereby changes in current injections caused by the change of 
a single power injection into account. The advantage of the 
current injection method is that it makes it possible to 
separate the influence from the mean values and the 
covariances. A comparison of column A and column B in 
Table 2 shows that the feeders with a high wind penetration 
like BDS 1, BØR, ING and PAN 1 have higher losses related 
to the covariance than those related to the mean value.  The 
same applies for feeders with high penetration of CHP 
production like BDS 2 and JMK. For feeders with a 
relatively low penetration of distributed generation like AGD 
2, NSP and VRÅ, the highest contribution comes from the 
mean value. For AGD 2, the contribution from the variance 
is even negative, because it is located close to the large CHP 
in Brønderslev.   

Table 3 shows the division of the losses at 60 kV and 
above in a part caused by the active power flows and a part 
caused by the reactive power flows. Column A and C have 
been calculated using the current injection algorithm, and 
column B and D have been calculated using the sensitivity 
algorithm. The total sum of losses allocated to the reactive 
power flows is similar for the two methods, but for the 
individual busses, the two methods give diverging results for 
the reactive power contribution in column C and D.  

The problem with the current injection method here is that 
it assumes that the part of the current which is perpendicular 
to the bus voltage is related to the reactive power flow. The 
current injections, however, change the bus voltages.  

With both methods, it is found that the reactive power 
injections only cause approximately 5 % of the load 
dependent losses at the 60 kV level and above.  

 A 
Load 

B 
Wind 

C 
CHP 

D 
Sum 

AGD 2 -2.17 0 0.1 -2.07 
AGD 1 -1.62 0.13 0.4 -1.09 
BDS 2 0.00 0.00 7.72 7.72 
BDS 1 -2.96 3.10 1.97 2.11 
BØR -3.09 3.26 0.62 0.79 
ING -2.28 1.37 0.60 -0.31 
JMK -2.69 0.03 2.51 -0.16 
KLO -1.34 0.03 0.68 -0.63 
NSP -3.10 0.05 0.00 -3.05 

PAN 1 -2.00 1.66 0.00 -0.34 
PAN 2 -2.29 0.22 0.52 -1.55 
SVE -1.39 0.05 0.81 -0.53 
VRÅ -3.73 0.04 0.56 -3.13 
Sum -28.66 9.93 16.48 -2.25 

Table 1: Mean values of active power contributions of each 
feeder [MW]  

 A 
Contribu-
tion from 

mean 
currents 

B 
Contribu-
tion from 

the 
covari-
ance 

C 
Contribu-
tion from 

self-
impedan-

ces 

D 
Total 

allocated 
losses 

E 
Marginal 

loss  
allo-

cation 

AGD 2 1.54 -0.04 2.29 1.50 1.44 
AGD 1 1.07 0.32 1.29 1.38 1.45 
BDS 2 11.92 23.56 37.98 35.47 35.00 
BDS 1 1.90 5.93 6.80 7.83 7.76 
BØR -0.73 18.12 11.74 17.39 17.24 
ING 1.08 10.53 5.10 11.61 11.90 
JMK 0.52 7.28 5.69 7.80 8.02 
KLO 1.11 0.80 1.47 1.90 1.96 
NSP 3.85 0.44 4.39 4.29 4.34 
PAN 1 1.17 10.36 5.70 11.53 11.41 
PAN 2 5.34 4.35 5.46 9.69 9.93 
SVE 0.58 0.98 1.12 1.56 1.58 
VRÅ 11.21 1.44 11.52 12.65 12.54 
Sum 40.56 84.06 100.55 124.61 124.56 

Table 2: The load dependent losses of the 60 kV network, and the 
150/60 kV and 60/10 kV transformers. The numbers represent the 
losses in kW 
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Table 4 shows the allocation of all the losses in the model to 
load, wind, CHP and constant shunt losses. The losses at 10 
kV and below have been allocated using the linear regression 
method and the rest of the losses have been allocated using 
the current injection method. It can be seen that the no-load 
losses make approximately half the losses. In AGD 2 which 
has very little production from CHP units, the losses 
allocated to that category is negative and for JMK which has 
very little wind production, the losses allocated to wind 
power are negative. This means that these units actually 
contribute to reduction of the losses. Although the mean 
production from the CHPs is 65 % larger than from the wind 
turbines, the total losses allocated to the wind turbines are 
larger than the losses allocated to the CHPs. There are three 
main reasons for that. Firstly, all the wind turbines comprise 
a step up transformer, where as most of the larger CHPs are 
connected directly to the 10 kV network (or the transformer 
is not modeled). Secondly, nearly half the CHP production 
comes from the Brønderslev KVV which is located only half 
a kilometer from the substation, BDS 1. Thirdly, the ratio 
between the mean value and the standard deviation of the 
production is higher for the CHPs than for the wind turbines. 
The high correlation between the CHP production and the 
load demand is not assumed to have a large impact on the 
losses at 10 kV level and below, since most of the large 
CHPs have their own radials.  

To put the losses that have been allocated to the different 
categories into context, they have been presented in Table 5 
as percentages of the total power flows and of the total 
system losses. Only the load dependent losses are allocated 
to participants with the loss allocation methods used above. 
Therefore, the no-load losses of the transformers related to 
the loads, wind turbines and CHPs are added to the losses 
allocated to the respective categories.  

4. CONCLUSION 

The paper has described, how the losses in a distribution 
system can be allocated to load and distributed generation 
units. The marginal loss allocation method and the current 
injection method have been used in the case study to allocate 
the losses. For the 60 kV system, the results from current 
injection method have been compared to results from the 
sensitivity analysis, and the two algorithms show identical 
results. The advantages of the sensitivity analysis are firstly 
that the algorithm is a part of most power system simulation 
tools. In PowerFactory® the calculation of loss sensitivities, 
however, requires an invocation of the sensitivity tool for 
each bus under consideration. This can be automated, but it 
extends the total simulation time. Secondly, the interpretation 
is well suited for e.g. incentive generating price signals, since 
it directly gives the price of a small change in production / 
consumption. The advantages of the current injection method 
are firstly that it is based on the reduced impedance matrix, 
which contains the short circuit impedances. It is possible to 
make a rough estimate of the cost of transferring power from 
one place to another just by looking at the reduced 
impedance matrix. Like the sensitivity analysis, the 
algorithm requires a load flow calculation per measurement 
sample to determine the current infeeds. PowerFactory® 
does not directly support the export of the impedance matrix. 
It is, however, possible that it could get implemented in a 
future version of the tool.  

The linear regression method is a simple way of getting an 
overview of the losses at 10 kV and below. It is, however, 
not possible to separate the losses related to components in 
the same feeder with similar load or production time profiles 
due to the multicollinearity problem. 
For the 60 kV system and above, there is a clear synergy 
effect between production and load. These losses, however, 
only account for 10 % of the total system losses. For the 10 

 A 
Active 

power – 
current 

injection 

B 
Active 

power – 
marginal 
allocation 

C 
Reactive 
power – 
current 

injection 

D 
Active 

power – 
marginal 
allocation 

AGD 2 1.38 1.36 0.13 0.08 
AGD 1 1.28 1.27 0.10 0.18 
BDS 2 33.95 33.91 1.52 1.08 
BDS 1 7.73 7.67 0.10 0.09 
BØR 16.69 16.61 0.70 0.63 
ING 10.85 10.87 0.76 1.03 
JMK 7.55 7.53 0.25 0.50 
KLO 1.61 1.61 0.29 0.35 
NSP 3.78 3.77 0.51 0.57 
PAN 1 11.01 10.94 0.52 0.47 
PAN 2 9.33 9.43 0.36 0.50 
SVE 1.50 1.50 0.07 0.08 
VRÅ 11.84 11.94 0.81 0.60 
Sum 118.48 118.41 6.13 6.15 

Table 3: Separation of the losses on 60 kV level and above in 
contributions from active and reactive power flows kW 

 A 
Shunt 
losses 

B 
Load 

C 
Wind 

D 
CHP 

E 
Sum 

AGD 2 19.30 14.49 0 -0.11 33.69 
AGD 1 32.67 16.48 0.89 5.74 55.78 
BDS 2 0.05 0.00 0 47.48 47.53 
BDS 1 53.53 11.62 68.62 13.78 147.54 
BØR 33.63 35.07 49.90 1.11 119.70 
ING 57.71 28.92 41.70 1.57 129.89 
JMK 25.27 27.82 -0.12 16.05 69.02 
KLO 27.44 9.17 0.21 5.79 42.62 
NSP 48.96 29.85 0.10 0 78.91 
PAN 1 29.98 36.51 29.92 0 96.41 
PAN 2 31.52 52.82 3.46 2.94 90.74 
SVE 28.61 8.41 0.31 10.31 47.64 
VRÅ 35.84 48.32 0.19 3.29 87.64 
60 kV 221.25 0 0 0 221.25 
Sum 645.76 319.5 195.18 107.94 1268.3 

Table 4:  Allocation of all the losses in kW 

 

A 
Allocated 

losses [kW] 

B 
Mean  

Volume 
[MW] 

C 
% of 

Volume 

D 
% of all 
losses 

Load 319.5 28.7 1.1 25.2 

10/0.4 trafo 
no load 333.7 28.7 1.2 26.3 

Load total 653.2 28.7 2.3 51.5 
Wind 195.2 9.9 2.0 15.4 

Wind trafo 
no load 60.9 9.9 0.6 4.8 

Wind total 256.1 9.9 2.6 20.2 
CHP 107.9 16.5 0.7 8.5 

CHP trafo nl 11.7 16.5 0.1 0.9 

CHP total 119.7 16.5 0.7 9.4 
Rest 239.4   18.9 
Total 1268.4 55.1 2.3 100.0 

Table 5:  The allocated losses relative to the total flows 
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kV system, it is concluded that the cross effects between load 
and production make a relatively small part of the total 
system losses, because the larger wind farms and CHPs are 
connected to the 60 / 10 kV stations through their own 
radials. Based on the regression analysis of feeders with only 
a few smaller wind turbines and CHPs, it is, however, 
concluded that some of the smaller units do contribute to 
lowering the losses. The reactive power transfer through the 
60/10 kV transformers and above only generates 5 % of the 
load dependent losses. 

APPENDIX 

Nomenclature 
Symbol Definition 

  �˜ Matrix product 

� > � @/.  
Element wise vector or matrix division –  
equivalent to ./ in Matlab® 

� > � @�x.  Element wise vector or matrix product  
equivalent to .* in Matlab® 

F  Complex quantity 

*F  Complex conjugate 

� � � �F�ƒ  Real part of a complex quantity 

� � � �F�‚  Imaginary part of a complex quantity 

F  Column Vector  

F  Matrix 

TF
 Transposed vector or matrix 

*TH FF � 
 Conjugate transposed vector or matrix 

� > � @jiF ,
 Row i, column j of the matrix 

�> �@iF  Element i of the vector 

� � � �FE  Estimate of mean value of a stochastic 
variable 

�� ��Fcov  Covariance matrix 
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Abstract— The main objective of this paper is the discussion
of the grid disturbance occurred in Europe on the November
4, 2006, focusing the study on the consequences in Spain. So,
countermeasures for avoiding similar events are being studied in
Spain, being presented in the �nal paper. On the other hand, a
discussion of the in�uence of this grid disturbance in a Spanish
wind farm is done using the voltages and currents measured with
a power quality analyzer placed in a wind turbine located in that
wind farm.

I. I NTRODUCTION

The leader countries in wind power (Germany, Spain, Den-
mark) built up their wind power installations updating their
objectives from year to year. Table I shows the Wind Power
installed in Europe by end of 2006. Recently, and due to
the installed wind power capacity �gures, different studies
on potential integration impacts have been performed, such
is the case of Spain, [1], [2]. Therefore, utility managers and
operators in those countries are studying the integration of
more wind power, since it becomes more important at these
levels.

National power systems are interconnected through trans-
mission infrastructure with the main aim of assuring the
security of supply by means of the mutual assistance be-
tween national subsystems. However, grid disturbances can
be transmitted from one national subsystem to another. So,
requirements imposed by Transmission System Operators
(TSOs) years ago did not take into account the Power System
Operation with Large Amounts of Wind Power, where faults
and grid disturbances can be transmitted from one country
to another. On the other hand, these grid disturbance effects
could be even bigger in the future since wind power installed
capacity is increasing year to year.

A grid disturbance occurred on 4 November 2006, when
there were signi�cant East-West power �ows as a result of
international power trade and the obligatory exchange of wind
feed-in inside Germany. These �ows were interrupted during
the event. The tripping of several high-voltage lines, which
started in Northern Germany, split the UCTE (union for the
co-ordination of transmission of electricity) grid into three
separate areas (West, North-East and South-East) with sig-

TABLE I

EUROPEWIND ENERGY GENERATING CAPACITY BY END OF 2006

Country Capacity(MW)
Germany 20:622
Spain 11:615
Denmark 3:136
Italy 2:123
UK 1:983
Netherlands 1:560
Portugal 1:716
Austria 965
France 1:567
Greece 746
Sweden 572
Ireland 745
Belgium 193
Finland 86
Poland 152:5
Luxembourg 35
Estonia 32
Czech Republic 50
Latvia 27
Hungary 61
Lithuania 55:5
Slovakia 5

EU-25 total 48:027

Accesion Countries 68
EFTA Countries 325:6

Source: European Wind Energy Association (EWEA)

ni�cant power imbalances in each area, �gure 1. The Western
Area was composed of Spain, Portugal, France, Italy, Belgium,
Luxemburg, The Netherlands, a part of Germany, Switzerland,
a part of Austria, Slovenia and a part of Croatia)

II. GRID DISTURBANCE EFFECTS INEUROPE

The power imbalance in the Western area induced a severe
frequency drop that caused an interruption of supply for more
than 15 million European households, [3].

In under-frequency areas (West and South-East), the imbal-
ance between supply and demand as a result of the splitting
was further increased in the �rst moment due to a signi�cant



Fig. 1. Schematic map of UCTE area split into three areas

amount of tripped generation connected to the distribution
grid. Full resynchronization of the UCTE system was com-
pleted 38 minutes after the splitting. The TSOs were able to
re-establish a normal situation in all European countries in less
than 2 hours. Due to the adequate performance of automatic
countermeasures in each individual TSO control area and
additional manual actions by TSOs a few minutes after the
splitting, a further deterioration of the system conditions and
a Europe-wide black-out could be avoided. In [3], a detailed
study of the events, and solutions is presented.

The total generation of the Western area when it was
disconnected from the other areas was 182.700 MW with a
negative power imbalance of 8.940 MW caused by the lost
from the power import from the East. This power imbalance
and the trip of some groups of generation provoked a great
fall of the frequency that required a great discharge to try
maintaining the frequency in correct levels, this discharge was
distributed in the next way: 6.460 MW in France, 2.912 MW
in Italy, 2.107 MW in Spain, 800 MW in Belgium and 1.101
MW in Portugal. In the South-Eastern also occurred a fall of
the frequency but was less important than in Western area
due the power imbalance was only of 770 MW from the
total generation of 29.100 MW. In the other hand, the North-
East area suffered a high over-frequency due an excess of
generation of more than 10.000 MW with an approximate
total power generation of 58.900 MW (around 6.000 MW
corresponded wind generation).

III. G RID DISTURBANCE EFFECTS INSPAIN

Spain was affected by the grid disturbance as it is shown in
�gure 1, being inside the under-frequency area. In Spain, this
disturbance provoked:

� The interconnection lines between Morocco and Spain
were tripped.

� Tripping of power installation CCGT de Arcos de la
Frontera (728 MW)

� Tripping of 2.800 MW in wind power, �gure 2(b). This
�gure shows the generated active power in tele-measured
wind farms coloured in blue, whereas the total estimated

(a) Load demand

(b) Wind power

Fig. 2. Load demand and wind power in Spain on November 4, 2006. Source:
REE

wind generated active power is coloured in pink. Around
10:12 p.m., wind generated active power diminished from
around 4.000 MW to 1.164 MW.

� 2.107 MW of load shedding, �gure 2(a). This �gure
shows the real demand coloured in dark blue, whereas
programmed demand is coloured in light blue and esti-
mated actual demand is coloured in pink.

The rates of load shedding depends on the TSO, being in
the case of Red Eléctrica de Espãna (REE), [4]:

� 49.0 Hz: 15% of load shedding with no delay.
� 48.7 Hz: 15% of load shedding with no delay.
� 48.4 Hz: 10% of load shedding with no delay.
� 48.0 Hz: 10% of load shedding with no delay.

On the other hand, frequency relays are installed in wind
turbines —maximum frequency (81M) at 51 Hz and minimum
frequency (81m) at 49 Hz, complying, in that time the Spanish



requirements, [5].

IV. GRID DISTURBANCE EFFECTS IN ASPANISH WIND

FARM

A power quality analyzer installed in a wind turbine, (model
Topas 2000 from LEM, recently adquired by Fluke) located
in a Spanish wind farm, measured voltages, currents and
frequency during the disturbance, �gures 3(a), 3(b) and 3(c).

Also, the power quality analyzer registers every 10 minutes
V RMS and frequency, this gives the posibility to see when
the system recovered its normal operation, 4(a) and 4(b)

The evolution of the voltages is seen in �gure 5(a), by
using a polar representation of the voltage space vector, [6].
From voltage space vector, the evolution of its amplitude is
represented in �gure 5(b).

As it can be seen in �gure 3(c), the frequency is falling
steadily until the 49 Hz level is reached, then the result of the
load shedding scheme of REE, 15% of the load with no delay,
is enough to restore the power balance between generation and
load in the system. This relay of minimum frequency could be
placed in the 132 kV line or in the substation transformer. As a
comment, the small frequency oscillation just before the time
0.5s could be explained as a probably disconnection of a not
very far protection adjusted to 49.5 Hz. Due to the conexion
con�guration of the power quality analyzer, when the voltage
level reaches zero the frequency is �xed in 50 Hz. This effect
can be observed comparing �gures 3(a) and 3(c), the vertical
dash-dot line place in both �gures serves as time reference.
It can be observed while voltage fall to zero the frequency
increases from 49 Hz to the 50 Hz level.

The Topas 2000 determines the frequency in the next
manner, [7]: for 10 s frequency values the sample data are
�ltered by 2nd order in�nite impulse response, the 3dB cut-
off frequency is 50 Hz for 50 Hz nominal frequency. Based on
the �ltered signal whole periods within 10 s intervals (taken
from the internal real time clock) are counted by detecting
zero crossings. The frequency is calculated by dividing the
number of whole periods by the duration of this number of
whole periods. The time interval is derived from timestamps
generated by the hardware of the �rst and the last sample
within the block of whole periods.

Figures 3(a) and 3(b) shows the currents and voltages of
the wind turbine. It can be seen that currents reduce to zero
where there is an overvoltage of around a 1.3 pu as the result
of the transients provoked by its disconnection. This process
takes less than 0.1s.

In terms of protective relaying criteria, the recently approved
regulation, [8], establishes that the minimum relaying protec-
tive devices in wind turbines must be coordinated with the
load shedding system of the spanish peninsula power system,
acting when frequency is going down of 48 Hz, at least during
3 seconds. On the other hand, maximum relaying protective
devices can act if frequency rises 51 Hz, [8], with the timing
established on the grid codes, being the proposal submitted to
the regulars the following:

� 50.5 Hz: 5% installed capacity
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Fig. 3. Measured voltages, currents and frequency in a wind turbine
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Fig. 4. Measured voltages RMS and frequency in a wind turbine

� 50.6 Hz: 10% installed capacity
� 50.7 Hz: 15% installed capacity
� 50.8 Hz: 20% installed capacity
� 50.9 Hz: 25% installed capacity
� 51.0 Hz: 25% installed capacity

In this way, the three second delay introduced in the
minimum frequency relay could help minimise the effect of a
premature disconnection of wind generation in case of a grid
disturbance as the one discussed here.
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[1] REE, “Produccíon éolica t́ecnicamente admisible en el sistema eléctrico
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Abstract — Wind power and other distributed generation cause new 
possibilities and challenges in power system restoration. The 
increased number of units will increase the complexity and the need 
of tools for off-line studies, training, automation and decision 
support. As a first step, an algorithm has been developed that can 
take a system from total blackout to normal operation. The 
algotrithm uses static power flows to assess the sequence of actions. 
The algorithm has been successfully tested on a model of a 
transmission system, the modified version of the CIGRE 
NORDIC32 test network with 32 switch yards and 35 power units.  

Index Terms — Automation, A*-search, Power system restoration. 

1. INTRODUCTION 

Worldwide, much effort has been taken to avoid blackouts by 
checking that power systems fulfil the (N–1)–criterion and 
by using automatic equipment that takes corrective action. 
Despite this, events, such as the blackouts in New York[1], 
Italy and Scandinavia[2] during autumn 2003, show that it is 
very important to be able to do a fast and reliable restoration 
after a blackout.  

The increased use of distributed generation and remote 
control makes it possible to do faster power system 
restoration at a lower voltage level. On the other hand, 
distributed power generation creates more uncertainty and 
complexity during the restoration process.  

Three cases where an automatic algorithm for power 
system restoration can be useful have been identified: 

1) On-line automatic power system restoration. 
2) On-line tool for supporting the operators in a restoration 

situation. 
3) Off-line comparative studies of the difficulties and 

possibilities with power system restoration in different 
situations in the net, summer or winter, different 
amount of wind power etc. 

This work mainly focuses on item three, but the algorithm 
can be applicable to other cases as well. The algorithm is 
computer-based so that it can be applied to systems with high 
numbers of generators such as wind turbine generators and 
other distributed generating units. Such a system is however 
not used in this paper. 

2. WIND POWER IN RESTORATION 

The power production from wind power will decrease the 
number of running thermal production units before a 
blackout and therefore the number of units available for hot 
restart after the blackout. This will increase the restoration 
time unless the wind power plants are used in the restoration.  

To make use of wind power, the restoration process must 
be able to handle different wind patterns as well as different 
load patterns and other variations of the restoration situation. 

This makes written static restoration plans harder to 
construct and use and is a strong motivation for more 

automated solutions that form the sequence of actions in real-
time. 

Depending on the controllability and size of the wind 
turbines or wind farms, wind power can take different roles, 
from being regarded as uncontrollable “negative loads” to 
highly controllable power plants with fast response in both 

active and reactive power. 
For small scale wind power the increased number of 

production units in it self increases the complexity of the 
restoration task. Altogether these factors increase the need 
for computer-based or even automatic restoration tools. This 
is the motivation for the algorithm presented here. 

3. CONTRIBUTION 

The main contribution of this article is to adopt a new and 
simple algorithmic approach to the over all restoration 

 
Figure 1. The CIGRE NORDIC32 is a model of a fictitious power system 

with certain similarities with the Nordel power system. The diagram 
shows the stations with their designations and all lines and transformers 

with approximate fictive geographic positions. 
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problem and show that it can solve fairly complex restoration 
problems in reasonable time.  

 
 

4. MODELLING 

A power flow model of the system is used for the 
calculations. Only the positive sequence is modelled and 
unsymmetries are thus disregarded. The algorithm can 
suggest a number of actions, see Table 1.The power system 
is simulated with a power flow calculation after every action 
in the search algorithm. The power flow calculation includes 
frequency calculation and limits on active and reactive power 
at power plants. The frequency calculation is developed from 
the concept of distributed slack bus. The frequency 
calculation assumes that all power units can be assigned 
frequency response characteristics in MW/Hz is applied over 
the entire control range. 

The program also contains a complete topology calculation 
and handles several electrical islands running at the same 
time by performing a separate power flow calculation for 
each of them.  

All connections and disconnections are made with 
explicitly modelled circuit-breakers. This includes the 
reconnection of load. Large loads have been sub-divided in 
smaller parts, typically 50 MW, that each is individually 
reconnected through the closing of a circuit-breaker. All 
automatics for on load tap changers, shunt reactors and shunt 
capacitors are assumed to be replaced with this algorithm 
during the restoration process.  

A feasible state is a state in which the voltage and 
frequency at all energized nodes are within set limits and the 
current in all lines and transformers is below their thermal 
limits.  

Circuit-breakers in non-energized parts of the power 
system are assumed to be open in the initial state, which is a 
fact when automatic zero-voltage tripping is employed. For a 
sequence of actions to be a valid solution to the problem, all 
intermediate states must be feasible. A state is described by: 

• Circuit-breaker positions 
• Tap changer settings 
• Voltage set points of generating units 
• Active power set points of generating units 
Since the load in this model is determined only by the 

circuit breaker positions, no extra state variables are needed 

for the load. The initial state is not predetermined but a result 
of the power system incident. 

5. ALGORITHM 

In general, the starting point is a power system with an 
arbitrary operating state. From this state, the algorithm must 
find a sequence of actions that lead, in the final state, to all 
loads being connected.  

The main difference between this problem and the 
planning problems normally studied in the artificial 
intelligence [3, part IV] domain is that the conditions that 
govern which actions are permitted cannot be expressed as 
explicit logical expressions. Instead they require a power 
flow calculation, after which it is possible to check whether 
variables such as voltages and frequency are within permitted 
limits.  

Consequently, traditional planning algorithms such as 
partial order planning [3, section 11.3] cannot be used. 
Among other things, it is difficult to use the technology [3, 
page 384] to search backwards from the target state towards 
the initial state, since there is no fixed target state. For these 
reasons, a more direct method is used, namely to search for a 
sequence of actions from the initial state towards a goal state. 
The algorithm is based on the A*-algorithm [3, chapter 4] 
and has been adapted to the power system restoration 
problem. The algorithm maintains a list of all known actions 
and states. At the beginning this list only contains the initial 
state. During each iteration of the algorithm a state is chosen 
from the list based on the value of an evaluation function. 
This evaluation function is calculated from a number of 
variables, e.g.: 

•   Frequency 
•   Voltages 
•   The amount of connected loads and generators 
•   The number of actions in the sequences 

A second evaluation function that contains a pseudo 
random term is used to select a suitable action to be applied 
on the chosen state; the resulting state is then calculated. The 
new action sequence with its resulting state is added to the 
list. The process continues until it finds a state where all 
loads are connected. 

6. RESULT 

The algorithm was tested using a modified version of 
NORDIC32 [4] with black start in north (CT72) and south 
(FT63) after a complete blackout. The model is shown in 
figure 1. The algorithm is able to find a sequence of actions 
that restores the power to all customers after about 800 
actions. The algorithm tests about 1600 actions before it 
finds the final sequence. 

On a PC with a 2 GHz CPU the search takes about 120 s 
for this model. 

The algorithm is randomized and about 30% of the 
initiations of the pseudo random number generator succeed 
in connecting all loads in the power system in the first try, 
when it does not succeed in reconnecting all loads the 
algorithm can be rerun with an different initiation of the 
pseudo random number generator. 

Table 1. Actions available to the algorithm.  

Open a circuit-breaker 
Close a circuit-breaker 
Operate the tap changer on a transformer one step up 
Operate the tap changer on a transformer one step down 
Increase the set point for active power at a generating unit 
by 10 % of the control range 
Decrease the set point for active power at a generating unit 
by 10 % of the control range 
Increase the voltage set point at a generating unit by 1 % 
Decrease the voltage set point at a generating unit by 1 % 
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Figure 2 shows the connection of load and generating 
capacity as the restoration progress.  

Figure 3 shows the frequencies in the system during the 
restoration. As can be seen the two islands are synchronized 
after about 380 actions. 

Figure 4 shows the search progress in the beginning of the 
search. 

The algorithm tests a number of actions until a better state 
is found and then it tests to apply actions on that state. It is 
rather uncommon that the algorithm regrets a chosen state 
and tries to apply actions on an earlier state, but it is possible 
by this algorithm. 

 

7. FUTURE WORK 

The following future enhancements of the algorithm would 
be interesting to investigate: 

1. Improve the algorithm so it will be able to succeed in 
shorter time and in more difficult cases. This can be 
done by a number of ways for example: 

a. Tune the parameters of the evaluation 
functions. 

b. Include the current number of actions tried on 
a state in the state evaluation function in 
order to promote the investigation of less 
closely related states. 

c. Improve the action evaluation function. 

2. Use “energy not delivered” for optimization instead of 
“number of steps to all loads connected”. 

3. Make models of loads and power plants that include 
time dependencies such as, start time, ramping of 
power plants and cold load pick-up. 

4. Improve the algorithm so it will be able to handle 
uncertainties in model data such as the size of loads 
and generation. This may also include handling of 
equipment malfunctions. 

5. Verify restoration sequences in a dynamic power 
system simulator. 

6. Interface this algorithm with a real time operator 
training simulator such as ARISTO[5]. 

Future studies on the impact of variations in different 
search parameters and model parameters are also needed.  

One of the goals of the project is to study how distributed 
generation, not remotely controlled, affects the restoration 
process.  

The algorithm is designed so that, given an arbitrary state, 
it attempts to find a sequence of actions that leads to a better 
state. For this to work satisfactorily, the evaluation function 
(prioritization function) must give clear guidance on which 
state appears best. Therefore, if modelling and evaluation 

 
Figure 2. Result from restoration from north and south after a complete 

blackout in the NORDIC32 system. The upper line represents the amount 
of connected active generating capacity. Lower line represents the amount 
of connected active load. Both lines are plotted as a function of the number 

of actions taken in the final sequence. The total amount of load in the 
system is 10 900 MW. 

 
Figure 3. Frequencies as functions of number of actions applied in the final 

sequence. 

 
Figure 4. Length of sequence as function of number of investigated states 

zoomed in at the beginning of the sequence. Grey lines represent actions that 
are not used in the final sequence. 
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functions are adapted, situations other than restoration can be 
managed. This makes it possible to manage minor 
disturbances, adjust the voltage profile and so on.  

The developed software with its source code will also be 
made available for other researchers. 

8. CONCLUSION 

The investigated algorithm gives promising results on this 
simplified restoration problem. Since no direct assumption of 
the over all restoration plan is done the algorithm should be 
able to adapt to very different restoration situations. As 
restoration processes are known to contain many unexpected 
events such as equipment malfunction, it is not realistic to 
rely on one pre-computed sequence of actions. In practice, 
the algorithm is instead re-run as soon as the result of a taken 
action differs significantly from the expected. 

An algorithm like this could be used all the time to give the 
operators suggestions of actions, total restoration are just one 
of the more challenging situations to test such algorithm at. 
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Abstract —This paper presents a measuring system build for 
documentation of voltage conditions in medium voltage (MV) 
systems and for verification of a high frequency simulation of 
transients in wind farm collection grids. The system consists of 
three units of measurement synchronized using GPS. Phase-earth 
voltages are measured using capacitive voltage sensors and phase 
currents using Rogowski-coils. The measurements are performed 
synchronously with 2.5 MHz sampling frequency in the three 
different measurement points in the grid. The measurement system 
runs on a Windows XP PC using National Instruments hardware 
and software developed in LabView for streaming data to an 
external FireWire harddisk.  

Index terms — Transient measurements, wind farms, switching 
transients, synchronization, data sampling, and medium voltage 
(MV) systems. 

1. INTRODUCTION 

Although the wind power development is still mainly based 
on land sites, a number of large offshore wind farms have 
been developed, and there are significant plans for further 
offshore wind power development, e.g. in Denmark, 
Germany, the Netherlands and United Kingdom.  
This development yields a need for accurate models of all 
main components in a wind farm (WF) as simulations are 
widely used to predict what happens in case of faults and 
switching operations in the grid and to verify design choices. 
The need for accurate simulations is major for offshore WFs  
as consequences of faults are more severe in terms of repair 
costs and lost revenue than for a land based WF. Transients 
from switching of circuit breakers (CB’s) and fault situations 
in the MV collection grid can result in break down of 
components and therefore need to be addressed.  
The result of simulations can always be questioned 
depending on the accuracy of the component models used in 
the simulation program, and validation of models and 
simulations with reliable measurements performed in a real 
large WF, makes it possible to verify and improve the 
simulations to give more reliable results.  
Furthermore documentation of actual voltage conditions and 
current flow in a real WF gives useful information 
concerning the design parameters for the components and 
which level of stress they are going to have to withstand.  

2. DEFINING THE SPECIFICATION OF THE MEASURING SYSTEM 

The purpose of the measuring system is to document high 
frequency transients in large off-shore wind farms. The 
amplitude, the time derivative and the propagation time of 
the voltage and current transients are important and this 
reflects in the specifications for the measurement system. 

The number of measurement channels is given: Three 
voltages and three currents - totally six channels. The highest 
frequency simulated in [1] is 625 kHz, therefore the sampling 
frequency is selected to 2.5 MHz giving a Nyquist frequency 
of 1.25 MHz. The maximum amplitude of the transients in 
[1] is calculated to be below a maximum of 80 kV, this peak 
value sets the upper limit for measurement of the voltage. To 
be able to record propagation time of a transient in the MV 
collection grid, it is crucial that the measurement in the three 
different locations in the WF are synchronized within one 
sample e.g. 400 ns. To be able to record a switching transient 
in the WF, the measuring system then must record data 
continuously for up to 5 minutes, as the switching sequence 
has to be coordinated with the grid operator manually by 
phone and exact timing is not possible. To use the data, they 
must be stored on a harddisk and in a format that can be read 
and browsed at a reasonable speed.  

3. BUILDING THE SYSTEM 

The measuring system consists of a recording system and 
transducers for measurement of voltage and current. 

3.1. Data recording system 
To meet the specification several solutions where discussed, 
from oscilloscopes to PXI-system, but the selected solution 
show in Figure 1 is based on PCI-cards and a stationary 
Windows PC, as this solution was the most cost efficient 

powerLAB
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Figure 1 Principle diagram of measurement system 
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The system is an extension of DELTA’s exciting measuring 
system for power quality measurements according to IEC 
61400-21 [3]: powerLAB. 
The data acquisition card is a PCI-card from National 
Instruments, it features simultaneous sampling of 8 channels 
at a maximum sampling rate of 2.5 MHz with a resolution of 
14 bit. Saving data in LabView’s TDMS-format gives 30 Mb 
data pr second from 6 channels. The operative system must 
be able to stream this amount of data to an external Firewire 
harddisk or an internal SATA harddisk.  
The synchronization is based on a GPS timing device where 
one pulse per second and a 10 MHz clock signal are 
available together with a time stamp via serial interface. The 
precision of the GPS time is 100 nanoseconds. The time 
stamp is used for starting the measurement simultaneously in 
the three measuring points. The 10 MHz is divided by four to 
get a 2.5 MHz signal used for driving the AD-converters.  
As break-out box NI suggest BNC-2110 Noise-Rejecting 
BNC I/O Connector Block, but test showed that the 
synchronization 10 MHz signal was easy disturbed in the 
connector block. The 10 MHz signal was disturbed by the 
measurement signals when switching with wind turbine and a 
new break out box was therefore designed, where all 
measuring signals and timing signals has a good ground 
reference. The new break-out box is also grounded together 
with the rest of the system.  

3.2. Transducers 
Measurement of high voltage at the transformer of a wind 
turbine involves some safety issues that have to be addressed, 
and furthermore connecting laboratory test equipment on a 
WT is generally not possible, therefore a capacitive voltage 
sensor system has been developed which utilizes standard 
high voltage equipement, thereby resolving the safety issues.  
A standard high voltage T-connector is connected to the 
transformer as a “dead-end” and the phase to earth voltage is 
measured using a capacitive end-plug. The capacitive end-
plug is normally used for control measurement only and not 
for precision measurement. The T-connector with capacitive 
end plug is shown in Figure 2. DELTA has developed and 
builds an amplifier for precision measuring with high 
frequency response on the end-plug.  As the capacitance is 
very small, the measuring system is very sensitive to 
electrical fields and an efficient shielding is necessary to get 
a useful measurement.  As the capacitive end-plug is not 
produced for precision measurements each end-plug / T-
connector /amplifier combination has been calibrated with a 
known voltage signal before use.   
The voltage measurement system consists of a standard T-
connector with a capacitive end plug and an amplifier.  
The specification of the system are: 20 nF input capacitance, 
giving a voltage ratio of 8500 : 1 depending on the end-plug, 
maximum input voltage of 85 kVpeak, output voltage ± 10 
V, LF (3 dB) fL = 1 Hz and HF (3 dB) fH= 10 MHz.  
 
Currents are measured with a Rogowski-coil sensor from 
Powertek. The flexible Rogowski-coils were chosen because 
the installation is very easy and it is always possible to get 
the coil around the cables. The specification is: 10 mV/A, 
peak current 600A, LF (3 dB) fL = 0.55 Hz and HF (3 dB) 
fH= 3.0 MHz. 
 

Switchgear

MV Grid

T-connector

End-plug with 
capacitor

Measuring point

1-2 pF

Shielded cable 
to amplifier

Shielded 
end-cap

PE-shield in cable 

Conducting 
rubber

  

Figure 2 Capacitive measuring end-plug in standard T-connector. 

3.3. Test of the system 
Test of the system showed, that saving with 30 Mb/s is close 
to the limit of what can be possible on a Windows PC. To 
make the system continuously running, it was necessary to 
completely reinstall the PC and only have the must critical 
processes running. After this the data-recording runs 
continuously until the hard disk is full.  
Synchronization was tested by setting up the three systems 
together and measuring the same signal. The three GPS 
receivers were placed on each side of the building, so the 
GPS receivers did not find the same satellites. After 5 
minutes of recording the synchronization was still within one 
sample (400 ns) between the three systems. 
 
The voltage sensor system is calibrated in the laboratory, and 
frequency response, temperature dependency and voltage 
linearity is documented. 
Frequency response is tested using a network analyzer and 
the result shows that the system is linear up to 10 MHz (1 
dB). In the high voltage laboratory the voltage linearity of 
the system is tested. The voltage ratio (input divided by 
output voltage) is linear up to 20 kV within 1 %. To 
determine the relation between temperature and the voltage 
ratio the system was cooled down to – 25°C and heated to 
+55°C. This showed the voltage ratio of the system is within 
1 % in a temperature range from +10°C to +40°C and has a 
temperature coefficient on the voltage ratio -650 ppm with 
20°C as reference temperature. 
 
The data stored on the hard disk is easy to read and display 
using a standard LabView TDMS reader.  
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4. MEASUREMENT RESULTS 

Measurements where made on Nysted Offshore Wind Farm, 
Denmark. The 72 off-shore wind turbines are placed in a 
parallelogram consisting of eight rows of nine wind turbines 
each. The wind turbines are delivered by the Danish wind 
turbine manufacturer Siemens Wind Power (BONUS). The 
tower is 69 m and the rotor has a diameter of 82 m. Each 
wind turbine has a max. production of 2.3 MW. The total 
output of the off-shore wind farm is 165.6 MW. 
Measuring points were chosen to be (see Figure 3): 

�x At the transformer platform after the circuit breaker 
for radial A (the radial on the west side of the farm). 

�x At wind turbine A01, the first turbine in the radial 
A. 

�x At wind turbine A09, the last turbine in the radial A.   
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Sae cable
132 kV to shore

GPS
satelite

System 3

GPS
Reciever

Transformer
33/33/132 kV

GPS
Reciever

System 1

System 2

GPS
Reciever

 
Figure 3 Measuring points at Nysted Offshore Wind Farm  

Several switching transients where generated and recorded 
by switching the line breaker for the radial A and the load 
breaking switch in turbine A09. 

Switchgear

powerLAB

Submarine cable 

Transformer
33/0.4 kV

Generator

 

 Figure 4 Measuring points in the wind turbine  

 

4.1. Closing of line breaker radial A 

The line breaker for the first row of wind turbines (radial A) 
was switched off and on to record the energisation of the 
radial cable and the magnetisation of the transformers in the 
nine wind turbines connected to the radial. 
The opening of the breaker is not shown here. For the closing 
of the line breaker the voltages are shown Figure 5 and the 
currents in Figure 6. Time /div is 20 ms. 
 The voltages measured at the three locations are very similar 
at the ms time scale, and except for the first few milliseconds 
immediately following the energization the voltages appear 
not to be distorted (i.e. the short circuit power level is high 
enough to sustain the voltage during energization of a radial 
without significant distortion). 
 

 

 

 
Figure 5 Voltage measurements at three locations during closing of the line 
breaker. Top: Transform platform, Middle: Turbine A01,  Bottom: Turbine 

A09. Time: 20ms/div  

 

 

 
Figure 6 Current measurements at three locations during closing of the line 
breaker. Top: Transform platform, Middle: Turbine A01, Bottom: Turbine 

A09. Time: 20ms/div. 

The currents measurements clearly show the effects of the 
saturation of the wind turbine transformers which results in 
very asymmetrical currents. In the wind turbines peak 
currents reach 125 A (i.e 2.2 p.u.) in the first period and 
decrease to under 1 p.u. after 10 periods. Although the wind 
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turbines are identical is the current more distorted in turbine 
A01 than in turbine A09.  
On the transformer platform the measured current peaks at 
1190 A (i.e. 2.3 p.u.) 
With a 50µs/div resolution is it possible to see the voltage 
wave traveling from the transformer platform to turbine A01 
and to A09 during the period after closing of the breaker. The 
closing of the breaker does not happen simultaneously for the 
three phases: there is a delay from phase 2 (green) is closed 
to phase 1 (red) of 227 µs and from phase 2 (red) to phase 3 
(blue) another 140 µs. It can be noted that the energization of 
an individual phase doesn’t affect the voltage of the other 
phases. This is because the phase cables are shielded and 
grounded individually, and therefore there is no appreciable 
capacitive coupling of the phases. 
The amplitude of the voltage at the transformer platform is 
18.3 kV and the front of the wave is very sharp.  

It takes the wave 21 µs to travel from the platform to A01, 
where the front of the wave is rounded due to damping in the 
cable. The amplitude is of the front is 15.5 kV. It takes the 
wave 25 µs to travel from A01 to A09.  
At A09 the wave meets an open end and the voltage is 
doubled to 27 kV and the front is rounded.  
The wave travels back to A01 in 25 µs and from A01 to the 
transformer in 21 µs. 
The corresponding current measurements, shown in Figure 8 
show the primarily capacitive current charging the submarine 
cable of radial A measured at the platform reaching 600 A 
peak, and narrow 15 A to 30 A current peaks less than one 
microsecond wide measured at wind turbine A01 and A09 
due to the charging the capacitances of the MV transformers 
in the wind turbines. 
 

 

 

 

 
Figure 7 Voltage measurements at three locations during closing of the line breaker. Top: Transform platform, Middle: Turbine A01, Bottom: Turbine A09. 

Time: 50µs/div. 
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Figure 8 Current measurements at three locations during closing of the line breaker. Top: Transform platform, Middle: Turbine A01, Bottom: Turbine A09.  

Time: 50µs/div. 

 

4.2. Closing of the load breaking switch in wind turbine A09 
Opening and closing of the high voltage switch in a wind 
turbine is a normal operation that can happen many times 
during the life time of the offshore wind farm. It is therefore 
important to investigate if this practice produces any 
transients that can affect the wind turbine transformer or 
even the other turbines in the wind farm. 
Figure 9 shows the voltage and Figure 10 shows the current 
in the three measuring points during closing of the switch in 
wind turbine A09. The other wind turbines of radial A 
including A01 were stopped during this test. There is no sign 
of any voltage transients from the switching on neither A01 
nor at the transformer platform, as the short circuit power in 
the wind farm is high enough to hold the voltage during 
magnetization of the transformer of A09.  The measurement 
in A09 show the current drawn for magnetization of the wind 
turbine transformer, which peaks above 125 A (the current 
probes saturates at 125 A) which is significantly higher than 
what was measured when switching with the line breaker for 
radial A. At wind turbine A09 the saturation of the 
transformers result in a very asymmetrical currents and peak 
currents above 125 A (i.e. 2.2 p.u.) in the first six periods. 
After 18 periods the peak current has fallen to below 1 p.u. 
The measurements performed in wind turbine A01, which 

was connected but not operating, show some distortion of the 
no load currents. 
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Figure 9 Voltage measurements at three locations during closing of switch in 

the wind turbine A09. Top: Transform platform, Middle: Turbine A01,  
Bottom: Turbine A09. Time: 20ms/div. 

 

 

 

Figure 10 Current measurements at three locations during closing of switch 
in the wind turbine A09. Top: Transform platform, Middle: Turbine A01, 

Bottom: Turbine A09. Time: 20ms/div. 

 

5. CONCLUSION 

Three GPS synchronized measuring systems have been built 
and used for simultaneous measurement at three different 
locations in a large off-shore wind farm. The precision of the 
synchronisation is better than or equal to one sample (i.e. 400 
ns). The sampling frequency has been set to 2.5 MHz and 
simultaneous recording of six channels at 14 bit resolution 
totally producing 32 Mb of data per second is recorded onto 
a harddisk. A voltage measuring system for medium voltage 
based on standard T-connectors with a capacitive end-plug 
and an amplifier has been developed for the measurements. 
The voltage measuring system has a linear frequency 
response up to 10 MHz, the voltage ratio is also linear up to 
20 kV.  
Measurements have been made with the three systems at 
Nysted Offshore Wind Farm, Denmark and measuring results 
has been presented.  
The measurement results will be used for verification of 
simulation models of the wind farm thereby making it 
possible to have a more accurate determination of transient 
voltage conditions in a wind farm during faults and switching 
events. 
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Abstract — Computer models of wind turbine generators for power 
system studies have recently been developed and supplied to power 
system operators worldwide.  There appears however to be no 
consensus on the level of modelling detail required.  Also, the 
models developed vary widely in complexity and performance. A 
number of TSOs, who operate in all four European networks, 
therefore decided to collaborate in comparing the response of wind 
turbine models in their respective power system simulation software 
packages. 

This paper describes the process by which the TSOs were able to 
agree to collaborate in this effort without breaching their licence 
obligations in regard to confidentiality, and summarises the 
progress made to date in comparing and validating the performance 
of wind turbine models in multiple software packages. 

Index Terms – Power System Planning Studies, Transmission 
System Operator, Wind Turbine Modelling. 

1. INTRODUCTION 

The rapid pace of development of wind turbine (WT) 
generation technology – particularly of the doubly-fed 
induction generator (DFIG) and full converter (FC) types – 
coupled with the growing level of applications to connect 
such new technology to the power network, increases the 
need of the host transmission system operator (TSO) to 
adequately represent these generators in its localised and 
system-wide simulation studies. Much valuable work has 
been done by manufacturers and research establishments to 
simulate the dynamic response of DFIG and FC machines to 
various types of disturbances, both from the mechanical 
(wind energy conversion) and electrical (network) sides of 
the machine.  These have resulted in a broad measure of 
agreement on the modelling practices used to represent these 
technologies.  However, in the authors’ experience, these 
models tend to be very detailed, focusing on the 
manufacturers’ own R&D objectives, and many are not well-
suited to the requirements of utilities’ multi-machine stability 
studies. Furthermore, manufacturers’ legitimate desire to 
protect commercially sensitive information can inhibit the 
open disclosure of testing and verification of the models, 
which further limits the TSOs’ confidence in the suitability 
of the models for utility applications. 

Computer models of conventional synchronous machine 
have been developed to the stage where there is an industry-
wide consensus as to what constitutes a valid and useable 
model. Also, the response of these models to network 
disturbances is well understood and familiar to users.  The 
structure of many synchronous machine models including 
associated control systems are publicly available (e.g. in 
IEEE block diagram format), as are ‘typical’ machine and 
control system parameters (whilst remaining confidential in 
specific projects). This, together with the mature status of 
conventional machine modeling in commonly-available 
power system simulation packages, gives TSO users good 

reason to be confident in their system studies. This is not 
presently the case with wind turbine models. 

Another difficulty faced by TSOs when including wind 
turbine models in their system studies is that they frequently 
receive these models as ‘black box’ elements to be 
incorporated into their power system simulation packages. 
Where problems develop with a particular model, or an 
inexplicable interaction occurs between several models, it is 
impossible to remedy or even investigate the cause. Even if a 
mathematical description of the model is available, the 
challenge for the TSO is to be sure that the encrypted code 
credibly reproduces the machine’s actual response to 
network disturbances.  

In addition, TSOs need such models to be compatible with 
other models used in multi-machine system studies. This 
implies not only comparable simplifying assumptions 
(especially as regards the model/network interface, and the 
neglect of very small time constants), but also that the 
maximum integration step should conform to their common 
practice in synchronous machine studies.  In the authors’ 
view, this is not the case with many current WT models.  

All of these factors combine to reduce the confidence that 
TSOs have in the validity and reliability of their connection 
and system stability studies involving WTs.  

2. SOLUTION ADOPTED 

To address this challenge constructively and methodically, 
the TSO members of the European Wind Turbine Model 
Validation Technical Panel (the EWTMVTP) agreed to 
collaborate on a programme of simulation studies to compare 
the response of wind turbine models in their respective 
power system simulation platforms, using commonly-agreed 
single- and multi-machine test networks. The members of the 
EWTMVTP – National Grid Electricity Transmission, 
Scottish Power Transmission, Scottish Hydro Electricity 
Transmission, Eirgrid, Northern Ireland Electricity/SONI and 
Energinet.dk – operate in all the four synchronous networks 
of Western Europe.  The Panel also secured support from an 
independent Consultant with considerable experience and 
expertise in power systems modelling and simulation. 

2.1. Preliminary Issues and Working Agreements 

Before the Panel could begin their work, a number of issues 
had to be addressed.  These included:- 

·  Drafting a multi-party collaboration agreement and Non-
Disclosure Agreement (NDA) which allows the TSOs to 
co-operate to a defined and limited extent whilst 
respecting their licence obligations and preserving the 
confidentiality of the manufacturer’s technical 
information. Key to this agreement is the Panel’s 
undertaking to study a particular WT model only with the 
prior consent of the manufacturer concerned, and not to 
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publish their study results without the manufacturer’s 
agreement. 

·  Securing the agreement of the relevant manufacturer for 
their WT model to be included in the study and for the 
participating TSOs to exchange such information on their 
respective versions of the model as was necessary to 
ensure like- for-like comparison. 

·  One of the factors the TSOs must take into account is that 
their interest in a particular WT usually begins with a 
connection application, which their licence conditions 
oblige them to keep confidential.  The Panel therefore 
decided that each TSO should carry out their simulations 
for this exercise independently of each other using their 
own power system software, and designed the test 
network and conditions to be unrelated to any specific 
connection application. 

·  Agreeing Panel governance, including the financing of the 
work and each party’s role. This included defining the test 
networks and test conditions, the studies to be performed, 
and procedures for the unbiased comparison and 
interpretation of study results and of investigating and 
resolving differences without breaching confidentiality. 

2.2. Panel Membership and Organisation of Work 
Initially, the Panel decided to limit its membership to TSOs 
with a direct interest in the WT models under consideration: 
principally in order to keep the management of its work 
simple. Thus windfarm developers and power system 
simulation software developers were not asked to participate 
in the work of the Panel, although we do welcome their 
support and cooperation.  

Each Panel member covers its own costs and is expected to 
take on a reasonable share of the workload – which mainly 
comprises the working up and snagging of the models and 
data, and the execution of the simulations. Face-to-face 
meetings of the Panel are kept to a minimum: typically only 
to review results and reports, or to meet with the 
manufacturer concerned. The Panel’s remaining workload 
mainly involves liaison with WT manufacturers to obtain 
their consent and cooperation, and the collation and reporting 
of multiple study results, which is carried out by the 
independent Consultant. 

3. TEST NETWORKS AND TEST CONDITIONS 

The Panel settled on two test networks:- 

BN1 (figure 1). This is a simple single-machine/infinite bus 
network, similar to that used in calibrating excitation 
controllers of synchronous generator models and to the 
networks used in manufacturers’ WT simulations. 

Figure 1. Test  network BN1 

Whilst not specifically representative of actual system 
conditions, it does permit the fault response of the WT model 
and the influence of its control systems to be simulated 

without introducing too many external complications.  Also, 
by suitable choice of network parameters, it can represent 
conditions at the point of connection of a WT to the TSO’s 
network.  Thus the response of the model in this network can 
be made indicative of that observed in commissioning tests, 
although this is beyond the scope of work of the Panel. 

BN2 (figure 2). This network captures some of the 
characteristics of a multi-machine system without requiring 
an excessive amount of data or introducing too many 
uncertainties as to its response to faults and/or circuit 
switching.  The network allows the representation of up to 
three test models (windfarms) connected to the 
corresponding system HV busbar, and allows the Panel to 
examine their interaction with six groups of conventional 
synchronous machines (S2, S3, S5, S6.1, S6.3 and S7). 

Figure 2: Test network BN2 

With the parameters chosen, this system is known to exhibit 
a very lightly damped oscillatory response to faults such as 
those indicated. Thus it is expected to expose the test WT 
models to sustained transients and machine interactions of a 
kind that actually occur on large power systems.  Also, as its 
complexity lies midway between that of BN1 and a full 
multi-machine system, it gives TSOs some indication of 
what to expect in a full system simulation with many 
windfarms represented. 

3.1. Test Conditions 

Both networks offer considerable scope to apply a variety of 
disturbances in systems of different strength.  

For its initial studies, the Panel decided on the programme of 
tests listed in Table 1. These are designed to explore the WT 
model response to system conditions of particular interest to 
the TSOs. Transformer tap steps test the operation of WT 
MVAr/voltage controllers, whilst network faults allow 
comparison of its fault ride-through and transient stability 
performance. 

Some of the tests defined for each network are designed to be 
similar in effect: this redundancy is intended to ease 
comparison and verify study continuity.  Other tests will be 
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added to the list as and when they are deemed necessary and 
appropriate to the particular WT model under examination. 

Note that network BN2 offers the possibility of simulating 
unit tripping or load switching to investigate frequency 
response capability, or to explore interaction (if any) between 
different WT models.  But again this is outwith the scope of 
the Panel’s workplan.  

In each test, the simulations are performed for a duration of 
30s, using a 5ms integration timestep (fixed or maximum 
according to the simulation package), with the test 
disturbance applied at t=5s. 

4. PRELIMINARY STUDIES 

Before carrying out comparative simulations on WT models, 
the Panel’s initial efforts were directed to rehearsing and 
fine-tuning the test procedures.  

The aim of this step was to verify the equivalence of the test 
network data and conditions in each TSO’s simulation 
software, before progressing to examine WT models. It was 
considered advisable for each TSO to satisfy themselves as 
to the viability of the planned test procedure on their own 
power system analysis software for a selected test case using 
conventional synchronous models. 

 In this initial phase, three simulation platforms were used – 
Siemens/PTI’s PSS/E, DIgSILENT’s PowerFactory and 
Tractebel’s Eurostag.  There is no significance to this choice: 
they are simply the software packages currently used by the 
participating TSOs. 

In the event, this proved a very necessary step, as it allowed 
the Panel to verify the consistency of the network and model 
data, the initial conditions and the simulation parameters 
across each of the simulation platforms used with known 
models.  Inevitably, even with ‘identical’ models and data, 
the different software packages gave slightly different 
answers when simulating the same test condition, due to 
many factors outside the TSOs’ control – even when using 
conventional and well-understood models. Such factors as: 
the integration algorithms used; the treatment of the 
machine-network interface; the treatment of infinite busbars 
and reference frames; and the different modelling of loads 
and controllers, all cause the simulation results to diverge 
slightly. 

Notwithstanding all of the above, the Panel were able by 
means of these preliminary studies to obtain a very good 
sense of the agreement that might reasonably be expected 
across the different simulation platforms. Figure 3 and 4, for 
example, show the response of test (synchronous) machine 
#1 generated real and reactive power in test #13 for each of 
the three simulation packages – identified here only as (1), 
(2) and (3).  There is a small but noticeable difference in 
each case, but we consider the agreement is good enough for 
the Panel’s purposes. 

Figure 3: Real power of Test machine 1 in Test #13 
 

Figure 4: Reactive power of Test machine 1 in Test #13 

5. WT MODEL STUDIES 

The Panel is currently working on WT models from several 
manufacturers covering a variety of types of WT technology. 

In compliance with the Panel’s agreement to respect their 
confidentiality, the authors do not propose to name these 

Table 1. Test conditions applied.  

Test 
# 

Net 
work 

Test 
Model 

Test Condition 

1 BN1 100MW 
WT 

Single tap increment to the windfarm 
transformer, TESTC-TESTB 

2 BN1 100MW 
WT 

3-phase fault at TESTA, cleared by 
opening one of the circuits TESTA-INFB2 

5 BN2 
100MW 
WT at   

BUS001 

Single tap increment to the windfarm #1 
transformer, TESTC-TESTB  

6 BN2 
100MW 
WT at   

BUS001 

3-phase fault at BUS001, cleared by 
opening BUS001-BUS003 circuit  

7 BN2 
100MW 
WT at 

BUS001 

3-phase fault at BUS001, cleared by 
opening BUS001-BUS004 circuit #1 

11 BN2 

100MW 
WTs at  
busses  
1,4 & 5 

Single tap increment to the windfarm 
transformer, TESTC-TESTB 

12 BN2 

100MW 
WTs at  
busses 
1,4 & 5 

3-phase fault at BUS001, cleared by 
opening BUS001-BUS003 circuit  

13 BN2 

100MW 
WTs at  
busses 
1,4 & 5 

3-phase fault at BUS001, cleared by 
opening  BUS001-BUS004 circuit#1 

 

Test 13: 140ms fault @ BUS001
cleared by opening BUS001-BUS004 cct1
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manufacturers, or to present results of our work on their 
models.  Suffice it to say that they are among the major 
providers of new technology WTs in the European market, 
and that the results obtained so far give the Panel confidence 
that it is progressing in the right direction. 

In reaching this stage of our work, the Panel has benefited 
greatly from the manufacturers’ advice and cooperation. 
Other manufacturers are welcome to support our effort 
provided they have, or plan to have, wind turbines installed 
in at least one of the areas covered by the TSOs in the Panel, 
and they consent to the Panel’s aims . This welcome is also 
extended to manufacturers of HVDC converters, including 
the VSC converter technology which is expected to play an 
increasing role in the connection of large scale offshore 
wind. 

Manufacturers who do support the Panel’s work are 
encouraged to take an active role in progressing their model 
through our tests.  They will receive, in confidence, full 
details of the test networks and results relating to their own 
WT.  We encourage them to compare our results to their own 
simulations and laboratory or site tests on actual WTs: we 
believe this is the ultimate validation of any model.  They 
will also receive, if they wish, copies of models of their WTs 
that have been developed by the Panel in the course of this 
work, which they may release to third parties without any 
form of liability or service offered by the Panel. 

The authors wish, however, to stress that the Panel’s aim is 
not to compare WTs of different manufacture or technology, 
but to compare representations of a particular WT model in 
several power system simulation packages in order to satisfy 
themselves that these produce essentially the same, correct, 
response to network disturbances, preferably validated by 
comparison with tests on a real machine. 

It is hoped that our cooperative efforts will lead to benefits 
for all concerned, TSOs and manufacturers, through a 
common understanding of the scope of application of the 
models, a shared confidence in their veracity, and – 
ultimately – to better and more reliable WT models. 

6. PRELIMINARY CONCLUSIONS 
The work of this project is not yet complete.  Indeed it will 
not be for some time, given the rapid pace of technology 
developments in this field. However, some of our initial 
conclusions are summarised below:– 

�  We need clarity on the p.u. basis of the model data.  
Many models base the mechanical side data (turbine 
limits, pitch controllers, etc) on the rated power of the 
machine, and the electrical data on its rated MVA.  Since 
the rated MVArs of a WT depend on its connection and 
application, the former might be the better choice, but 
consistency and clarity are needed. 

�  Controller limiters need to be better defined and 
implemented.  In some cases these are non-windup limits, 
in other cases not. Several apparent differences in 
controller response (especially on the MVAr/ voltage 
controller side) were ultimately tracked down to 
differences in the representation of limits. 

�  It remains an open question how detailed the WT model 
needs to be.  Many models include the highly non-linear 
wind-power characteristic, and with that the blade pitch 

controller dynamics. Yet in some cases, the authors have 
noted that the assumption of constant shaft mechanical 
power (which ignores all the above) gives practically the 
same dynamic response to network disturbances. Blade 
pitch dynamics may need to be represented if that is 
pertinent to the WT’s fault ride-through response: this 
will be considered further. Nevertheless this simplifying 
assumption does lead to a simpler WT model, and is at 
least consistent with the assumption commonly made in 
simulating e.g. synchronous machine fault response. 

�  Very detailed or highly complex models cause difficulty 
in reliably and consistently initialising the WT model 
(especially from the loadflow terminal conditions: many 
assume a pre-knowledge of wind speed), rendering them 
impractical in multi-machine system studies.  

�  Great care has to be taken to ensure that the system load 
flows and model initial conditions are the same for the 
different software platforms, especially in regard to off-
nominal transformer taps, voltage profiles and machine 
MVArs. Slight differences in these can give very 
misleading divergence in the WT’s dynamic response. 

�  As discussed above, unavoidable differences between 
simulation packages means that perfect agreement 
between simulations will not be achieved.  A reasonable 
degree of divergence in response has to be accepted.  
However, this should not be significantly more than can 
be ascribed to the differences in simulation software and 
efforts should be made to minimize these differences. 

This paper has outlined a collaborative utility-led process 
that has been (and continues to be) successfully followed by 
a group of TSOs to test dynamic WT models on a variety of 
power system simulation platforms.  Such models are 
essential for the accurate simulation of the transmission 
system as increasing volumes of new-technology wind 
generation are connected to the system. They will help to 
ensure that TSOs’ simulations and planning studies reliably 
and credibly represent the effect of WTs on system stability 
and security, and fairly reflect their projected compliance 
with Grid Code requirements. 

The legitimate desire of WT manufacturers to protect the 
confidentiality of their technology has sometimes acted to 
hinder utilities’ efforts to assess and verify WT models 
suitable for use in transient stability studies or other dynamic 
network simulations.  The Panel is very aware of the 
commercial sensitivity of much of the information provided 
by manufacturers and operates under the terms of an NDA 
that is strictly observed. 

Comparative testing of a selected WT model proceeds only 
with the explicit consent of the relevant manufacturer.   Each 
TSO with access to the model independently performs 
simulations according to the agreed test programme using 
their own power system software. The results are collated 
and compared, then reported only to the Panel and the 
relevant manufacturer. 
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Abstract — The realistic modelling of wind turbines and wind 
farms is crucial in any form of power system analysis, and 
consequently, knowledge about their electrical characteristics and 
performance is also vital. One of the operating conditions producing 
major transient interaction between a wind turbine generator (WTG) 
and the local grid is the grid connection sequence itself, which is 
particularly significant in fixed-speed turbines. This paper presents 
experimental measurements of the grid connection sequence of both 
types of fixed speed wind turbines, i.e. stall- and pitch-controlled, 
via a soft-start device performed at two existing wind farms. Some 
of the results evidenced significant discrepancies between the actual 
soft-start operating intervals and those stated/suggested by open 
literature. The discussion of the paper focuses on highlighting the 
importance of accurate modelling of the grid connection sequence 
in order to avoid erroneous estimations of the interaction between 
the turbine and the grid during this operating state, or inappropriate 
design of the grid connection. 

Index Terms —Wind power generation, power system analysis, 
wind farm design. 

1. INTRODUCTION 

The increasing penetration of wind power in existing power 
systems presents challenges on assessing the potential grid 
impacts such as stability and quality of supply. However, to 
assess the impact, knowledge about the electrical 
characteristics of the wind turbines is needed as otherwise 
the result could easily be an erroneous estimation of the 
interaction between the turbine and the grid, or an 
inappropriate design of the grid connection. 

As a consequence, the realistic modelling of wind turbines 
and wind farms is crucial in any form of power system 
analysis. Constructing a suitable and reliable model requires 
model validation by comparing the model results against 
measurements of the actual wind turbine behaviour. 

Although modelling of wind turbines have been the subject 
of numerous research works and a range of models are found 
in the open literature, experimental data is not easily 
available. In consequence, model validation becomes a 
complicated task. 

A number of International efforts have been carried out, 
such as the IEA Annex XXI [1], in order to collect detailed 
wind turbine data, internal grid specifications and grid 
connection characteristics for accurate modelling. The data 
include experimental measurements of electrical 
characteristics (i.e. active and reactive power, voltage and 
currents) at the point of common coupling of the wind farm 
and at a number of the individual wind turbines.  

According to the IEA Annex XXI documentation, 
experimental measurements have been focused on operating 
conditions during normal operation and response to voltage 
dips (i.e. grid faults). 

One of the operating conditions producing major transient 
interaction between a wind turbine generator (WTG) and the 
local grid is the grid connection sequence itself. This 
condition is particularly significant in fixed-speed turbines. 

Although the increasing presence of doubly-fed induction 
generators, a large number of fixed speed machines are 
currently in operation in power systems worldwide. For 
instance, in the UK, 75% of the total installed wind turbines 
(approximately 1067 machines) are fixed speed machines, 
accounting for a total of 756 MW [2]. In addition, a 
significant number of fixed speed wind turbines are available 
in the market from a number of manufacturers in a range of 
power capacity from 30 to 2300 kW [3]. 

This paper presents experimental measurements of the grid 
connection sequence of both types of fixed speed wind 
turbines, i.e. stall- and pitch-controlled, which were 
performed at two existing wind farm sites in Scotland. The 
presented experimental case studies have a high archival 
value since it provides utility engineers and researchers a 
better understanding of the transient interaction between 
fixed-speed wind turbines and the local grid during the grid 
connection sequence. 

2. FIXED SPEED WIND TURBINE GENERATORS 

In general, a fixed-speed wind turbine is equipped with a 
squirrel cage induction generator (SCIG) whose stator 
winding is directly connected to the local grid. Despite the 
term ‘fixed-speed’, the SCIG operates within a narrow range 
of rotational speed, which varies according to the generated 
output power (e.g. slips of about 1-2%) [4]. 

Figure 1 illustrates a schematic diagram of a typical fixed 
speed WTG equipped with a conventional SCIG, a thyristor-
based soft-start module and its grid connection components. 

 

SCIG
Soft-starter

Capacitor 
bank

Network

Figure 1. Schematic representation of a fixed-speed wind turbine  
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Due to its nature, a SCIG wind turbine requires a 
continuous source of reactive power, to feed its magnetic 
circuit, which is drawn from the local grid. A common 
solution to alleviate this condition is the utilisation of power 
factor compensation capacitors which supply the whole, or 
part, of this reactive power demand. 

A soft-start module is normally utilised to minimise the 
inrush current required to magnetise the SCIG. Inrush current 
can result in overcurrents of between 4 to 6 times the 
magnitude of the rated current, and may be responsible for 
large starting torques in the drive train. 

2.1. Stall-regulated Wind Turbines 

Stall-controlled wind turbines have the rotor blades bolted 
onto the hub at a fixed angle. The rotor blade profile has 
been aerodynamically designed to ensure that the moment 
the wind speed becomes too high it creates turbulence on the 
side of the rotor blade which is not facing the wind. This stall 
prevents the lifting force of the rotor blade from acting on the 
rotor. 

The literature [5],[6] refers that stall-regulated wind 
turbines must be rapidly connected to the power network 
since the turbine torque may exceed the maximum generator 
torque. This results in a turbine overspeed. 

2.2. Pitch-regulated Wind Turbines 

Pitch regulation means controlling the rotor blades angle via 
an electronic controller which checks the power output of the 
turbine constantly. When the power output becomes too 
high, the blade pitch mechanism immediately pitches (turns) 
the rotor blades slightly out of the wind. The rotor blades 
have to be able to turn around their longitudinal axis. This 
type of control does not only prevent damage to the turbines 
during strong winds but also maximises the turbine power 
output during these strong winds. 

As pitch regulation provides a way of controlling the wind 
turbine torque, in [5],[6] it is stated that the connection of 
these type of turbines to the power network can be achieved 
in a smoother, more controlled fashion. Hence, a longer 
period of soft-starting is mentioned. 

2.3. Soft-Starting 

The soft-start module features a pair of thyristors connected 
in anti-parallel (back-to-back configuration) on each phase. 
To operate in a current limiting feature, delayed firing pulses 
are generated, with a trend of increasing the conduction angle 
of each thyristor. In this fashion, the phase current is 
increased from zero to rated current. Each thyristor in the 
anti-parallel array conducts on the appropriate positive half 
cycle of the supplied voltage, enabling full-wave control. 
Figure 2 illustrates the effect of modifying the thyristor 
conduction angle, which is related to the firing angle � by 
the relationship � = 180°- � .

The soft-starter operates over a time interval and thereafter 
it is by-passed via a contactor in order to eliminate losses 
generated in the thyristors. 

Generally, three types of soft-starter configurations are 
applicable in induction machines namely star, delta and 
branch delta [7]. In wind turbine applications, mainly the 
delta and star are utilised, having basically the same layout 

for the thyristor circuit but differentiated by the connection 
of the generator winding. 

 

Figure 2. Evolution of the phase current with the variation of the 
conduction/firing angle of the thyristor. 

3. HAGSHAW HILL (STALL-REGULATED TURBINES)

Hagshaw Hill wind farm is located on grass uplands South 
Lanarkshire, Scotland. The site has twenty-six Bonus 
600MkI wind turbines (stall-regulated) rated at 600 kW, 
giving a total generation capacity of 15.6 MW. The turbines 
are standing 35m high, with a rotor diameter of 40m [8]. The 
site was commissioned in 1995 and was Scotland’s first wind 
farm. It is owned by ScottishPower plc and is operated by 
Sinclair Knight Merz (SKM). 

Figure 3 illustrates the wind farm layout at Hagshaw Hill 
and shows the monitored wind turbine. 

 

Figure 3. Monitored wind turbine within at Hagshaw Hill wind farm. 
 

3.1. Test Equipment and Procedure 

The measurements at Hagshaw Hill wind farm were carried 
out using an advanced power analyser, namely Dranetz BMI 
Power Platform PP-4300, with the capability to function as a 
DAQ [9]. The utilised ‘Multi-DAQ Task Card’ permitted 
logging short- and long-term waveform data at 128 
samples/data per cycle (i.e. data logging at 6.4 kHz based on 
a 50 Hz signal). 
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This instrument comprises 4 differential voltage channels 
capable of directly measuring up to 600 Vrms (1000 Vpk), 
and 4 independent current channels to directly measure phase 
currents via non-intrusive clamp-type CT. A CT rated at 3 
kA was utilised for this monitoring set-up, considering the 
in-rush current was above 1 kA. 

The monitoring procedure comprised recording the 
instantaneous voltage and current waveforms during the 
turbine start and connection to the network. During the start 
up the rotor slowly accelerated from rest to cut-in wind speed 
and was then connected to the grid. This procedure was 
repeated a number of times. 

3.2. Experimental Results 

Once the wind speed is sufficient to self-start the turbine, the 
rotor is accelerated up to synchronous speed (i.e. at cut-in 
wind speed, which is 4 m/s in the case of the Bonus 
600MkI), and the grid connection process is initiated by 
closure of the generator circuit breaker (by-passing the soft-
starter). 

Figure 4 illustrates a record of the instantaneous current in 
one of the phases during the initial cycles of the connection 
procedure. The action of the soft-start module in limiting the 
magnitude of the current during the initial cycles is clearly 
demonstrated in Figure 4. The thyristors operate over a 
period of 10 cycles (50 Hz system) before being by-passed 
by the main contactor. 

 

Figure 4. Instantaneous current waveform (phase A) during the soft-start 
stage, recorded at Hagshaw Hill. 

 
The voltage across the thyristors was also experimentally 

measured and is illustrated in Figure 5. It clearly shows that 
the soft-starter thyristors are fired late in the voltage cycle 
and then the firing angle advanced (over the period of 10 
cycles) until the entire AC voltage waveform is applied to the 
generator. After the by-pass, the voltage across the thyristor 
becomes zero. 

The operation of the soft-start module produces varying 
harmonics as the firing angle of the thyristors is modified. 
Figure 5 evidently shows the harmonic distortion of the AC 
current waveform during the 10 cycles of soft-starter 
operation. The distortions are higher at the beginning and 
gradually lessen as the firing angle reduces and the thyristors 
move towards to full conduction. However, the soft-start 
module is only used for a very short period of time for which 

the effect of the harmonics is considered to be harmless and 
may be ignored, according to the International Standards. 

 

Figure 5. Instantaneous voltage across the thyristors (phase A) during the 
soft-start stage, recorded at Hagshaw Hill. 

4. HARE HILL (PITCH-REGULATED TURBINES)

The wind farm at Hare Hill is situated on high level 
moorland close to New Cumnock in East Ayrshire, Scotland. 
The site has twenty Vestas V47 wind turbines (pitch-
regulated) rated at 660 kW, giving a total generation capacity 
of 13.2 MW. The turbines are standing 40m high, with a 
rotor diameter of 47m [10]. Hare Hill was the first wind farm 
in the UK to be built without any renewable energy subsidy. 
The wind farm is owned by ScottishPower plc and is 
operated by B9 Energy O&M. 

Figure 6 illustrates the wind farm layout at Hagshaw Hill 
and shows the monitored wind turbine. 
 

Figure 6. Monitored wind turbine within at Hare Hill wind farm. 
 

4.1. Test Equipment and Procedure 

For this experimental measurement, a THS730A handheld 
oscilloscope with 2 independently floating isolated channels 
was utilized for recording instantaneous voltages and 
currents waveforms [11]. The floating voltage channel is 
capable of directly measuring up to 600 Vrms (1000 Vpk). 
The current was measured in the second channel via a non-
intrusive clamp-type CT. A CT rated at 1 kA each were 
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utilised for this monitoring set-up, considering the in-rush 
current was above 1 kA. 

Similarly to the previous case, the monitoring procedure 
comprised repeatedly recording the voltage and current 
waveforms during the turbine start (from standstill) and its 
grid connection. 

4.2. Experimental Results 

The cut-in wind speed of the Vestas V47 is 4 m/s at which 
the turbine is accelerated up to synchronous speed and the 
grid connection process is initiated by closure of the 
generator circuit breaker (by-passing the soft-starter). 

Figure 7 illustrates a record of the instantaneous current in 
one of the phases during the initial cycles of the connection 
procedure. In the case of the Vestas V47 the soft-starter 
thyristors are operated over a period of 34 cycles (50 Hz 
system) before being by-passed by the main contactor.  

Despite the lower resolution of the oscilloscope unit in 
comparison to the power analyser used in Hagshaw Hill, the 
measurement provides a satisfactory illustration of the soft-
starter operating interval. 

The voltage across the thyristors is illustrated in Figure 8. 
It clearly shows that the progression of the thyristors firing 
angle until the full AC voltage waveform is applied to the 
generator. After this, the soft-starter is by-passed and the 
voltage across the thyristor becomes zero (after the 
determined period of 34 cycles). 

 

Figure 7. Instantaneous current waveform (phase A) during the soft-start 
stage, recorded at Hare Hill. 

5. IMPACT OF SOFT-STARTER MODELLING 

Some work published in the open literature suggest that 
soft-starters in fixed-speed wind turbines, disregarding 
wheter stall- or pitch-controlled turbine, normally operate for 
a period of 1-3 seconds [12]. Also, basic bibliography states 
that soft-start units operate for a period of “some seconds” 
[13] or “a few seconds” [14], also disregarding the type of 
fixed-speed turbine. For the specific case of pitch-regulated 
wind turbines, in [6] it is suggested that soft-starters in these 
type of turbine normally operates for a period between 2 to 3 
seconds. 
 

Figure 8. Instantaneous voltage across the thyristots (phase A) during the 
soft-start stage, recorded at Hare Hill. 

 
The results presented in this paper demonstrate that the 

stall-regulated wind turbine under analysis (Bonus 600MkI) 
has a very short operating interval of soft-starting, 
determined to be 10-cycles. This agrees with the notion of 
fast connection in order to avoid overspeed [6]. However, 
this shows that the generalised suggestion in existing 
literature, as in [13] and [14] for instance, of “a few seconds” 
operation of soft-starters is ambiguous. 

For the case of pitch-regulated, the results demonstrate that 
longer soft-starting, in comparison to stall-regulated turbines, 
might not be always the case. The determined soft-starting of 
the wind turbine under analysis (Vestas V47) was 34-cycles, 
which is approximately 3 times higher than that of the Bonus 
600MkI. However, compared to the operating intervals 
suggested in literature for pitch-regulated turbines (up to a 
maximum of 3 seconds, suggested in [6]), the 
experimentally-determined interval is 4 times smaller. 

As demonstrated in the above results, the erroneous or 
mistreated operation of wind turbine soft-starting will lead to 
inaccurate assumptions of the transient conditions of voltage 
drop and voltage recovery at the point of common coupling 
during the connection to the power network. This situation 
can potentially compromise the action of protection 
equipment by causing ‘mystifying’ nuisances such as 
misreading and miscoordination of protective devices.  

6. CONCLUSION 

One of the operating conditions producing major transient 
interaction between a wind turbine generator (WTG) and the 
local grid is the grid connection sequence itself, which is 
particularly significant in fixed-speed turbines. Therefore, to 
realistically model these types of wind turbines, a 
comprehensive knowledge about their electrical 
characteristics and performance is crucial. 

This paper focused on an experimental analysis of the 
starting sequence of stall- and pitch-regulated fixed-speed 
wind turbines via thyristor-based soft-start devices. The 
turbines under consideration were a 600-kW Bonus 600MkI 
which is part of the 26- turbine Hagshaw Hill wind farm, and 
a 660-kW Vestas V47 which is part of a 20-turbines Hare 
Hill wind farm, both located in Scotland. Some of the results 
evidenced significant discrepancies between the actual soft-
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start operating intervals and those stated/suggested by open 
literature, particularly in the case of pitch-regulated wind 
turbines The discussion of the paper focuses on highlighting 
the importance of accurate modelling of the grid connection 
sequence in order to avoid erroneous estimations of the 
interaction between the turbine and the grid during this 
operating state, or inappropriate design of the grid 
connection. 

These experimental results are very useful to give 
engineers, operators and developers a good indication of the 
performance of these two wind turbine types during the 
connection to the power network. In addition, the results can 
be used in the validation of dynamic models of fixed-speed 
wind turbines to be used in power system studies. 
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Abstract — This paper presents a control strategy of direct driven 
multipole PMSG wind turbines, which enhances the fault ride-
through and voltage support capability of such wind turbines during 
grid faults. A dynamic simulation model of the turbine is 
implemented in the simulation software DIgSILENT. Simulation 
results approve the effectiveness of the developed control strategy. 
It is shown that PMSG wind turbines equipped with such control 
even enable nearby connected conventional wind turbine to ride-
through grid faults. 

 
Index Terms — Permanent magnet synchronous generator wind 
turbine, fault ride-though, grid codes, grid fault, voltage support, 
DIgSILENT. 

1. INTRODUCTION 

The multipole permanent magnet synchronous generator 
concept (PMSG) with full-scale frequency converter is an 
appropriate solution for offshore wind turbines, as it requires 
low maintenance and at the same time it offers high 
efficiency and good controllability. PMSG wind turbines are 
thus anticipated to achieve an increased market penetration 
on the wind turbine market in the following years [1]. 

Due to the increasing penetration of wind power, the 
power system operators request newly installed wind 
turbines to ride-through and support the power system 
stability during grid faults. Fault ride-through capability is 
required in order to avoid significant loss of electrical power 
supply during grid faults. The goal of this paper is therefore 
to design a control strategy, which enhances the capability of 
wind farms based on multipole permanent magnet 
synchronous generator wind turbines to satisfy these new 
requirements. 

The multipole PMSG wind turbine is connected via a full-
scale frequency converter to the grid. As the converter 
decouples the generator from the grid, the generator and 
turbine system are not directly subjected to grid faults in 
contrast to direct grid connected wind turbine generators. It 
can thus be presumed that such full-scale converter 
connected wind turbine can easier accomplish fault ride-
through and can support the grid during faults.  

This paper presents an analysis of the PMSG wind 
turbine’s dynamic behaviour during grid faults. Based on 
this, a control strategy for grid fault operation is developed. 

The paper is organized as follows. First, the control 
strategy of the PMSG wind turbine for normal operation is 
briefly described. Then, an advanced control strategy 
developed for fault ride-through and voltage grid support is 
presented. The control strategy for a PMSG wind turbine 
during grid faults addresses both the control and protection 
of the frequency converter and the control of the wind 
turbine itself. An aggregated model for a large PMSG wind 

farm is presented and used to analyse the interaction of such 
wind farm and a generic power system. The investigations 
are carried out by means of a comprehensive dynamic 
simulation model in the software DIgSILENT Power 
Factory.  

2. THE PMSG WIND TURBINE CONCEPT 

The present paper deals with the direct driven multipole 
permanent magnet synchronous generator (PMSG) wind 
turbine concept with full-scale frequency converter. Direct 
drive wind turbines, characterized as high efficient and low 
maintenance solutions, offer high potentials for future 
applications [2], especially offshore. A direct driven 
multipole permanent magnet synchronous generator mounted 
in a wind turbine is shown in Figure 1 [2]. 

 
A comprehensive dynamic simulation model of the PMSG 

wind turbine is implemented in the simulation software 
DIgSILENT Power Factory. The PMSG wind turbine model 
is sketched in Figure 2. It contains models for both the 
aerodynamic and mechanical part of the turbine as well as 
for the electrical system and its control structure. A detailed 
description of the turbine modelling and the control structure 
for normal operation of the PMSG wind turbine is presented 
in [3] and is therefore only briefly presented in the following. 

2.1. Control Strategy of the PMSG wind turbine 

The control of the PMSG wind turbine is realized by a 
coordinated control of the converter control and the wind 
turbine control. The frequency converter control is divided 
into two controllers: a control for the generator side 
converter and a control for the grid side converter, while the 
wind turbine control contains the blade angle control. The 
control task of the generator side converter is to maintain 
both a constant DC-link voltage as well as a constant stator 
voltage for the generator. At the same time the grid side 

 
Figure 1: Wind turbine with multipole PMSG, supplied by Vensys [2] 

Supplied by Vensys 
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converter controls independently the active and reactive 
power production of the turbine in the wind turbine’s point 
of common coupling. In wind turbines connected via a full 
converter the reactive power production of the grid side 
converter is independent of the reactive power set point of 
the generator. The active power reference value is provided 
by a maximum power point tracking look-up table, which 
assures operation at maximum aerodynamic efficiency of the 
wind turbine. A constant DC-link voltage guarantees that the 
generator power is transferred to the grid. Nevertheless, 
small variations of the DC-link voltage are allowed in order 
to damp torsional oscillations in the drive train whenever the 
system gets excited. Based on the generator speed signal a 
damping controller adds an oscillating offset to the DC-link 
voltage, which provokes in turn a torque component 
counteracting possible drive train oscillations. The blade 
angle control controls the speed of the system. For wind 
speeds below rated power, the blade angle control is not 
active, while the pitch angle is kept constant to its optimal 
value. As soon as rated wind speed is reached, the blade 
angle control controls the speed to its rated value and limits 
thus indirectly the power to its rated value, too. As indicated 
in Figure 2 the control for normal operation is extended by a 
control stage for grid faults. 

 

3. DYNAMIC BEHAVIOUR OF THE PMSG UNDER GRID FAULTS 

As the multipole PMSG wind turbine is grid connected via 
a full-scale frequency converter it can be presumed, that this 
wind turbine concept has very good grid support capability 
compared to any other wind turbine concept. Furthermore, 
the converter system decouples generator and turbine from 
the grid so that both are less subjected to the grid fault 
impact compared to turbines with direct grid connected 
generator. In order to confirm the above made assumptions 
the dynamic behaviour of PMSG wind turbines under grid 
faults and their fault ride-through and grid support capability 
is described and analysed in the following. 

As a consequence of a grid fault the voltage at the PMSG 
terminal drops causing a drop of active power, too. The 
active power delivered to the grid by the grid side converter 
is thus reduced, while the wind turbine continues its power 
production. This leads to a power imbalance in the wind 
turbine system. 

As long as the generator side converter continues to deliver 
the generated power from the generator to the DC-link, while 

the active power of the grid side converter is reduced, the 
power imbalance causes a charging of the DC-link capacitor. 
This can be represented by the following equation [5]: 
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PGenSC Power transferred by the generator side converter 
PGridSC Power transferred by the grid side converter 
UDC DC-link voltage 
C DC-link capacitor 
 
This power imbalance of the turbine must then be 

dissipated in the system. Different possible manners for that 
are itemized in the following [4]: 

(i) In order to avoid the charging of the DC-link capacitor, 
which could cause overvoltages in the DC-link, a chopper 
can be applied to the DC-link. A chopper represents a 
parallel resistance, which is added parallel to the capacitor in 
the DC-link. The chopper is switched on if the DC-link 
voltage exceeds a critical level and the surplus power is 
burned in the chopper resistance.  

(ii) In the present control strategy the control task of the 
generator side converter is to keep the DC-link voltage 
constant. During a fault the grid side converter transfers less 
power to the grid. As a consequence the generator side 
converter control will decrease its active current component 
in order to reduce the power flow into the DC-link. This 
causes a decrease of the stator current, so that the generator 
power decreases as well. The power imbalance is so 
transferred to the generator instead of the DC-link. When the 
generator power is decreased, while the turbine power stays 
constant, the power imbalance leads to an acceleration of 
generator and turbine. The power surplus is then buffered in 
rotational energy of the rotating masses.  

(iii) If a power imbalance between turbine and generator 
power arises, as explained under (ii), the turbine starts to 
accelerate. If the speed increases above its rated value the 
pitch control increases the pitch angle, which reduces the 
aerodynamic power and counteracts the acceleration. 
However, the response time of the pitch system is very slow 
compared to the time frame of the fault. The action of the 
pitch system and the reduction of aerodynamic power 
becomes therefore relevant in case of long faults. 

It has been mentioned before, that grid codes generally 
require voltage support and reactive power supply of the 
wind turbine during grid faults [6], [7]. This means, that the 
reactive current component in the control of the grid side 
converter has to be prioritized, while the active current 
component is limited. In the worst case, the active current 
component (d-current) is forced to zero and no active power 
can be fed to the grid during the fault. In this case the power 
imbalance between the turbine continuing its power 
production and the grid side converter transferring no power 
into the grid becomes maximum.  

In order to enhance the fault ride-through capability of 
PMSG wind turbine in case of severe grid faults, several 
measures are proposed and described in the following 
section. 
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Figure 2: PMSG wind turbine dynamic simulation model and control 

strategy for normal operation and grid fault operation 
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