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ABSTRACT

This PR thesis includes fundamental considerations about topologies, algorithms, implementa-
tions, methods etc., that can enter in the next generation of active control [&C) systems.

Speci“cally, a new variant of feedforward control referred to as con“ned feedforward active control
(CEEEC)) is proposed. This topology is constituted from a set of reference sensors that are
positioned on a surface that completelycon“nes the desiredzones of quite A set of performance
sensors monitors the achieved noise reduction. ThIEEEAC] topology in turn is embedded in a
multiple-input and multiple-output ( [MIMO) system that facilitates both feedforward and feedback
control. The general systemis then referred to as hybrid MIMO] con“ned-feedforward feedback
(EMIMOCEEEE ) active noise reduction (ANR])) system. The investigation of a multi-channel
[BRR] system with hybrid feedforward and feedbacktopologies is motivated by requirements of
high BNR] attenuation in extreme noise environments as typically experienced onboard airborne
military platforms. Noise recordings acquired on such platforms reveal very high sound pressure
levels often exceeding 140 dB re. 2QPa. Moreover, these noise signals exhibit large temporal
as well as spatial variations. Inherent limitations are related to the use of stand-alone feedback
implementation commonly applied in modern BENR] headset. In such systems the anti-noise
signal is notoriously behind the primary disturbance in time. Accordingly, in demanding military
applications requirements onmore advanced and e ectiveANR] system designs prevail.

The achievable[ANR] performance in a feedforward systemEES) is to a large extent determined
by the degree ofcoherence between the set of reference sensors and the set of error sensors (or
performance sensors). Accordigly, this thesis includes a number of coherence analysis that are
based on di use sound “eld measurements in a reverberant chamber and measurements conducted
onboard a CH-47D Chinook helicopter. From these colerence analysis it can be concluded
that the system with 10 reference sensors applied to pilot helmets potentially provides
approximately 25 dB noise reduction at 100 Hz decreasing to approximately 10 dB attenuation
at 900 Hz. Moreover, there is no apparent sign of saturation of the noise reduction with an
increasing number of reference sensors. Acatingly, by using more reference sensors thepatial
sampling rate is increased which in turn most likely also will lead to an increasedSNR]bandwidth.
The hybrid system is also constituted from a continuous-time feedback systemEES) and a
discrete-time EBSl The continuous-time EESI is primarily responsible for additional broadband
noise reduction, whereas the discrete-timéeBS] primarily is responsible for the attenuation of
periodic signals.

Owing to the requirement on causal operation of a physicaliC] system time delays will also to a
large extent determine the ahievable performance irEESI design and in particular in EES] design.
A quantity referred to as the spatially-weighted-averaged acquisition lead time is introduced to
represent the averaged time-advance obtained byaeh reference sensor relative to each perfor-
mance sensor involved in the propose@EEACT system. A problem exist when one attempts to
model a physical spatially distributed system with no obvious input and output channel de*-
nition by a “nite lumped-elements multi-channel system. Usually, no unique transfer function



exist as the system is not point-wise excited, but excited over an area as in the case of di use
sound “eld illumination.

A new method for acoustical signal processing that is referred to as joint-channel residual spectral
analysis (JCRSA) is developed. TheOCTRSA] method is used for the extraction of joint signal
information from di erent observation position s in space. The idea is to separate each spectrum
in a coherent spectrumand a residual spectrum The contents of the coherent spectrum can be
obtained from a linear superposition of the ottrer signals, whereas theaesidual spectrum bears
information that is unique to each speci“c channel. In a speci‘c example a system consisting of
10 reference sensors "ush-mounted on &entexHGU-55/P helmet that in turn is mounted on a
head and torso simulator [HATS)), is exposed to di use sound “eld illumination. By applying the
method the spatially-weighted-averaged acquisition lead times provided by the reference
sensors relative to the performance sensors are estimated to be as much as 800200

The thesis also includes a detailed description of a new idea for a computational e cient imple-
mentation of a multi-channel system in which the adaptive “Iters for adaptive control as well as
the adaptive “Iters used for plant modeling are allowing to take di erent lengths.

A new and more general variant of the a ne projection algorithm has been developed. This
adaptive “Iter algorithm that is denoted by multiple-channel- -a ne projection algorithm
includes parameters for both weightdriven and control-e ort-driven leakage adaptive tap-weight
regularization as well asnumerical regularization. A simpli“cation of this algorithm leads to the
algorithm that is an extended variant of the algorithm.

O -line simultaneous system identi“cation capabilities of a complex system involving a total 4
secondary paths, 20 feedback paths and 4 control-performance paths is demonstrated. Di erent
adaptive “Iters and parameterizations hereof are examined.

A novel and generalmulti-rate adaptive “Iter for adaptive has been developed. Speci“cally,
a system involving 3 di erent sampling rates has been implemented and the results hereof are
presented. In this multi-rate system conversion take place at higly oversampled rates in order to
reduce the delays in the secondary paths. Th&on-adaptive control is performed at a somewhat
lower rate. Hereby, a compromise between delays related to the generation of the anti-noise
signal and the computational load involved is ensured. Finally, theadaptive control that might
be computational intensive takes place at an even slower sampling rate hereby relaxing the
requirements on a high bandwidth. It is demonstrated that computational savings as high as
40% can be achieved in a 1924, 3 kHz triple-rate system as compared with a 24 kHz single-rate
system without sacri“cing the BENR] performance.

It is common engineering practice to apply an assumption of Gaussian distributed signals. How-
ever, many phenomena encountered in daily life fall into a generalization of the normal distri-
bution that is referred to as -stable distributions. Noise sources encountered in the domain of
are sometimes best “tted to the family of -stable distributions. This thesis includes a brief
technical introduction to the stable distributions and description of the adaptive “Iter that can
be used foraCl

Large parts of the HMIMOCEEEE ] system including the developedmethods and algorithms have
been implemented in a real-time environment [RIE) that includes a signal processor. Test on the
helmet system will continue and a dedicated reference test unitRTd) for is currently being
designed.



RESUME (IN DANISH)

Denne BRI afhandling omfatter fundamentale betragtninger omkring topologier, algoritmer,
implementeringer, metoder etc., der kan ind@ i naeste generation af akive kontrol systemer.

Speci“kt foreslas der en variant af feedforward kontrol refereret til som indesluttet feedforward
aktiv kontrol forkortet [EEAK] | denne topologi indgar et seet reference sensorer, der er positioneret
pa en over’ade, der fuldt ud indeslutter de gnskedestille-zoner, hvori et seet performance sensor-
er monitorerer den opraede stgjreduktion. Denne indesluttet-feedforward aktiv kontrol ([EEEK)
topologi er indlejret i et mange-input-mange-output (MIMO) system, der omfatter bade feedfor-
ward og feedback kontrol. Det totale system er refereret til som et hybridMMO] indesluttet-

feedforwardEBS] (HMIMOIFEEBS)).

Undersggelsen af et komplekst multi-kanals aktiv stgjreduktion ESR) system med hybrid feed-

forward og feedback topologier er motiveret ud fra krav om hgj aktiv stgjdeempning i ekstreme
stgjmiljger, som f.eks. opleves ombord @ luftb arne militeere platforme. Stgjoptagelser erhvervet
ombord pa sadanne fartgjer afslgrer lydtryk, der ofte overstiger 140 dB re. 2QuPa. Endvidere

udviser disse stgjsignaler store tidslige @avel som spatiale variationer. Naturlige begraensninger
i feedback baserede aktiv kontrol [EK) systemer som typisk anvendes i moderng&SR stgjveern,

hvor modstgjssignalet notorisk er forsinket i forhold til den primeere forstyrrelse, saetter en gvre
greense for, hvor stor en aktivdeempning, der kan opaes. %ledes, hersker der i kreevende militeere
applikationer et krav om nye mere avancerede og e ektivéASR lgsninger.

Den opnaeligdASRIi et EES]er i stor udstraekning bestemt afkohaerensemmellem seettet af reference
sensorer og seettet af fejl- eller performance sensoreral®des omfatter denne afhandling en del
kohaerensundersggelser baseretapdi ustfeltsm alinger i et stgjkammer samt malinger, der er
foretaget i en CH-47D Chinook helikopter. Fra disse kohaerensanalyser kan det konkluderes, at
[FEAK] systemet anvendt pa pilothjeelme giver mulighed for ca. 25 dB stgjreduktion ved 100 Hz
faldende til ca. 10 dB deempning ved 900 Hz. Endvidere, er der ikke nogen umiddelbare tegrap
en meaetning med stigende anthreference sensorer. &edes vil et stgrre antal reference sensor
forventeligt kunne gge den gvréSR frekvensgraense for systemet, der bestemmes af den rumlige
samplingsteethed. | hybridsystemet indgar der bade et kontinuerlig-tids og et diskret-tids
Disse vil bidrage med yderligere stgjreduktion primaert overfor bredlandet stgj henholdsvis
overfor periodiske signaler.

Tidsforsinkelser udger en anden bestemmende faktor for den oprlige e ekt i et design,
men specielt i etEBS] design, eftersom fysiske systemer altid opererekausalt For at vurdere
stgrrelsesordenen af det tidsforspring som hver ference sensor giver i forhold til hver fejlsensor i
det foreslkeddFEAK] system indfares en stgrrelse, der betegnes som dgpatialt-veegtet middeltids-
gevinst Der eksisterer imidlertid et problem, nar man forsgger at modellere et fysisk system med
en endelig rummelig udstreekning og hvor der aledes ikke er nogen indlysende input-output def-
inition med et endeligt-element multi-kanals system. Som regel eksisterer der ikke nogen unik
overfgringsfunktion eftersom systemet ikke bliver punktvist stimuleret, men derimod stimuleret



Xii

over et areal som for eksempel under di ustfelts belysning.

En ny akustisk signalbehandlingsmetode, der betegnes som samlet kanal residual spektral analyse
(BKRSA) er udviklet. Denne metode benyttes til ekstraktion af feelles signal information fra forskel-
lige observationspunkter i rummet. Ideen er at separere hvert spektrum i ekkohaerent spektrum
og etresidual spektrum Indholdet i det kohaerente spektrum kan opraes som en linear kombina-
tion af spektrene fra de andre kanaler, hvorimod indholdet af det residuale spektrum er unikt for
den pageeldende kanal. | et speci‘kt eksempel, belyses et system basnde af et saet reference
sensorer monteret @ en GentexHGU-55/P hjaelm, der igen er pamonteret en hoved og torso sim-
ulator med et di ust lydfelt. Under anvendelse af GKRSA metoden estimeres den spatialt-veegtet
middeltidsgevinst til at veere i starrelsesorden 800-900s.

Afhandlingen omfatter ogsa en detaljeret beskrivelse af en ny id'til en beregningsmaessig e ektiv
implementering af et multi-kanals system, hvor bade de adaptive “ltre, der indgar i den aktive
kontrol savel som de adaptive “ltre, der indgar til modellering af systemoverfgringsfunktionerne
kan antage individuelle leengder.

En ny og mere generel variant afAPA] algoritmen er udviklet. Denne adaptive “Iter algoritme

inkluderer parametre for bade weegt-styret og kontrol-e ekt-styret leekage adaptiv tap-veegte
regulering savel somnumerisk regulering og betegnegMC-— -APA] En simpli“cering af denne
algoritme, farer til algoritmen, der er en udbygget variant aflNCMS] algoritmen.

Systemets evne til 0 -line simultant at kunne identi“cere et complex system bestende af ialt 28
enkelt systemgrene bliver demonstreret. Forskellig adaptive “Itre samt parametering heraf bliver
udforsket.

Et nyt og generelt multi-hastigheds systemkorcept for aktiv kontrol er udviklet. Speci“kt im-
plementeres og testes et system, hvor der i alt samples med tre forskellige hastighedera P
multi-hastighedsniveau 0 benyttes en meget hgj samplingsfrekvens med henblikapat reduc-
ere forsinkelser i konverteringstrinene, der indgr i de sekundeere grene. Den ikke adaptive kon-
trol udfgres pa det lavere multi-hastigheds niveau 1. Herved tilsikres et kompromis imellem
forsinkelser til afgivelse af modstgjssignaler og krav til en endelig systemamdbredde. Sluttelig
foregar den adaptive kontrol ved det lavere multi-hastigheds niveau 2. Herved begreenses den ofte
beregningsmaessige tunge adaptive “Iter opdatering til en & lav samplingsfrekvens som muligt.

| et speci‘kt eksempel demonstreresat en beregningsmaessig besparelsaga. 40% kan opms
under opretholdelse af samm@&SR ved nedsampling fra multi-hastighedsniveau 1 p 24 kHz til
multi-hastighedsniveau 2 pa 3 kHz.

Det er en almindelig ingenigrpraksis at foretage en antagelse om Gaussisk fordelte signaler. Imi-
dlertid, er mange feenomener i dafigdagen bedst modelleret med akaldte alfa-stabile fordelings
funktioner. Dette geelder ogs for stgjsignaler, der gnskes undertrykt ved hjeelp af et aktivt
stgjdeempningssystem. Afhandlingen indholder erkort teknisk beskrivelse af de stabile fordel-
ingsfunktioner samt adaptive “lter algoritmer for disse type signaler.

Store dele afHMIMOIFEEE] systemet samt de udviklede metoder og algoritmer er implementeret i
et realtids miljg, der inkluderer en signal processor. | farste omgang vil disse blive aftestetgpen
til form alet designet aktive kontrol testenhed.
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NOTATION

The present report is multi-disciplinary involving contributions from many di erent technology
“elds. Tentatively, variables should have an unambiguous identity. This goal has partially been
achieved. However, in order not to deviate fromdefacto standards in di erent communities some
reuse of identities has been considered necesgaFor example, in signal processing community
the symbol is used to designate wavelength or an e&gnvalue both is also used to designate
the so-called forgetting factor in the family of recursive least-squares. However, in the speci“c
context no practical ambiguity will prevail.

We will used bold fonts to designate random variables as opposed to dummy variables designated
by plain characters. For scalar quantities the time index is set in parenthesis. A subscript is
used to designate the time index of a vector or matrix quantity.

Formally, the tap-weight vector is an estimate of a tap-weight vector subject to a speci“ed cost
function. Hence, as in [[__ll] we arguably ought to mdicate this, e.g., by gplying accent caret to
w, that is, w. However, in order to reduce the notational burden and also be compatible with,
eg., EI] we will suppress the caret and let theestimation process implicitly be understood.

Moreover, in [4] the usual concept of onsidering the observation vectoru as acolumn vector is
abandoned and is instead de“ned as @aow vector. In our formulation we will employ the column
vector de“nition of the observation vector.

Index origin zero or one. In most programming languages like C oFORTRAN it is customary
to use 0 (zero) as index origin in matrix or vector indexing. However, inMATLAB® 2 1 (one)
has (unfortunately) been selected. Moreover, for ame quantities, e.g., eignvalues, poles, zeros
the counting always start at 1.

Preferably each symbol should have a unique meaning throughout the report. However, di erent
de facto standards among technical communities represented here add some complication to this.
Instead of introducing new symbols or adding subscripts or superscripts to existing symbols,
the choice has been made to follow de facto standards and thus allow reuse of symbols for
di erent purposes in this report. For example, a symbol like is used for di erent purposes

in di erent contexts. Moreover, in the Nomenclature every such representation of a symbol is
listed. However, it should in most cases from the actual context be clear what is actual meaning
of a symbol is.

In the domain of "uid theory, but also to some extent in the domain of elasticity theory the
nomenclature from [3] has been used. In the Nmenclature a list of almost every symbol used
in this report. This list includes a description of the symbol, a reference to the page where it is
de“ned and for convenience the unit of measurement. Throughout the report, we have applied
the Systeme International deUnites [5]).

2MATLAB @ is a trademark of MathWorks Inc.
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1. INTRODUCTION

1.1 Background

Terma A/S, @rsted-Technical University of Denmark (IUD]) and the Engineering College of
Aarhus (ECA) have initiated a joint research project in the “eld of active noise reduction. Terma
specializes in development and production of systems for Electronic Warfare Integration and
Control, Tactical Reconnaissance, and Environmental Surveillance. Terma is also involved in
the design of the next generation of pilot helmets referred to as joint helmet mounted cuing
systems [HMCS), which includes 3-D audio. Existing “ghter helmets, e.g., GentexHGU] 55/P
yield insu cient low-frequency attenuation. As a consequence, the pilots are exposed to a low-
frequency residual sound pressure which typically totals 90 dBA. Therefore, in order to improve
the pilotes situational awareness a demand for additional noise countermeasures exists. Simi-
larly in military helicopters the pilot and the crew are exposed to extreme sound pressure levels,
that under normal operation condition exceeds 13® 140 dB prevail. For such applications the
designers are facing a very challenging task that gtentially requires man-years of research and
development e ort.

1.2 Brief Technical Discussion

In this section a brief technical discussionrelated to hearing protection devices [HPDs), active
control (BEC) and active noise reduction [ENR) headsets is provided. Readers unfamiliar with
the scienti“c “eld of are strongly recommended to consult some of the excellent textbooks

available, e.g., [11.3, 0]

1.2.1 Passive hearing protection device

Hearing protection devices have been used widely for 5-6 decades. A fundamental description of
the physical principles was established in the late 1950s by Shaw and Thiessen in their classical
papers |[_$,|:b]. TheHPD] has successfully been modeled as &%2order compliance-resistance-mass
system. This mechanism is referred to apassive attenuationas it involves no active components.
In summary, the passive performance of a circumaurdlPD] is limited by:

1. Hearing Protector Vibration (Non-deformative normal and lateral movements of earcup)
2. Air Leaks (at the interface between the users head and the ear cushion)
3. Material Transmission. (Deformation of earcup, frequency> 1 kHz)

4. Bone and Tissue Conduction
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Since the late 1950s the performance has gradually been improved primarily due to the choice
of a better material for the ear cushion and the errcups. A comprehensive physical modeling of
was made by Scheter in his Ph.D. [5]. The main results of this work can be found in |[_$,|§]V]

In summary, from this work passiveHPD] usually provide a relative "at attenuation response
of 8S 12 dB in the low-frequency range from 20 Hz to somewhere between 5250 Hz where
a resonance might be experienced. Above the resance frequency the attenuation increases
by 10 dB/octave until approximately 35 dB beyond which other signal pathes such as bone
conduction become more signi“cant and therefore determines the perceived attenuation. Hence,
in many applications where the noise is dominated by a high or sometimes an extreme low-
frequency content passiveHPDs simply provide insu cient  attenuation capabilities.

1.2.2 Active hearing protection device

In modern [HPD] design the advantages of active noise controlANC)) have been accommodated in
the more expensive range of units. BasicallyANC] refers to the technique of:

€ Acquisition of a signal with a high coherencewith the disturbance, e.g., by a microphone
€ Determination of a cancelation response (adaptive “Itering, signal processing)

€ Activation of the secondary (cancelation) signal, e.g., by a loudspeaker

The “eld of BRC] dates back to the patent claimed by[Olson and Mal [1953](j4]. Active noise
cancelation inherently involves acontroller. It is well known that the achievable performance has
been very dependent on the quality of the system model, which in control theory terminology is
referred to as the plant model. The plant basically includes the paths from the controller output
terminal(s) to the controller input terminal(s) i ncluding the transformations from the digital
domain to the acoustical domain. In the case of headset the plant will cover:

€ Digital to analogue components

€ Loudspeaker(s)

€ Acoustical environment experienced by the set of transducers

€ Microphone(s)

€ Analogue to digital stages
The topology of active noise control systems falls into two categories:

€ Feedback
€ Feedforward

One of the drawbacks of a feedback systenfEES) is the limitation on control bandwidth, which
also is referred to as theswaterbed e ectZ. Basically, the waterbed e ect, which stems from
the Bode sensitivity integral, when applied to our case postulates that attenuation over some
frequency ranges necessarily implies ampli“catin over the other frequency ranges. Moreover,
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in the “eld of stability plays a very signi“cant role in particular in feedback system (EBS)
design. Owing to the waterbed e ect and the simultaneous requirement of stability in feedback
system (EBS) design a trade o between performance,that is, attenuation and robustness to
plant uncertainties therefore always will exists. The feedback systemEBS) performance is largely
determined by the time-lag that exist between an observation is made by the error sensor and
until an appropriately dosed rejection signal is available at the same position.

In contrary, in a feedforward system EES) the possibility of upstream signal acquisition exists.
Accordingly, a quantity that will be referred to as an acquisition lead time can obtained. On
the other hand reference sensors positionedown stream relative to the propagation direction
only provide reference signals with amacquisition lag time. Feedforward implementations, on the
other hand, require a high correlation between tte so-called reference signals that are sensed by
the reference sensors and the digrbance signals that in turn are sensed by the error sensors. In
both feedback system [EBS) and feedforward system [EES) the error signals provide performance
feedback to the (adaptive) controller.

The vast majority of applications involve the H,- and the H -norms. The symbolH des-
ignates the Hardy space More preciselyH, signi“es the Hardy space of transfer functions with
bounded 2-norm, that is, stable and strictly proper transfer functions. Similarly, H denotes
Hardy space of transfer functions with bounded -norm, that is, stable and proper transfer
functions. It should be emphasized that we by the adjective,optimal, explicitly understand a
H, cost function as a statistical criterion.

As discussed above feedback systefRES) are prone to stability problems due to the direct control
feedback. In addition to these exclusive feedback systenEES) and feedforward system [EES)
speci“c problems, stability due to imperfect plant modeling and the use of adaptive “Iters are
also of concern in both feedforward systemEES) and feedback system [EBS) design. Another
type of feedback problem exists that is speci“c to feedforward systemEES). If the reference
sensors are not su ciently isolated from the signals generated by the atuators the reference
signals might be disturbed potentially leading to instability problems.

In recent years hybrid combinations of feedback and feedforwat systems have been introduced
aimed at taking advantage of both topologies while simultaneously avoiding or at least reducing
the shortcomings of each individual topology.

The [ENR] headsets represent an example dbcal active control. In fact, it can be argued that the
desired zones of quiet are very small and limited to the volumes of the earchannels.

The design of HPD] with embedded active noise control gstem is complex requiring synergy
between (not prioritized):

Acoustics

Transducer Technologies

Digital Signal Processing

Control

Vibroacoustics

Psycho Acoustics

Microelectronics
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Material Technology

The presentPhrDl project primarily focus on the overall system designand scienti“c issues per-
tinent to points item __landfitem |

Traditional [ENR] headsets are most likely single-input and single-output®IS0) feedback system
(EBI) [s] (one per ear). These systems will normally be implemented as continuous-time time
systems involving very cheap analogue components in a feedback con“guration.

A conventional continuous-time BENRIAPD] solution satisfying pertinent military standards has
also been developed byferma This analoguelANR] system has been subjected to some tests in
our noise chamber facility. Exposed to realisticF-16 Fighting Falcon noise this “rst prototype
system demonstrated reasonablERNR] capabilities. In the frequency range from 50 Hz to 300 Hz
an active attenuation (as opposed to passivattenuation) exceeding 10 dB was observed. The
performance was primary limited by delays in the single channel feedback topology, but also
by the stability margins involved. In addition the original earphone (delivered with the Gentex
HGU 55/P helmet) was deemed to provide too ine cient low-frequency response. A completely
new earcup design was therefore initiated. Recdrimprovements of the overall continuous-time
[BNR] system have resulted in an attenuation exeeding 10 dB in a frequency band from 100 Hz
to 800 Hz.

Early experimentations with adaptive discrete-time (as opposed to continuous-time “xed) “Iters
provided only a marginal overall performance gain. In some cases the upper 0 d&R] frequency
range was reduced from 800 Hz to 650 Hz. This lack of general performance increase can be
attributed to the additional delays introduced by the conversion stages involved. Further tests
with periodic signals, however, demonstrated the advantages of adaptive “ltering over “xed
“Itering as could be expected. In both cases the system was operating with plant responses close
to their nominal values where the continuoustime “lter attains its best performance.

Some manufactures oENR] headsets claim to obtain active dtenuation “gures exceeding 30 dB.
Unfortunately, such requirement speci“cations are usually commercially driven with no due re-
spect to scienti“c integrity. The speci“c test conditions are therefore adroitly omitted.

Thorough evaluation of the sameANR] headsets under di use sound “eld conditions gave another
and less satisfying picture. Large negative deviations from speci“ed attenuation numbers were
observed. Moreover, stability problems could rather easily be provoced by a test person walking
slowly around in a room with great spatial variation in the sound “eld. For a high-end product
active attenuation of 20 S 25 dB in the frequency range 14® 300 Hz, 15S 20 dB in the frequency
range 90S 400 Hz and 10S 15 dB in the frequency range 56 530 Hz was measured.

Hence, the very optimistic attenuation performance numbers proclaimed by some manufactures
of BNR] headsets are probably obtained under very idealized conditions such as upstream signal
acquisition, periodic signals excitation or they stem from experiments with small volume couplers.

In contrary, Terma appreciating the environmental conditions in which our avionics equipment
shall operate do comprehensive butealistic speci“cation work with our costumers in due respect
to their needs.

Although a set of physical and subjective based measurement procedures for passiED3 exist,
unfortunately currently no such standard exists for the test of active HPDI

For practical purposes theBNRIAPD 1 supposedly shall work in an ofen hostile environment with
noise incident from almost everywhere and with a signi“cant amount of random signal content.
In addition the noise “elds usually exhibit a high degree of temporal as well as spatial variation.
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Accordingly, but as also con“rmed by some ofTermass customers who actually have performed
“eld evaluations of the aforementioned products, no satisfactory [ENR] solutions is currently
available for the airborne military platforms.

Some manufactures offNR] headsets add feedforward control functionality by placing a micro-
phone exterior to each earmu . However, as is prova at various places in this report two reference
sensors are often simply not enough to avoid the problem of spatial aliasing in particular under
di use sound “eld conditions.

As the physical topology of a headset largely s determined by the humans wearing them, it
is relative “xed and only a few possibilities are usually left for the designer. Improvements in
transducer design and material technology also are re”ected in betteENR] designs. Moreover,
the fast increase iNMIPS] provided by modern digital signal processor[[SP) also makes it feasible
to implement more and more advanced signal processing algorithms in a discrete-time controller.

In the literature it is often seen that the noise attenuation predicted by aHPD] measured by the
error microphone in the active control loop exceedstie attenuation obtained from either physical
ear channel measurements or psychophysical msarements by as much as 10 dB. Therefore, the
acoustical /electro acoustical environment in modern active[HPD] determines an upper limit to
the achievable attenuation “gures, which probably is more problematic than the performance
limitations associated with bone conduction.

For the signal processing part the least-mean-squares technique has been used extensively. The
actual type of application dictates the use of adaptive algorithms in order to cope with an un-
predictable noise environment and individual pilot-dependent system responses. Moreover, an
adaptation capability also facilitates the use of relative inexpensive transducers which become
particular important in more advanced systems involving multiple transducers. In the present
case of noise control, the plant inherently introduces a non-negligible delay and possible uncer-
tainty. In order to ensure “Iter weight convergence a “ltered reference signal is used. The “Itered
reference signal is obtained by passing the reference signal through a plant model. Then the al-
gorithm is referred to as “Itered-x least-mean-squaresM3)), abbreviated “Itered-x (ExMS).

In the active noise control literature both time-domain and various transform domain solutions
have been proposed. In this project both time-domain andz-domain solutions are being consid-
ered.

1.3 Motivation

In Becfion 1.2 it was mentioned that an active attenuation of 20S 25 dB is attainable under
realistic conditions in the frequency band from 140 Hz to 300 Hz with current high-end&NRIAPD 1
Unfortunately, even by taking passive attenuation into account the total attenuation is still to

insu cient in particular in extreme noise cases as often experienced by military personnel.

The presentPRD1 project hopefully represents some initial steps on a probably long passage from
this performance level to for example 305 35 dB active diuse sound “eld attenuation over a
much wider frequency range, e.g., from 20 Hz to 1500 Hz.

However, as is well know among acousticians, antenna designers and active contrati) engineers
increasing system performance - if at all possible - by an order of 10 dB is usually associated
with severe di culties. Popularly phrased, it can be argued that in order to obtain 10 dB noise
attenuation then among many other design issues, the designer must be in control of a least
90% of the energy present at the position where noise cancelation shall take place. However, for
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20 dB or 30 dB noise attenuation only 1% respective 0.1% of the energy is allowing to be left
unmodulated. Quite similar considerations apply to the design of antennas with low or very low
side lobe levelsBLL3).

It should also be recalled that the requiremen on attenuation performance, however, is very
domain dependent and in some cases a smaller bandwidth with even higher achievable attenuation
would be more usefull.

Moreover, attenuation capabilities are by no means the only “gure of merit in HPDJ design.
Among, other performance criterions we “nd dynamic range of operation stability, tracking
capabilities etc.

1.4 Research Objectives

Owing to the inherent limitation of feedback control in ANR] headsets, in thisPRD] a - to the
authores best knowledge - new technique referred to as con“ned feedforwar@EE) control in
which an array of reference sensorsra placed on a surface completelgon“ning the zones of quite
will be investigated. This topology in turn is embedded in a multiple-input and multiple-
output (MIMO)) system that facilitates both feedforward and feedback control. The general
system then referred to as hybridMIMG] con“ned-feedforward-feedback systemHEMMOCEEEBS )
[BNR] system is depicted in abstract formin on the facing page.

The sensor suite comprisedNe error sensorsNy reference sensors andll, performance sensors.
In total Ny actuators excite the secondary signals. TheS* reference surface is the (arti“cial)
surface constituted by the reference sensors.

The PR project, therefore also investigates the bene“ts of using multi-variable control, that
is, a[MIMO1 system con“guration. The investigation of a multi-channel ENR] system with mixed
feedforward and feedback topologies is motivated by the following reasons

1. In diuse sound “elds the sound is by de“nition incident uniformly from all directions.
In the simple feedback con“guration part of the disturbance will enter the active control
volume before it is sensed by the error microphone. From elementary control theory it
is well known that delays in the control path will limit the operational bandwidth of the
system. If instead an array of microphones is positioned on a surface enclosing the active
control volume, in-time reference signals can be obtained.

2. Collectively, by the use of multiple referen@ sensors an increase ithe multiple coherence
function (MCOE) is obtainable. The [MCOE] provides a measure of the linearity of the
system and an indicator of the presence of measement noise and consequently a measure
of the [BNR] capabilities of a system based on the assumption of a linear control system.
By increasing the number of input sensors the rejection signals can more accurately be
determined.

3. As the array of reference sensors completely con“nes the zones of quiescent time-advance
reference signals information which in combination with a su ciently high [MCOE]improves
the [ENR] attenuation capabilities and operational bandwidth substantially as compared
with ordinary feedback system [EBS) solutions in particular for random noise stimuli.

4. In the military domain the trend is to wear complex triple layer hearing protection devices.
The “rst level of protection is provided by the helmet itself. The earcups constitute the
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Fig. 1.1: ANR System Topology consisting of Nx = 7 reference sensors,Ne = 2 error sensors andNp = 3
performance sensors.
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second protection layer The third protection layer is provided by earplugs that are either
shallowly or deeply inserted in the earchannel. Both the earcups and the earplugs will be
equipped with ANR] hardware. A practical instantiation of the involves the
“rst and second protection layer in which an array of "ush-mounted surface microphones
on a helmet, a pair of error microphones in the vicinity of the entrance to the ear channels
and a set of earphones that provide the anti-noise signals (rejection signals).

5. Provision for head-tracker capabilities. Terma also produces 3-D audio equipment. Essen-
tial to the 3-D audio performance is that the system can track the pilot own-maneuvers.
By using a set of exterior sound sources the adil translatoric and angular data needed
can then be processed using existing hardware to a large extent.

6. When the positions of the noise sources relative to the zones of quiescent are not static
but time-varying the adaptive “lters involved should respond accordingly. An audio based
head-tracker function provides means to e ciently tune the adaptive “Iters to new optimal
settings.

7. The feedforward part of the system becomes more fault-tolerant as the failure of a single
sensor only will lead to some performance degradation especially for a feedforward-feedback
system (EEEBS) involving many reference sensors. For single chann@EEES] such failure
will imply that the feedforward part of the system simply stops working. The hybrid
system, however, will still be vulnerable to failure of the error sensors. The actuaF-16
Fighting Falcon and CH-47 Chinook applications are indeed considered mission critical.
Hence, system failure cannot be tolerated.

The analysis of stability of MIMO] systems with mixed feedback and feedforward topologies is
considerably more complicated than in theSISQl feedback case. The requirement on using adap-
tive “Iters as opposed to “xed (analogue) “lters renders the analysis and synthesis of such “lters
even more challenging.

Although the original problem formulation speci“cally addressesAC] in a [HPD] context, it has
through out the course of the project been the ambition to establish the theory in more abstract
and versatile context. The BNR] helmet is merely used as an instantiation of this more general
applicability of the research.

In order to test and evaluate developed theories and methods it is often very bene“cial in engi-
neering practice to work with a reference test unit [RTO]) for which highly accurate models can be
established. The design of a system for active control of sound and vibrationACSY)) represents
no exception from the rule and therefore als pertain to the veri“cation of a complex [EC] system
including hybrid combination of feedforward and feedback system elements like the proposed
[EMIMOCEEEES | for instance. In contrary, only very crude models are available for helmet based
[EPDs. Therefore, it may often be di cult to predict very accurately the attenuation achievable
when applying[&C] to such systems.

During initial system test, most likely errors and malfunctions are experienced at least by all
honest engineers. The test and debugging of proposédMIMOCEEEBS ] is no exception from
general observation. During such evaluation phase, the problem is often associated with proper
isolation of the fault or problem at hand. Sometimes it might be di cult to trace if a problem

is related to the hardware, transducers, the control algorithms or the adaptive “lter. Evaluation

of the system design to the extent possible on &TU] can greatly help such localisation e ort.
Moreover, the RTU] also serves as framework where a new type of measurement technique might
be assessed with respect tobtainable accuracy.
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The adaption of the spherical near-“eld antenna testing ENEAT) technique discussed i Parf]

to the domain of acoustics looks as a promising idea in the development of such reference test
unit. Accordingly for the development of a test unit for [A&C] acoustical transparent and acoustical
semi-transparent-semi-opaque hollow spheres are currently being considered.

A disadvantage of the[CEE] con“guration is related to the requirement on a relative high number
of reference sensors required in order to prevent spatial-aliasing of high-frequency components. In
practice for the HMIMOCEEEBS 1applied to a helmet baseddPD1the minimum number of reference
sensors amounts to six to eight. Increasing this number improves performance and in particular
raises the upperENR] bandwidth limit. Accordingly, if a of more general framework of sensor
data acquisition can be invented this can be bene“cial to theHMIMOCEEEBS |

In many signal processing applications a reduction in the computational complexity is required
especially whenever “niteduration impulse response [fIR) “Iters of high order is used. This can
be accomplished by usingnulti-rate adaptive “Iters where the adaptive processing is performed
at a lower rate than the incoming rate. The research into the “eld of multi-rate system design is
therefore motivated by a need to keep the requiement on bandwidth requirement at a su cient
low level for the application, which is of particular importance in multi-channel systems. More-
over, multi-rate system design allows the desiger to obtain very small delays associated with
the conversion stages in the secondary paths.

In the original proposal of the PRD] project emphasis was made on the study of adaptive “lter
algorithms in association with the modi“ed-“Itered-x ( mEx) technique. However, from the outset
the author being a newcomer to the “eld off&C] has been sceptical to this priority of the research
activities to be pursued. Early research activities andBESc] projects supervised by the author
indicated that a variety of already existing adaptive “Iter candidates are at our disposition. The
optimal choice of the underlying parameters and the achievable performance was not surprisingly
seen to be governed by the overall structuren which they should work. In particular the
achievable performance of ordinary feedback systenEES) solutions was deemed to be moderate
and highly dependent on inherent delays in the secondary path. Moreover, a realistic hardware
platform for [ANC] investigations was expectably “rst at disposition at a very late stage in this
project. It would therefore not be rather bene“cial for Terma, that at time of start had no previous
experiences with the design ofANC] systems, if the[PRD] has been dwelling all the time in this
particular “eld. Furthermore, it became soon evident that the project supposedly should run
autonomously, that is, with a minimum of resource draw elsewhere within the company. It was
therefore decided to take a more fundamental and theoretical approach to this research project
in which the dependence on hardware for evaluation or the dependence on resource availability
in general could be kept at a very low level. Hence, the diversity of the areas studied during the
course of thePRD] project is probably relative large for this type of project. As a consequence,
however, of this approach and the non inexhaustible work capacity of the author only a “nite
amount of time has been spent in each of the scienti“c areas investigated.

Although the three branches of physics, acoustics, elasticity and electromagnetics seem quite
dissimilar and describe completely di erent phenomena, however, they are all subjectable to
analysis in the mathematical framework of “eld theory. Therefore, by taking the necessary
precautions, then results that have been developed for one type of physical system can in some
speci“c cases be adapted to one of the other two physical systems considered. In particular,
thorough examination of the governing equations revealed that results folSNEAT] as used for
more than 30 years for example atdrsted[IUD] potentially can be generlized to predict “eld
quantities from sensors being responsive to acoustical as well as elastoric waves. Among such
sensors we “nd ordinary pressuranicrophones, (radial) velocity microphones and accelerometers.
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For this purpose a so-called probe description of the sensor supposedly used for the acquisition
of the sensor information must be made. As implicitly appear from the hamdSNEAT] scanning of
the “elds takes place on a sphere. As discussed F the spherical coordinate system is
also the only coordinate system in which the vector wave equations separate for all three physical
systems considered which in turn greatly simpli“es the analysis.

Moreover, the project takes recent improvements in dgital signal processng into account. Hence,
the use of Kautz/Laguerre “lte r as possible replacement dfIR] “lters is investigated.

It is common engineering practice to apply an assumption of Gaussian distributed signals. How-
ever, many phenomena encountered in daily life fall into a generalization of the normal distri-
bution and is referred to as -stable distributions. Noise source encountered in the domain of
are sometimes best “tted to the family of -stable distributions. So-called -stable adaptive
“Iters are therefore also assessed for the use IENC] applications.

As part of the project a MATLAB® -based general purpose tool for analysis and synthesis of
systems and in particular the HMIMOCEEEBS 1 has been developed. This software tool has
also largely been used to compesate for the lack of a hardware platform with su cient channel
and processing capability to support the[HMIMOCEEFBS 1

1.5 Organization of the Thesis

Of course within a singlePRD1] project not every stone can be turned in such multi-disciplinary
system design. Hence, such important aspects the psychoacoustical aspectdadic] and in par-
ticular related to BNRIAPDs. Furthermore, throughout the report it is usually assumed that
the systems are strictly linear. Hence, the vast ‘eld of adaptive non-linear control is cleverly
excluded.

Moreover, some of the chapters are included merely to support the rest of the report. Hence,
such chapters are not vital for the overall comprehension of th@hD]work and therefore given a
low priority (refer to Table 1.1 I.2). This report is therefore organized in two volumes. Volume

| is the o cial part of the thesis that will be subject to a formal PRI defense includes the main
contribution of the work by the author. Volume Il contains a suite of supplementary chapters.
The contents of Volume II, however, will not be subjected to the[PED1] defense.

1.5.1 Organization of Volume | of the Thesis

Volume | in turn is organized in four parts addressing di erent aspects of an active control of

sound (&CI).

Following this introduction ¢hapter 2]- Bl constitute ParfT]of this report. The performance

of a modern complex active noise control systemANCS)) is determined from numerous system
parameters. Coherence function are of particular concern inENC] system design as the achievable
BRR] performance in a feedforward systemEES) is to a large extent determined by the degree

of coherencebetween the set of reference sensors and the set of error sensors (or performance
sensors). The theme df chapter[2 is coherence futiens and statistical analysis methods that can

be applied to obtain estimates of di erent types of coherence functions. A quantity referred to

as the spatially-weighted-averaged acquisitiorlead time is introduced to represent the averaged
time-advance obtained by each reference sensoelative to each performance sensor involved

in a con“ned feedforward active control (CEEAC) system. A new method for acoustical signal
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processing that is referred to as joint-channel residual spectral analysi<9CRSA) is developed.
With this method joint signal information including the spatially-weighted-averaged acquisition
lead time can be extracted from diuse sound “eld measurements.

In the BNR] performance limitations as determined from causality constraints will
be considered. A key technique to the causality analysis is thespectral factorization which
therefore will play a main role in this chapter. Another objective pursued is the examination
of the performance of two variant Wiener-Hopf (WH) “Iters that are useful for the analysis of
the achievableANR] performance under causality constraints. A suite of examples of increasing
complexity is constructed in order to exhibit some of the characteistics related to causality
constraints.

[PartTTincludes two chapters related to control system design. In[chapter 4 the topology of the
overall control system will be introduced. A brief introduction to hybrid continuous-time discrete-

time topology (HCIDTIT ), hybrid feedforward (HEEEBS)), internal model control (IMC) and

adaptive inverse control @&IC) is provided. The HEEEBS]is discussed at length later i chapter ¥
directly in a MIMO] context. [AIC]is proposed as a method to achievadaptive control of unknown
and possible time-varying systems by using adaptive “lters.

In of multi-rate system generally applicable for[AaCSV] is developed. A detailed de-
scription of the processing stages involved irsensing signals andactuating signals respectively
is included. This system involves three di erent sampling rates for maximum trade-o between
di erent design constraints. Moreover, the system is formulated in general&CSV] context of a
hybrid MIMO] feedforward-feedback systemHEMMOFEEEBS J). A conceptual demonstration of this
new multi-rate [ANC] system is provided.

The theme of the[Part [I[lthat is constituted by four chapters is adaptive “lters for BENCl The
objective of[chapter § is to establish a link between the domain of control system to the domain
of adaptive “ltering. A description of the well-established “ltered-reference signal method used
to accommodate the presence of a plant is made. The more advanced technique referred to
as modi“ed “Itered reference method is carried out. This method is extensively being used in
the simulations. Moreover, this chapter also presents the family of “ltered-error E)LMS] that
provides a cost e ective alternative to the in MIMO] systems.

In a bottom-up description of the from basic feedback systems and
feedforward systems to the full blownHMIMOCEEEBS 1 including provision for on-line system
identi“cation and inte grated communication ([C) is made. Moreover, the system includes a
scheme that to a large extent can eliminate the e ects of feedback signals contaminating the
reference signals. In a demonstration o -line sinultaneous system identi“cation capabilities of a
complex system using di erent adaptive “lter con“gurations is made.

Then in four di erent modes of adaptive “Itering is presented. The concepts ofcost
functions, leakageand regularization is discussed. Botht-domain- and z-domain causally con-
strained Wiener “lters are introduced. The steepest descentidd) and then subsequently the
family of stochastic gradient (SG) are presented. A new and more general variant of the a ne
projection algorithm has been developed. This adaptive “Iter algorithm that is denoted by
multiple-channel- -a ne projection algorit hm includes parameters forleakage control and
adaptive tap-weight regularizationas well asnumerical regularization. A simpli“cation of this

algorithm leads to the[MC-—___-NLMS]algorithm that is an extended variant of the [NLMSlalgorithm.

The theme of[chapter 9 is an extensive performance analysis of the linear-least-mean-squares
estimate (Ims.e)-based multiple-channel- -a ne projection algorithm ( [MC-____-APA) adap-
tive “Iter encompassing both dynamic weight-driven leakageand dynamic control-e ort-driven
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leakageand numerical regularization as well as weight regularization. Moreover, in our presen-
tation we also allow the step-sizeyl, the leakage control parameters, and the numerical regu-
larization parameter to attain matrix-values and to be time-variant. Furthermore the analysis
conducted in this chapter uses an advanced random-walk model and also allows a non-vanishing
initial weight vector.

Finally, Parf TV includes two chapters related to the vibro-electroacoustical part of a [HPD1 The
passive operation of circumaural [HPDs is addressed in chapter 10. Irf chapter 11 a discussion
of quantities governing the performance ofANRIAPDs will be carried out. Moreover, the actual
Helmet design including the Terma Earcup system is modeled and suggestions to a less resonant
structure is made.

Following our conclusions a total of “ve appendices are included in Volume | of the thesis. Various
BNR] attenuation quantities are de“ned in Appendix B&] Among important parameters considered
we “nd the acquisition time, the group delay, aliasing e ects, the ordinary coherence function
(@COE) and the MCOE1 The obtainable performance as limited by each of these quantities is
evaluated. Then in Appendix [Bl random variables &%) and random processsgPs) are formally
de“ned and subsequently set into perspective using the=-16 application as an example. The
theme of Appendix[Q is statistical data analysis [SDA) and in particular an assessment of the
errors that result during post processing of the acquired data is made. Results from noise
recordings acquired in anF-16/B cockpit and in a CH-47D are presented in Appendix[D that
also includes a description of the customization process of theentexHGU-55/P helmets. Finally,
Appendix [Eldescribes a pseudo-random noise generator that is used for system identi“cation.

In a prioritizing of the included chapters of Volume | of the report is listed. Priority 1

is attributed to the chapters that should be read, priority 2 is assigned to the chapters supporting
for the overall comprehension of the report and priority 3 indicates that the material might be
somewhat outside the main scope of th®rD] work or else is at an introductory level.

Chapter Name Priority
chapter 1 Introduction 1
Coherence Functions and Spectral Analysis 1
Causality Constraints and Spectral Factorization 1
chapter 4 System Description 2
chapter 5 Multi-rate Systems 2
pter 6 Adaptive Filtering for Active Control 2
2
pter 8 Adaptive Filtering Algorithms for [L[IV]Systems 1
[chapter 9 [MC-—-APA| Performance Analysis 1
chapter 10 Hearing Protector: Active Attenuation 2
Hearing Protector: Passive Attenuation 2
chapter 12  Conclusions 1
Appendix A| Active Noise Control Performance 2
Appendix B] Random Signals 2
[Append Statistical Data Analysis 2
[Appendix D] Analysis of Noise Recordings 2
[Append Random Noise Generation 2

Tab. 1.1: [Ph.D] Thesis Chapter Priority Level Volume |I.
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1.5.2 Organization of Volume Il of the Thesis

Volume Il of the Thesis is organized in two parts addressing di erent aspects of an active control

(AT) system.

Three chapters constitute[Parf Vithat supplement Pari Tbf Volume | of this report. In
a theory unifying three branches of physics namely acoustics, elasticity theory and electromag-
netics is presented. This unifying theory is the mathematical framework of“eld theory. The
contents of this chapter should generally be fruitful when attempting to project results ob-
tained in one of the physical systems to one of the other two physical systems. In particular
in [Appendix G]where spherical near-“eld antenna testing ENEAT]) techniques used primarily for
antenna measurement will be accommodated to measurement of acoustical wave “elds as well
as elastoric wave “elds. In order to accomplish this goal, however, some care must be exercised
when adapting to results obtained from electromagnectics. Following the presentation of the
techniques in[Appendix @ this part of the report concludes with [Appendix H| that pro-
vide some practical examples to where “eld considerations are of profound concern in the design
of an active noise control BNC) system. The problem related to[AC] when either of the primary,
secondary sources or control vaimes are subject to dynamic movements is also addressed. In
particular, existing spherical near-“eld techniques from[Appendix § are adapted to cases where
the sources are positioned outside the spherical scan surface and time-domain “eld for which
the interior “eld inside the sphere can be determined. These results are used in the design of
the aforementioned reference test unit[RTO])) dedicated the test and evaluation of methods and
techniques developed for active control of sound and vibration&C3SY)) systems.

The theme of[Part VIlthat supplements [Parf Tl bf Volume | is constituted by four chapters is
adaptive “Iters for ANC1 The presentation of adaptive “Iters for [&Clis proceeded i Appendix |
with a discussion of the topology of the “lIters involved. The topic of[Appendix J]is fast adaptive
“Itering algorithms and in particular order-recursive algorithms. A detailed derivation of the
fast array recursive least-squaresHEARLS) is provided. Moreover, an extension to the[EARLI
algorithm is made allowing a non-vanishing initial condition and a regularization matrix that
not necessarily is a diagonal matrix. This adaptive “Iter is used extensively in many parts of this
report. The theme of[Appendix K]is orthonormal “lters and in particular Kautz/Laguerre “Iters.
Finally, Appendix L ]provide insight to the class of -stable distributions. Various adaptive
“Iter dedicated to this class of probability density functions and in particular the normalized
[CVpN] (NCMpN') algorithm are presented. A total of four appendices namely AppendiX_MER are
included in Volume Il of the thesis.

In Table 1.2 a prioritizing of the included chapters in Volume Il of the report is listed.

Chapter Name Priority
Append Acoustic, Electromagnetic and Elastic Field Theory 3
Append Spherical Near-Field Testing 3
[Appendix H|]  Applied Active Control of Fields 3
Append Adaptive Filter Topology 3
Append Adaptive Filtering Fast Algorithms for [TV] Systems 3
Appendix K| Orthonormal Filters 3
Append Alpha-Stable Distributions 3
[Appendix M| Fourier Transforms 3
Appendix N|  Signal Aliasing E ects 3

Continued on next page
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Chapter Name Priority
Appendix O] Mathematical Model Dynamical System 3
Appendix P| TermaNoise Chamber Facility 3

Tab. 1.2: [Ph.D] Thesis Chapter Priority Level Volume II.

The author has tried to supplement the mathematical derivations and physical ideas by expression
in plain English and apology for any deviation from this objective.

Rather than collect all appendices at the end of this report, the author has opted to place each
of the domain speci“c appendices at the end of the chapter where it is called upon. Material of
more general character, however, is pleed in appendices in the end of the report.
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2. COHERENCE FUNCTIONS AND SPECTRAL ANALYSIS

2.1 Introduction

The theme of this chapter is coherence functions and statistical analysis methods that can be
applied to obtain estimates of di erent types of coherence functions. Coherence functions are of
particular concern in [ENC] system design as the achievable active noise reductio®KR]) perfor-
mance in a feedforward systemEES) is to a large extent determined by the degree oftoherence
between the set of reference sensors and the set of error sensors (or performance sensors).

In Becfion 2.2 on the next page three coherese functions will be introduced, namely the ordi-
nary coherence function, the multiple coherence function and the partial coherence function.
Moreover,[Secfion 2.2 lists various causes to the tk of coherence between two sensor signals. Ex-
pressions for the three coherence functions are provided and for the multiple coherence function
and the partial coherence function both an iterative procedure as well as anatrix implementation
formulation is presented.

A problem exists when one attempts to model a physical spatially distributed system with no
obvious input and output channel de“nition by a “nite lumped-elements multi-channel system.
Usually, no unique transfer function exist as the system is not point-wise excited, but excited
over an area as in the case of di use sound “eld illumination.

A - to the authores best knowledge - new method foacoustical signal processing that is referred
to as joint-channel residual spectral analysisHCRSA) is developed in[secfion 2.8 on page 29. The
method is used for the extraction of joint signal information from di erent observation
positions in space. The idea is to separate each spectrum in @herent spectrumand a residual
spectrum The contents of the coherent spectrum carbe obtained from a linear superposition of
the other signals, whereas the rsidual spectrum bears information that is unique to each speci“c
channel. Moreover, a quantity referred to as the spatially-weighted-averaged acquisition lead
time is introduced to represent the averaged time-advance obtained by each reference sensor
relative to each performance sensor or error sensor involved in the proposed con“ned feedforward
active control (CEEAC) system.

As will be demonstrated in[secfion 2.4 on pagé32 this method has the ability to extractistinct
channel timing information that is deeply buried in multi-channel interferences in a di use sound
“eld. Such timing information is useful for, e.g., the determination of the spatially-weighted-
averaged acquisition lead time.

lIn the study of the extent of the diuse “eld zone of quiet one may apply a somewhat related idea of
separating the primary “eld at an arbitrary position is space, say, r into a component that is perfectly correlated
spatially with primary “eld (and therefore also secondary “eld) at the position in space where perfect cancelation
is obtained, say, ro and an orthogonal “eld component that is perfectly uncorrelated with this primary “eld at
r [23] [20, Ch. 11.4]. Hence, spatially decorrelation between two “eld points ( ro,r) is considered, whereas the
theory developed in this chapter is the natural extension to the multiple “eld point case. Spatial decorrelation is
also considered in [Subsection 2.4.3] viz. (£4:2) on page B5]
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2.2 Coherence

Coherence functions are measures of linear dependence between random signals or in gersstd

of random signals, say,A and B to be de“ned later. They represent the correlations between
spectral components of random process®&Ps) and are thus functions of frequency. Four types of

coherence functions will be considered: therdinary coherence function, the multiple coherence

function which in turn involves the partial coherence function and a generalized coherence
function. The ordinary coherence function consider tvo di erent channels, the multiple coherence

function involve one single channel and a number of di erent channels. The partial coherence
function on the other hand consider two di erent channels and a number of likewise di erent

channels.

In feedforward [&C] lack of su cient coherence between the reference sensors and error sensors
will directly limit the obtainable [ENR] attenuation. Denoting by A - the attenuation limited
by (lack of) coherence, the following expression is readily obtainabléI’LZ, Ch. 3]

A -(f)=10log,, 1S ?(f) [dB]. (2.2.1)

Many physical systems are extended continuum systems which we, however, model as “nite-
dimensional continuous-time or discrete-time linear time-invariant (CTC) dynamical systems that
can be accessed at di erent points or channels. As described jn_Appendix]O on page 807 the
state-space representation and thenput-output model is widely used to model a great variety of
systems encountered in nature.

Usually in systems theory some of the channels are considered a&gputs while the remaining
channels are considered asutputs. Our approach will, however, be more general as often no
obvious input output assignment exists. Sometimes the channefsnaturally fall into two or more
sets. Henceforth, we will byA designate one arbitrary subset of the channels and bf38 designate
another arbitrary subset of the channels. Moreover, we will let ., | representarbitrary random
signals. The signal set membership for these arbitrary random signals is inessential. Typically,

. and , will be used as surrogates for reference signals, disturbance signals and performance
signals.

The total number of channels is henceforth denoted byN . Accordingly, the system is con-
sidered spatially sampled atN distinct points in space and the corresponding signal as an
N -multivariate stationary RPl

2.2.1 Imperfect Coherence

From a literature survey the following reasons forobservedimperfect coherence has been fourid

(18, ch. 4], [4.[6/1P):

Coherence Prob. 1. Partially Coherent Fields. A real physical source is not a point source,
but has a “nite extension, consisting of many elementary radiators. Acoustical sources related
to violent "uid motion was discussed in[subsection F.3.1ll on pagE 654 represent an example of
spatially distributed elementary sources. In optics these elentary sources are atoms. Moreover,
a physical source is never constituted bystrictly coherent elementary sources. Tis is in particular

2We use the words channel and signal synonymously.
3The list is most likely not exhaustive and many other causes to imperfect coherence may exist.
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the case for the noise generated from violent "uid motion. On the contrary, for some vibrating
machinery radiating noise the source points Wl to a large extent be coherent. Incoherence
in turn always implies a “nite (though not necessarily wide) spectral range’. Accordingly, a
physical source is never strictly monochromatic and even the sharpest spectral line has a “nite
width. At “eld points many wavelengths away from such extended and partially coherent noise
source the amplitude and phase of the radiated “eld will undergotemporal "uctuations, the
rapidity of which depends essentially on the width of the spectrum. The characteristic time of
the amplitude variations is called the coherence time[g, Ch. 10]. Similarly, the “eld will exhibit
spatial "uctuations in amplitude and phase, that is, the “eld points are only partially coherent.
The spatial extent of the dependence of the “eld is characterized by theregion of coherencé.
Hence, the cause of lack of perfect coherence is axtended source of non perfectly coherent
elementary elements.

Coherence Prob. 2. Insucient model order. This is of particular importance when one
attempts to model a spatially distributed system as a “nite lumped-elements multiple-input and
multiple-output ([ MIMO)) system. With increasing frequendes the “eld necessarily become spa-
tially undersampled and the corresponding spatially-aliased signal components can be considered
as extraneous signals.

Coherence Prob. 3. Doppler e ects. Consider two sensorsas observers that are moving along

trajectories with reference to a coordinate system with origo at the position of the noise source.
Then at times where a di erence in the radial velocity component of the two sensors exists,

the sensors will experience di erent doppler shifts and therefore also a drop in the coherence
function.

Hence,[l and2 relate to the problem of modeling a physical continuum with a “nite-dimensional
MIMO1 system. [ refers to the reason of the existence of partially coherent “elds, whildf]2 refers
to the problem of insu cient hardware deployment (for economic and/or practical reasons).
Owing to wave nature such considerations apply to the three physical phenomena considered in
[Appendix F]on page[GI9, that is, acoustics, elasticity theory and optics (electromagnetics). A
possible remedy to[B is to apply doppler “ltering techniques well known within the sonar and
radar communities.

Coherence Prob. 4. The system relatingthe *(t) signals and the ® (t) signals is not linear®.

Coherence Prob. 5. The system relating the “(t) signals and the B (t) signals is not a
constant-parameter system.

Deviations from a strictly [T system is accounted for in(# andb. A remedy to this problem
is to use non-linear and time-varying[&Cl However, this will usually increase the complexity
considerably. The time-variance is to some extent taken into account by the use of adaptive
“Iters for adaptive control and for plant representation.

4In optics the partial coherence is often related to an extended quasi-monochromatic light or polychromatic
light source. Such light sources most often imply incoherence.

5From optics it is well known that the spectrum of radiation from an extended source changes on propagation
unless a certain scaling condition is obeyed by the degree of spectral coherence across the source [B]. For a
large class of source-coherence functions the changes may be manifested as shift of spectral lines either towards
the longer (red shift) or the shorter (blue shift) wave length. In [7] ah acoustical experiment with two small
partially correlated sources frequency shifts in tonal contents was observed by this mechanism, which validate
this hypothesis in the acoustical domain.

6 Atmospheric turbulence. This is of particular concernin  aeroacoustic tracking systems with widely separated
sensor arrays [19]. In [25] physics-based models for the associated spatial coherence loss are developed.
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Coherence Prob. 6. Finite signal-to-noise ratio (SNR). The presence of extraneous noise that
is uncorrelated with  ,(t) and ,(t). For example, noise in the receiver electronics will most
likely be uncorrelated from one sensor to another. FrorrﬂG, Ch. 6] we “nd the ordinary coherence
function expressed in terms of theSNR] at port a represented by[SNR and the BNR] at port b
designated by[SNR

1
2 —
% ) L ENRE (1) + BNRE () + SNRE (1 SNRE (1) 222)

Accordingly, considering this point isolated highlSNRk lead to a coherence function approaching
unity.

Coherence Prob. 7. Aliased signal components m discrete-time systems. InAC] a trade-o
between suppression of aliased signal components and performance loss due to group delays
within the anti-aliasing “lters ( [BAE]) therefore often prevails.

Coherence loss associated with thBAE] will be discussed in_subsection N.2]1 on pade7P2.

Coherence Prob. 8. Adaptive “Iter truncation errors. By the use of “nite-duration impulse
response [EIR) “Iters for plan model representation some model imperfections necessarily result.
A remedy to this problem is to use in“nite-duration impulse response [[K) “lters. Moreover, by
using numerical methods in the determination of “elds from an extended source region usually
involves an in“nite or possibly double in“nite sum of terms. In practice an estimate of the “eld

is obtained by truncation of the (double) in“nite sum. As a consequence some numerical source
contributions are omitted and the coherence function decreases.

Coherence Prob. 9. The underlying RPs are not mean and variance stationary or ergodic.

The analysis presented in this chapter is based on an underlying assumption of mean and variance
stationarity. Coherence problem[d accounts to such model deviations. Lack of stationarity,
however, may be compensated for by employing more advanced data analysis schemes.

Coherence Prob. 10. Periodicities in the acquired data set.

Coherence Prob. 11. A nonzero mean in the acquired déa set. A “nite direct current ( GT)
0 set "Sn the acquisition equipment that is not taken properly compensated for may completely
overshadow possible subsonic signal content in the “rst frequency bin.

Coherence probleni_.I0 and coherence probldml11 eefto improper statisti cal data analysis which
may lead to an underestimation of the true coherence function.

Moreover, it should, however, be remarked that=TIlL to some extent might be mutually depen-
dent.

In the system identi“cation the coherence function indicates how much of the system output
signal is due to the input to the system.

Finally, it should be recalled that the improper statistical analysis of the data set may lead
to an erroneous underestimation of the achievable performance. Similarly, imperfections in the
performance sensor itself may lead to an underestimation of thENR] performance that will be
perceived by humans at the same position.
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2.2.2 MIMO]channel power spectral density matrix

In the statistical data analysis a[MIMO] channel power spectral desity matrix denoted by S
CNixN =N where the diagonal elements are auto spectral density functions and the o -diagonal
elements are cross-spectral dertgi functions, is constructed

Sll SlZ SlN
S,, S,, ..S,.

S , , o . (2.2.3)
SN 1 SN 2 SN N

In the statistical data analysis it is often not required to examine all N2 possible channel com-
binations. Sometimes the data naturally fall into two or more sets. Typically, when considering
[MIMGO] systems one subset of signals is designated as input and the other subset of signals is
designated as output. Accordingly, we may write the set of all signals denoted by ° as

s= 9 (2.2.4)

where = i ]' denotes theset of input signals and N' is the number of input channels,

and where © = |, o ¢ similarly denotes the set of output signals and N© likewise is the
number of output channels.

The set of input signals and output signals are by de“nition always considerednutually exclusive
thatis, ' © = . The number of channels are therefore related by

N =N'+NO. (2.2.5)

Then we may reexpress th@IMO1channel power spectral density méix in terms of block channel
matrices according to

S | I S | o
S So . So.o (2.2.6)
whereS | | CNrxN'xN! represents the input channel power spectral density matrix,S o o

CNr*N?xN? gimilarly is the output channel power spectral density matrixandS + o = S o |

CNixN?xN' genotes the input-output cross channel power spectral density matrix. The depen-
dence on the frequency index is suppressed for tational convenience. In full expansionS s
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expressed by

[ [ [ 1o () 1o
11 12 1oyl 11 12 1 O
[ [ 1o 1o [ [

2 1 2 2 2 ! 2 1 2 2 2 yo
I I I I I I I o I o I o
N N2 N N N NI NO
So S o . So Soo Soo ... Soo
T 1 T 2 I\ T 1 T2 1 yNoO
o I o I [ o o o o o o
1 2 2 2 I 2 1 2 2 2 o
N N
So 1+ So | So So o So o So o
NO 1 NO 2 NO NI NO I NO 2 NO NO

Sometimes such partitioning of the channels is less obvious. For example, at various places in
this thesis the mutual relationship between the reference signals, disturbance signals and the
performance signals is investigated. However, none of these subsets of signals are physically
inputs nor physical outputs, but merely some sensedsignals. In this speci“c case, however,

it seems natural to consider the reference signals as inputs and the disturbance signals and
the performance signals as outputs. For the investigation of mutual relationship between the
disturbance signals and the performance signals we may arbitrarily designate the disturbance
signals as inputs and the performance signals as outputs.

On the contrary, the aforementioned abstract signal setsA and B may or may not be overlapping.
Moreover, the union of A and B will sometimes only constitute a subset of all signals. Hence,

s A B (2.2.8)
where # = i NA JA denotes theset of A signals and N” is the number of A channels, and
where B = |, s 2 similarly denotes the set of B signals and N® likewise is the number of
B channels.

In general, the number of channels is accordingly subject to
N NA+NB. (2.2.9)

The equality sign in (Z2Z:8) and (ZZ9) pertains for example to the case where subsets” and
B are non-overlapping and include all signals.

C

Moreover, we introduce the set of C (conditioning) signals denoted by | NC ,C where

N € is the number of C (conditioning) channels. Important to note is that  ©

contain elements from either of * or B, thatis, in general ¢ A= and ©

may or may not
B _

For all practical purposes it should su ce to consider signals from three subsets of signals at a
time. Then, we may let ”, Band © be surrogates for application dependent speci“c subsets.
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2.2.3 Ordinary Coherence

The ordinary coherence squared function (or just oherence function) betveen (arbitrary) ran-
dom signal , and (arbitrary) random signal , denoted by Za ,(f), represents the linear
dependence (correlation) in the space-frequerycdomain between the spectral components of
and those of . It is de“ned from the of signal , designated byS , _(f), the of
signal |, denoted by S , ,(f) and the between signal , and signal | represented by
S, ,(f) thatis,

IS . (D)7

2
S0 s s, L)

(2.2.10)

As opposed to the multiple coherence function that will be introduced in[subsecfion 2.2]5 on
page[Z5 the ordinary coherence function consider signals pairwise. The coherence function is
zero if the random signals are uncorrelated and equal to one at any frequency index where there
exist a linear transformation between , and .

In the statistical data analysis presented in[Appendix C|on page53P it is useful to introduce the
ordinary complex coherence function , , de“ned by

o)=L (B)e ) (2.2.11)

where the magnitude and phase are de“ned by

| . B)N=+ 2 (f) (2.2.12)

and

Q. .(f)

f)=
. »(f)=arctan c ..

(2.2.13)

respectively and where theCaPSD] (co-spectrum) C , , (f ) and @PSD] (quad-spectrum) Q . ()
in turn are de“ned according to

S..(f)=C ., (F)+3sQ, .(f). (2.2.14)

Comparing the de“nition for the ordinary coherence function in the space-frequency domain
(ZZ.10) with the de“nition for the correlation coe cient (coherence function in space-time)

a b( )7'

C..()

-0 C,.0 C, .0

(2.2.15)

7One must distinguish between the temporal complex degree of coherence a p( ) that is a measure of
the coherence in the space-time-domain and the spatial degree of coherence , | (f) that is a measure of the
coherence in the space-frequency-domain [8, Ch. 10].
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where C , ,( ) denotes the cross-covariance function between two arbitrary continuous-time
random signals ,(t), (t)®

c..() R,,()S (2.2.16)

a b?
and where R , () in turn denotes the cross-correlation function between two arbitrary
continuous-time random signals ,(t), ,(t) and , in turn denotes the mean of arbitrary
random signal ,(t), then some interrelations seem to appear. In|_[_.’1|7] it is proven that the fre-
quency band coherence can be interpreted as thequared envelopeof the correlation coe cient
at zero time delay for the particular case of pressure and an arbitrary component of the particle
velocity vector considered afRPs, that is,

2 (f)y= 2. (0,fo, f)+ 2 (0.fo, f), (2.2.17)

where in turn designates the Hilbert transform of (-). The relationship between the two
degree of coherence is discussed, under more general circumstances ih [14, 26]. They found the
following relations between the two degrees of coherente

1

S8 4, 2.2.18
s..() s,y s el (2.2.18)

1
ab()_2

and

L o()= ) S, .() s, .() . ,()e d, (2.2.19)

wheres _ _( ) denotes thenormalized single-sided autospectra

Sa a()
S

Sa a() ()d

(2.2.20)
S

Hence, the ordinary complex coherence function is obtained a§1 times the Fourier transform
de“ned in (M.1.3) on page[78T of the correlation coe cient weighted by the inverse product of
the square roots of normalized spctral densities. Similarly the carelation coe cient is obtained

as 2 times the inverse Fourier transform (see [M.I1.b) on pagé_788) of the ordinary complex
coherence function weighted by the product of the square roots of normalized spectral densities.

It should be emphasized that the complex coherence function , ,(f) is a measure of coherence
in the space-frequency domainwhilst the correlation function , ,( ) is a measure of coherence
in the space-time domain

The magnitude-squared coherence function is usually determined from periodogram analysis as
presented in[Appendix J on pagd 539.

8Note, C , ,( ) represents a cross-covariance function whereas C , ,(f) de*ned in (IZIZ)is the co-
spectrum.
9The expressions have been accommodated to the choice of non-unitary Fourier transform pair viz. (M.L3Y_]

and (MI5).
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2.2.4 Partial Coherence

The partial coherence function is usually most used as an intermediate quantity for the determi-
nation of the multiple coherence function. However, we will later make direct use of the partial
coherence function in thelICRSA] method to be presented ir(secfion 213 on padge 29. The partial
coherence function between random signals , and ,, conditioned on the random signal set ©
denoted by ? . is de‘ned by'?

2 S c(f)S, ., «of(f)

oo o) sab c(f)S,, c(f)

a a

(2.2.21)

By the term conditioned is meant the residual components of random signal ,(t) and of random
signal ,(t) that remains after removing all components linearly dependent on €. By comparing
(ZZ.10) and (Z2Z21) we recognize that the partial coherence function is the ordinary coherence
function of the residual parts of the random signals that follows from conditioning with respect to
€. An explicit expression for the partial coherence function is provided in [Z22Z.2B) on pagE28.

The partial coherence function is subject is to a double inequality viz. [Z22.31) on pagE28. In
the development we sometimes are conditioning with an empty set (¢ = ), which of course
leaves the auto- and cross-spectral density functions unchanged, that isS | | S, . and
S S

a b a b’

It is important to note that the partial coherence function involve two single channel signals
that may or may not belong to the same channel set and a set oNC signals. As such the
partial coherence function is more complicated in structure than the multiple coherence function
de“ned in Subsection 2.2.5. For the same reason when considering speci“c pairs of channels, that
is, joint-channels and we want to eliminate the interference from a set of other channels, it is
therefore the partial coherence function and not the multiple coherence function that will be
used.

2.2.5 Multiple Coherence

The multiple magnitude-squared coherence function or more brie"y the multiple coherence func-
tion is normally only considered in more advanced data analysis.

The MIMG1 problem has among other authors theoretically been considered by Bendat inl[1) 2],
IDodds and Robsoh [[11] an bl [27]. Moreover the handbook by Bendat and Piersal [6]

provides invaluable insight into the partial coherence function and multiple coherence function.

Somewhat surprisingly, only a few references téhe multiple coherence function can be found in
the ANC] literature. In [9:] a diesel engne structural-acoustical problem is modeled by a multiple-
input and single-output (MIST) system where the vibration measured at each of the six cylinders
constitute the inputs and where the sound pressure measured some distance away represents the
output. Using multiple coherence function analysis as opposed to ordinary coherence function it
was found that the total noise was almost equal to the coherent noise.

In the present report we will make extensive use of the multiple coherence function in particular
for the assessment of the requirement on the amount of reference sensors required in a con“ned
feedforward (CEE]) [ANC] system.

10The notion 4 p € can mnemonically be viewed as the subspace of 5 and |, that is orthogonal to ~ ©.
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In geophysics the multiple coherence function[{ICOE]) can be used to separate two stationary
components: a signal sequence, which correlagefrom trace to trace, and an incoherent noise
component, which does not correlate from trace to trace@ﬂq. Hence, a single as opposed to
multi-channel system is considered, but at multiple times.

The multiple coherence function has also been used as a statistic measure for detection of a
common unknown signal component in multiple noisy channelleZ]. A discussion of this subject,
however, will be deferred until[section 2.A on pagé102.

The multiple coherence function is not directly available in aMATLAB® package and the engineer
or scientist therefore has to implement his own version dedicated to the speci“c application at
hand.

The multiple magnitude-squared coherence function between , and the set of € signals that
we will denote by!? 2a . ¢, represents the linear dependence between spectral components of

2(f) and those of the signals ‘f(f), g(f),..., ﬁc(f). Hence, asingle signal ,(t) is related

to the non-empty set of, e.g.,N € signals. Some authors prefer to make the size of the conditioning
signal set explicit and therefore refer to aN ©-order multiple coherence function.

At least two di erent approaches to the determination of the multiple coherence function exist.
The “rst procedure relies on straight forward use of linear algebra and requires no ranking of
the input channels nor determination of conditioned spectra or partial coherence functions. The
second procedure on the other hand is based on a ranking of the input channels and uses an
iterative computation procedure involving conditioned spectra and partial coherence functions.
This iterative procedure provides speci“c insight in to the contribution of the individual signals.
Moreover, this second method is relative easy amendable to statistical error analysis as detailed
in [Appendix Clon page[539.

Both methods rely on the construction of a signal set, say, * as the union of the random signal

, and the set of © signals, that is, * . C.Hence,NA = NC +1.

From these signals the following , S € channel power spectral desity matrix denoted by

Sa s CNiXN"XN" tpat is obtained from concatenation of the random signal , and the
conditioning signal set ©, that is,

. S ¢ S ¢ S ¢
a 1 a 2 a ¢
C SC C SC C SC C
1 a 11 1 2 1 NC
S A a s. Sgg¢ Ssg Sgoe. . (2.2.22)
SC SC C SC C SC C
NC 2 NC T NC 2 NC NC

11The notion - © can mnemonically be viewed as the projection of 4 on ©.
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Multiple Coherence Function Matrix Formulation

In [6, Ch. 7] the multiple magnitude-squared coherence function between the conditioning signal
sets © and random signal 2 denoted by Za . ¢ can be expressed as

IS~ a(f)l

) o
e M=LS s s e e

(2.2.23)

In [ﬂ Ch. 14] a somewhat di erent expression for the multiple magnitude-squared coherence
function is provided

S, <(f)SS¢ c(F)S ¢ ,(f)
2 —_ a a
a " c (f ) - S . a(f) ) (2224)

whereS | c and S ¢ _ are the lastNC elements of the “rst row and “rst column of S a
in (£22.22) respectively. However, applying ordinary rules from linear algebra the equivalence of

2Z223) and (ZZ23) is easily recognized.

As proven in, e.g., EB] the multiple coherence function is subject to the following double con-
straints

0 2. (f) 1, (2.2.25)

where 23 . < (f) attains the lower value 0 when the measured output at the frequency being
considered is entirely due to noise and therefore cannot be deduced from the known inputs.
Similarly, Za . ¢ (f) attains the upper value 1 when , can be completely determined from the

€ signals passing through a (virtual) linear noise-free system.

However, the compact forms [Z.Z.2B) and{2.2.24) provide no speci“c insight into the contribution
of the individual signals in to the multiple coherence function 23 C o (f).

Multiple Coherence Function Iterative Procedure

In [3,5,16] a detailed derivation of the multiple coherence function based on the iterative procedure
is provided.

If a large variation among the individual ordinary coherence functions 2 . are encountered a
a

ranking of the conditioning signal sets should initially be carried out. Hencle, for each frequency
index perform a channel ranking with respect to ordinary coherence functions and in descending
order, that is,

) e (f) - e () (2.2.26)

[}
&) 2(1)

where 1(f ), 2(f),...,N C(f) are the corresponding ranking indices inS » » de“ned in (Z22.22).
For notational brevity, the explicit dependence of the ranking on the frequency index will subse-
quently be suppressed.
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Then follows the creation of aN x NA x N ¢ [MIST] channel conditioned power spectral density
matrix denoted by S, , |, from the following recursive algorithm

—

~ S A
SaaS s ! Saoa =1
_ i A A i1 - A C . ..
Shaoa c = L i N2 N&/ 1< min(i,j).
i j ! ~ ! & 1y
Sana c. SSI ! (|51)'SA c  c_ > 1;
i (18 1) c c i (18 1)
[ (18 1)
(2.2.27)
The notion [, = | _, , isintroduced as a compact representation of theaccumulated set of

signals.

It should be observed that the link between the iteration variablesi,j to the corresponding
indicesi, j in the MIMO1channel power spectral density matrixS  de“ned in (B22.22) on page 26
is established by [ZZZ.ZB) on the preceding page. In addition by de“nitioni = NA i=NA

and a similar relation pertains to j andj.

Next the partial coherence function 2 . is likewise determined recursively from
a | (18 1)

S
2 = ERTSE 2 | NC,j=NA. (2.2.28)

C.
a | (18 1) a
c c S c
| (1% 1) a . a sy

Finally, the multiple magnitude-squared coherence function is determined from [Z.Z.28) by

2. .=18 18 2?2 . . (2.2.29)

c
a a | sy

In [@] it is shown that the multiple coherence function between (t) and €(t) can also be
expressed as the sum ol © terms each consisting of the product of partial coherence function

between ,(t) and the I«th component of € (t) conditioned on the previous! S 1 components,
and multiple incoherence between ,(t) and the conditioning subset of €(t), that is,

N C
Za_ c(f)= 2 . ¢ (f)y 1S %2 . (f) . (2.2.30)
=1 a | (1S 1) a (1S 1)
Hence, 23 . ¢ will be a monotonously non-decreasing function with increasingN ©.
The partial coherence function de*ned in[Subsection 2.21 is subject to a double inequality [27]

S1
0 % ¢ o(f) min 1; % c(f) 18 2 e (f) . (2.2.31)

a | |

o

In [ﬂ] graphical interpretation of the identity (ZZ.30)] and the inequality (ZZ31) is provided in
terms of coherence diagrams
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In the special case where the spectral components oflc (f)and ,C(f) are uncorrelated | = 1|,
then the multiple coherence function is simply the sum of individual ordinary coherence functions

NC
Z . c(f)= e (). (2.2.32)
1=1

Multiple Coherence Function MIMO] System

The multiple coherence function is determined by isolating each output channel in turn and by
considering the[MISOlsystem thus obtained. In the following we assume that channel E, k NO©
has been selected as output channel. The “rst sfeis in accordance with [ZZZ.22) to assign to the
signal setA the union of the keth output signal and the set of input signals, thatis, E and

' which means # © ' Hence, in this speci‘c caseN” = N' +1. Accordingly,
the multiple coherence function is obtained from the matrix formulations (Z22.23) or (Z.2.24) or
alternatively are iteratively determined from (£22.26) to (£.22.29).

For the multiple magnitude-squared coherence function analysis to turn out successfully the
following assumptions will be made

[MCOF ] Assump. 1. None of the ordinary coherence functions between any input and the total
output should equal unity, thatis, j N' ,k N©: 2 , < 1. Otherwise the other inputs

ik
are super”’uous and do not contribute further to the multiple coherence function.

[MCOE] Assump. 2. None of the multiple coherence functions between any input and the other

inputs should equal unity, thatis, j N': 2, < 1, where we by the notion L= "\
i =]

refer to the subset of input signals obtained from excluding thg¢sth element. Otherwise this

input is super’uous and can be obtained from a linear combination of the other inputs.

[MCOE1 Assump. 3. Referring to (ZZZ1) on page[IB for each output the ordinary coherence
function between the output signal and the input signals should exceed, say, 0.9 for 10 dB
attenuation, thatis, k N©: 2, , 0.9.

k

It should be remarked that [MCOE] assumption[2 implies that none of the ordinary coherence
functions between any pair of input records should equal unity. TheMCOE]assumptions1E2 pose
no problem for the signals considered in this report. We also appreciate the importance GICOF]
Assump. [2 as regards numerical stability of [Z.2.23) and[{2.2.24). The requirement iifMCOE]
assumption[3 is often of great concern especially at higher frequencies.

Sample statistic for the pairwise and multiple magnitude-squared coherence is considered in
]. From such sample statisic density functions can be expressed and receiver operating
characteristic (ROC)) curves deduced, which in turn de“ne the probability of detection versus
probability of false alarm for a signal of a given true coherence.

2.3 Joint-Channel-Residual Spectral Analysis

In this section a new method for acoustical signal processing that is referred to as joint-channel
residual spectral analysis [CRSA)) is developed. ThelJCTRSA] method is used for the extraction
of joint signal information from di erent observation positions in space. The idea is to separate
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each spectrum in acoherent spectrumand a residual spectrum The contents of the coherent
spectrum can be obtained from a linear superposion of the other signals, whereas the residual
spectrum bears information that is unique to each speci“c channel.

As will be demonstrated in[Secfion 2.4 on pag€&32 this method has the ability to extractdistinct
channel response relationships and in particular timing information that may be obscured by the
action of the remainder channels. Such timing information is useful for, e.g., the determination of
the spatially-weighted-averaged acquisition lead timeThis quantity is introduced to represent the
averaged time-advance obtained by each referenaensor relative to each performance sensor or
error sensor involved in the proposedCEEAC] system. A formal de“nition, however, is postponed

until §ecfion 2.4.3 on page5B.

The idea is to use the results fron{secfion 2]2 in particular the concepts of multiple coherence
functions and partial coherence functions. Moreover, we will de“ne two sets of mutually exclusive
sets of spectra that will be used to describe thegint-channel-conditioned statistics. Hence, we
will divide each spectra in two parts. The “rst part, the coherent spectrumor parallel spectrum

is the component of the spectrum that could be obtained by the sum of a linear transformation
of the conditioning signal. The second part, theresidual spectrumor orthogonal spectrumis that
part of the total spectrum that is unique to the isolated channels. Heme, the residual spectrum is
the part that of the total spectrum that remains when the coherent spectrumhas been subtracted
from the total spectrum.

Denoting by S, .. < (f) the coherent auto spectral density function of random signal ,

conditioned on random signal set © and denoting by S . . c(f) the residual auto spectral

density function of random signal , conditioned on random signal set € we may express the
(total) auto spectral density function as

S,.(6) S, . .c(f)+S .. c(f) (2.3.1)

a

Similarly denoting by S _ . < (f) the coherent cross-spectral density function between ran-
dom signal , and random signal |, conditioned on random signal set € and denoting by
S c (f) the residual cross-spectral density function between random signal , and ran-

a b
dom signal |, conditioned on random signal set € we may express the (total) cross-spectral
density function as

S, . (f) S .c(f)+S

a b

o, c(f). (2.3.2)

2.3.1 Joint-Channel-Residual Spectral Analysis Matrix Formulation

In the abstract matrix formulation we create the following block matrix
S . (2.3.3)

whereS » »  CNt*N**N" renresents theA channel power spectral density matrix,S ¢ <
CNe*N*N° gimilarly is the C channel power spectral density matrix andS » ¢ = S ¢ »

CNi*N®xN" genotes theA-C cross channel power spectral density matrix. The dependence on
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the frequency index is as usual suppressed for notational convenience. In full expansi& is
expressed by

Saoa Saoa Sac Sac Saoc
11 12 101 12 1 yC
Saoa Saoa Sac Sac Sac
2 1 2 2 2 1 2 2 2 nC
Scoa Scoa Scoec Scoec Scoec
S 11 1 2 11 1 2 1 yC (234)
Scoa Scoa Scoc Scoc Scoec o
2 1 2 2 2 1 2 2 2 yC
Sc A Sc A Sc c Sc c Sc c
NC 1 NC 2 NC T NC 2 NC NC

Applying ordinary linear algebra to (£.3.4) we obtain the following expression for the residual
cross spectral density matrixS » » ¢

Saoa C:SAAéSA CSSgCSCA. (2.3.5)

2.3.2 Joint-Channel-Residual Spectral Analysis Iterative Procedure

The coherent auto spectral density function? is readily available from the multiple coherence
function

c(fy= 2. c(f)s, .(f). (2.3.6)

a a’

Fortunately, we may use the recursive procedure[{2.2.27) on pade P8 to obtain the residual auto
spectral density function and resdual cross-spectral density function. Finally, if required, the
coherent cross-spectral density funtion can be derived from insertion ofS | | ¢ in (£32).

2.3.3 Joint-Channel-Residual Spectral AnalysigMIMO] System

The method applied to a[MIMO1 system consider each input-output channel combination
in turn. The number of such combinations amounts to N'N©. In the following we assume

that channel Jlj N' and O .k N© have been selected as input and output channel

respectively. Accordingly, we make the following assignments: | Sand © L.
Now, the spectrum quantities sought after are readily available from instantiating the abstract
matrix formulation viz. (Z:3.5) or by invoking the iterative procedure viz. (ZZ27) on page[28.

12The term coherent spectrum is usually used. However, disambiguation of the coherent autospectrum and
coherent cross-spectrum is required here.
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2.4 System Identi“cation of Primary Pathes

2.4.1 Motivation

In this demonstration the method is used to determine the so-callegbrimary paths that
mutually link the reference signals to the disturbance signals and performance signals. By the
term primary an explicit reference is made to the primary sources being responsible for the
signals considered. I chapier|7 on page—2P1 the so-calletcondary paths that exclusively
involve the secondary sources will be determined for the same unit under tesgT).

In particular we wish to estimate the spatially-weighted-averaged acquisition lead times provided
by the reference sensors when positioned on the surface ofGentexHGU-55/P helmet. By the
phrase spatially-weighted-averaged acquisition lead time we refer to some average time value that
is obtained in [CEEAC] topology. This quantity will be more precisely de“ned in Eecfion 2.4.3 on
page[58.

In the duct [ENR] case an upstream referece sensor will providelead time information, that is,
acq > 0 while a reference sensor positionedownstream will provide lag time information, that
IS, acqg < 0. For an[AC] system in a diuse sound “eld expectably each reference sensor will
provide an equal amount of lead time and lag time information. However, this pertains to sound
wave propagation in a homogeneous media. For the particular case of the depict@&NR] helmet
the propagation or leakage of sound waves from the exterior of the helmet to the interior of the
earcups involves relative slow vibroacoustic mechanisms. Accordingly, it is expectable that in the
average each sensor provide more lead time information than lag time information. The actual
time-advance, however, depends on the relative pasons of the referencesensor and performance

sensor combination.

As only a few accounts to partid coherence functions and reslual spectra can be found in the
literature, we will discuss residual auto- and crossspectral density functions, transfer functions
and auto- and cross-correlation functions at length in this section. This should hopefully bring
new insight to these somewhat abstract quantities.

2.4.2 Measurement Setup

The di use sound “eld measurements were conducted in théTermaNoise Chamber Facility. Some
photos illuminating the measurement setup can be found iff Figure 2]1 E2]2 on pagésid3]..34.

For all statistical analysis the following power spectral density functions parameters de“ned in
[Appendix Cl]on pagel539 have been chosen: Periodogram, single-sidégd= 65.536 kHz Npgt =
16384 Lprt = 16385 Rper = 8193, Hanning, fm = 16 Hz, Tprt = 0.25s, NfDFT =
8193 fDFT =4 Hz,Kper = 158.

The system identi“cation uses a random low-pass 4 kHz white noisel (0, 0.2)) distributed signal.
The bandwidth of the statistical analysis has been limited to 900 Hz by using an ellipticCPE]
(fpass = 900 Hz,fsop = 1 kHz, Apass = 1 dB, Agop = 40 dB), fs =65.536 kHz “lter for reasons
of bandwidth limitation of the OCRSAImethod that will be come clear later viz.[Simulation 2.4.37
on page[78.

Measurements were acquired over a 30 s time period of which only 20 s are used in the
analysis. The topology consisted of a total ofNy = 10 BK4949 surface microphones "ush-
mounted on GentexHGU-55/P helmet mounted on aBK14128 Chead and torso simulator [HATS)
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Fig. 2.1: GentexHGU-55/P helmet with [BK14949 surface microphones mounted on thelBK14128 CHATS]
Leftside view.
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Fig. 2.2: GentexHGU-55/P helmet with [BK14949 surface microphones mounted on thelBK14128 CHATS]
Backside view.

that in turn includes the BK14159 Cleft ear simulator and the BK14158 Cright ear simulator, that
is, Np = 2. The performance signals acquired by the left and right ear simulators are denoted
by df and dj respectively. The Terma Earcup Audio System was used on the left ear only. The
built-in microphone provides a disturbance signal that will be designated byd;, that is, Ng = 1.

In on the facing page the positions of each of the 18K] 4949 surface microphones
"ush-mounted on the GentexHGU-55/P helmet are depicted.

2.4.3 System Identi“cation of Primary Pathes G5

System Identi“cation of Primary Pathes GLT' , Ordinary Analysis

In Simulation 2.4.7] - [Z4:2 on page$36.137 the probability density functionfgdfs) for the “rst
reference signal and the disturbance signal, that isx; and d; are shown. Apparently, the
two [pdfs closely resemble zero-mean Gaussian distributions. The same pattern pertains to the
other reference signals. This reult is expectable as the loudspeakers in the reverberant room are
excited by normal distributed signals and as the room acts linearly on the signals. However, some
care must be exercised when making catusion regarding the tail part of apdff Accordingly, in
order to test for a possible heavy-tail distribution behavior the software packageSTABLE from
Robust Analysis, Inc. was used to obtain estimates of the stable parameterS(, , , ) de“ned

in Appendix L]on page[773 using the maximum likelihood estimation FILCE). The results are
listed

As is well known uncertainty values do not make sense when a parameter is at the boundary of
the parameter space, e.g., =2 and therefore not included. Hence, as the index of stability is
identical to 2 and as the skewness parameter takes small values this con“rms the assumption of
normal distributed signals. Having con“rmed that the [pdf indeed are Gaussian we use standard
statistical tools to estimate the normal parametersN (i, 2) and the con“dence intervals listed
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Fig. 2.3: [BK14949 surface microphones "ush-mounted on GentexHGU-55/P helmet mounted on a man-

nequin (not the HATS).
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Signal  x1 X2 X3 X4 X5 X6 X7 X8 X9 X10 dp
2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000 2.000
0.000 0.225 0.001 $0.016 S0.055 0.000 0.000 S0.099 0.000 0.010 0.008
1.899 1781 1788 1.814 1.840 2.050 2.477 1.914 2132 1.908 0.809
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000

Tab. 2.1: System Identi“cation of Primary Pathes G4V , Stable parameters , re. 20 uPa.

in Table 2.2/3.

Signal X1 X2 X3 X4 X5 X6 X7 Xg X9 X10 dp
U $0.000 $0.000 $0.000 $0.000 $0.000 $0.000 $0.000 $0.000 $0.000 $0.000 $0.000
2.684 2518 2528 2564 2601 2899 3502 2706 3.014 2698 1.143
uS 3, $0.007 $0.007 S0.007 S0.007 S0.007 $0.008 $0.009 $0.007 S0.008 $0.007 S0.003
p+3 0.007 0.006 0.006 0.007 0.007 0.008 0.009 0.007 0.008 0.007 0.002
S3 2.679 2513 2523 2559 2596 2.894 3495 2700 3.008 2.693 1.141
+3 2.690 2523 2533 2569 2606 2905 3509 2711 3.020 2.704 1.146

Tab. 2.2: System Identi“cation of Primary Pathes GLT' , Normal parameters re. 20 pPa.

The auto spectral density functions are shown in_Simulation 2.4.B on the facing page. As ex-
pected a relative small variation with frequency above 200 Hz is observed. Unfortunately, the
subwoofer that usually is responsible for the generation of very low frequency signals was not
at our disposition at the time of measurements. This explains the drop of energy content be-
low 50 Hz. The large variations in auto spectrd density functions below 200 Hz experienced
by all channels is due to strong resonance behavior of the box-formed reverberant room (see
[Appendix P]on page[809). The variation among the reference sensors is of the order 52 dB.

The corresponding averaged sound pressure levels re. @@a can be found in[Table 2.3.

Signal X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 di
102.6 102.0 102.0 102.2 102.3 103.2 104.9 102.6 103.69 102.6 95.2

Tab. 2.3: System Identi“cation of Primary Pathes G} , Sound Pressure Levels re. 2QuPa.

Moreover, as a check of the sound pressure levels listed In_Table 2.3 obtained from integration
over the frequency band we can obtain identical result within $0.03, +0 dB by direct insertion
of prms = 2010940(/ 20 puPa) in Mable 2.2

The magnitude of the cross-spectral density functions is shown if_Simulafion 2.414 on padel40.
Also here very small variations among the individual cross-spectra are observed. Moveover, the
troughs and peaks are found at the same frequencies especially below 300 Hz.

The ordinary coherence functions [GCOF3 ) and related coherence limited attenuation (see[(Z.Z]1)
on pageIB) are depicted i_Simulation 2.4]5 on pade ¥#1 and Simulation 2.4.6 on pdgd 42 respec-
tively. Owing to the di erent relative positions of the reference sensors with respect to the error
sensor as large variation in the ordinary coherence functions can be observed. Moreover, each of
them exhibit large multiple resonant behavior.

In Bimulation 2.4.71 on page 48 and_Simulation 2,418 on pade #4 the speci@CoE] details for the
sixth reference sensor andhe error sensor, that is, 2 , (f) is shown. Both “gures include + 3

'’ Xedy

con“dence intervals (refer to[subsection C.3.P on pagE 542).

13 As a check from [[@Ble 2.1]- ZZit can readily be con“rmed that the following identity holds: S(2,0,, )=
N(, 2 2).
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