Multimode dynamics in a network with resource mediated coupling

Postnov, D.E.; Sosnovtseva, Olga; Scherbakov, P.; Mosekilde, Erik

Published in:
Chaos

Link to article, DOI:
10.1063/1.2805194

Publication date:
2008

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Multimode dynamics in a network with resource mediated coupling

D. E. Postnov
Physics Department, Saratov State University, Astrakhanskaya Str. 83, Saratov, 410026, Russia

O. V. Sosnovtseva
Department of Physics, The Technical University of Denmark, 2800 Kgs. Lyngby, Denmark

P. Scherbakov
Physics Department, Saratov State University, Astrakhanskaya Str. 83, Saratov, 410026, Russia

E. Mosekilde
Department of Physics, The Technical University of Denmark, 2800 Kgs. Lyngby, Denmark

(Received 7 February 2007; accepted 12 October 2007; published online 27 March 2008)

The purpose of this paper is to study the special forms of multimode dynamics that one can observe in systems with resource-mediated coupling, i.e., systems of self-sustained oscillators in which the coupling takes place via the distribution of primary resources that controls the oscillatory state of the individual unit. With this coupling, a spatially inhomogenous state with mixed high and low-amplitude oscillations in the individual units can arise. To examine generic phenomena associated with this type of interaction we consider a chain of resistively coupled electronic oscillators connected to a common power supply. The two-oscillator system displays antiphase synchronization, and it is interesting to note that two-mode oscillations continue to exist outside of the parameter range in which oscillations occur for the individual unit. At low coupling strengths, the multioscillator system shows high dimensional quasiperiodicity with little tendency for synchronization. At higher coupling strengths, one typically observes spatial clustering involving a few oscillating units. We describe three different scenarios according to which the cluster can slide along the chain as the bias voltage changes. © 2008 American Institute of Physics. [DOI: 10.1063/1.2805194]

I. INTRODUCTION

Systems of interacting nonlinear oscillators play an important role in many areas of science and technology. A rat kidney, for instance, contains of the order of 30,000 nephrons, each of which tends to display large amplitude oscillations in the regulation of its incoming blood flow. The arteriolar blood pressure controls the oscillatory state of the individual nephron. At the same time, the nephrons interact via the displacement of blood from one nephron to its neighbors produced by this oscillatory regulation. We refer to such structures, in which the oscillatory dynamics of the individual unit can no longer be separated from the coupling among the units, as a system with resource-mediated coupling. To examine some of the generic aspects of this type of system, the paper considers a chain of resistively coupled electronic oscillators sharing a common power supply. For low coupling strengths, the system tends to produce multimode dynamics in the form of high-dimensional quasiperiodicity with little tendency for synchronization. At higher coupling strengths, the resource distributed chain displays spatial clustering involving a small number of oscillatory units. In all cases the distribution of individual amplitudes is highly inhomogeneous, showing an interesting example of spatiotemporal mixed-mode oscillations. We study the mechanisms by which this type of cluster slides along the chain as the external bias voltage is changed.
sources of energy, and with the coupling being responsible for the frequency entrainment and mutual amplitude adjustments. For different types of coupling structures (local, global, small-world, etc.), the mathematical description assumes that the nonlinear properties of the individual functional unit (i.e., its natural frequency and/or its resistance to perturbations) are controlled by the unit’s own parameters while the interaction is specified through a separate set of parameters characterizing the structure and strengths of the coupling. Hence, one can distinguish the natural modes of the individual oscillators from the properties of the coupling network. Moreover, in most cases the supply of energy to maintain the oscillatory states in the dissipative system is not explicitly represented. To study the effects of synchronization in ensembles of self-sustained units, it is common to use so-called phase oscillators. Note, however, that this approach cannot be applied in situations where, as in our model, the amplitude variation from unit to unit is large and plays a considerable role in their frequency and phase entrainment.

There are many examples of multimode systems that are composed of a set of individual oscillators connected via a resource distribution network. In such systems, a number of spatially localized oscillatory modes is controlled by the amount of resources (energy) delivered to each individual oscillator and the supply of resources acts as a global control parameter. It is interesting to note that in this case, the initially identical subunits show a tendency for desynchronization, so-called coupling-induced inhomogeneity, combined with a spatial localization of subunits in oscillatory clusters. The resulting behavior consists of a number of oscillatory modes with different amplitudes and frequencies and can thus be classified as spatiotemporal mixed-mode oscillations. When the control parameters are varied, the spatial location of the oscillatory cluster changes via different forms of mutually related transitions in the individual units.

In the present paper we investigate the above form of multimode dynamics emphasizing an analysis of the underlying nonlinear mechanisms. Having described the individual one-degree-of-freedom oscillator and its electronic implementation, we first investigate how the dynamics of this oscillator is controlled by the power supply. We then consider the main features of the two-mode system to show how competition for energy brings subunits into a state of antiphase synchronization. Finally, we describe the multimode behavior in a large ensemble of oscillators connected via a linear energy distribution network, and explain the underlying nonlinear mechanisms.

II. INDIVIDUAL OSCILLATOR

Let us first consider some of the main features of the individual oscillator. As illustrated in Fig. 1(a) this is an electronic resonance circuit with a tunnel diode $D$ in parallel with capacitor. A circuit of this type is commonly used as microwave generator. $L$ and $C$ denote the inductance and capacitance, respectively, and $R_0$ is the series resistance. The bias voltage $E_b$ plays the role of energy supply for our oscillator system. In a certain range of $E_b$, self-sustained oscillations may arise in the system by virtue of the negative differential resistance associated with the $N$-shaped current-voltage characteristics of the tunnel diode. The period of these oscillations is determined mainly by the capacitance $C$ and the inductance $L$.

Using Kirchhoff’s law for the circuit and introducing the dimensionless time variable $\tau=t/R\cdot C$ ($R_s=1\Omega$) we can write the governing equations for the resonance circuit in dimensionless form,

$$
\dot{x} = y - f(x), \quad \dot{y} = E - yR - x.
$$

Here, $x$ and $y$ represent, respectively, the voltage across the diode and the current through the inductor. $E$ and $R$ are dimensionless representations of the battery voltage $E_b$ and the series resistance $R_0$, and $\varepsilon = L/R^2C$ is a scaling factor that separates the fast and slow dynamics of the oscillator. In the following, $\varepsilon=0.05$. The current-voltage characteristics of the tunnel diode $f(x)$ is assumed to be of cubic shape with a nonlinearity of the form,

$$
f(x) = 20x - 5x^2 + x^3/3.
$$

With these equations, our 2D oscillator is similar to the FitzHugh-Nagumo model, often used as a simple example of a nerve model. However, the choice of control parameters is different. Figure 1(b) shows the regions of distinct operating conditions with the insets illustrating the corresponding locations of the null clines for the system. Note that the $x$ null cline coincides with $f(x)$ while the $y$ null cline, defined by $y=(E-x)/R$ and sometimes called the load line, is a linear function with slope $1/R$.

Let us first consider the behavior for small values of $R$. In this regime, intersection of the null clines may occur outside of the interval with negative slope of $f(x)$ (inset 1), i.e., both for small and for large values of $E$ there is a single, stable equilibrium point, or the intersection may take place in the region of negative slope for the $x$ null cline (inset 2).

For sufficiently small values of $\varepsilon$, intersection of the null clines at the local maximum or minimum of $f(x)$ determines the points of Andronov-Hopf bifurcation. Such bifurcations occur at the lines labelled $L_{h1}$ and $L_{h2}$. Approaching these...
lines from both sides, the equilibrium point transforms from a node to a focus at the dashed lines $L_{ssn}$. Within the gray area labeled 2 there is a single unstable equilibrium point at the segment of $f(x)$ with negative slope. This is the region of self-sustained oscillations, and the corresponding limit cycle trajectory is schematically depicted in the inset 2.

At large values of $R$, when the slope of the $y$ null cline is small, there are three points of intersection with the cubic $x$ null cline (the area and inset labelled 3). This implies the presence of two stable and one unstable equilibrium points. Hence, the system is bistable and does not show self-sustained dynamics. When one approaches this area from small or large $E$ values, two consecutive events take place. The first is the appearance of a pair of unstable points at the line of saddle-node bifurcation $L_{ssn}$. One of these points is a saddle while the other is an unstable node. The second event is that the unstable node becomes a focus on the dashed line, undergoes an inverse Andronov-Hopf bifurcation, and then becomes a stable node at the second dashed line.

At intermediate values $0.2 < R < 0.4$ the two null clines have approximately equal slope in the vicinity of their intersection and the area between the bifurcation lines shrinks. The enlargement shown in Fig. 1 reveals the details and illustrates the saddle-saddle-node bifurcation curve 4 as well as codimension-two bifurcation 5 when (i) the $y$ null cline crosses through the center of the cubic $x$ null cline and (ii) the slopes of both null clines at this point are equal.

To summarize, the main dynamical regimes of the individual oscillator (1) are the excitable regime 1 (and 1′ which is symmetric to 1 with respect to the center of the cubic function), the region of self-sustained dynamics 2, and the bistable regime 3. Note that the region of self-sustained oscillatory behavior existing at low values of $R$ is limited. For a given value of $R$, oscillations do not arise neither at too high nor at too low values of the supplied energy (as represented by the battery voltage $E$).

III. DYNAMICAL PATTERNS IN THE TWO-MODE SYSTEM

Let us examine the dynamics of two coupled units. Figure 2 shows the circuit diagram for two oscillators that are connected to the battery via the common resistor $r_c$. The corresponding model equations can be easily obtained by copying Eq. (1) for the second system (denoting the two oscillators with subscripts 1 and 2) and accounting for the voltage drop across the resistor $r_c$.

$$\dot{x}_{1,2} = y_{1,2} - f(x_{1,2}),$$
$$\epsilon_{1,2}y_{1,2} = (E - r(y_{1} + y_{2})) - R_{1,2}y_{1,2} - x_{1,2}.$$ (3)

An overview of the dynamical regimes for two identical diode oscillators on the $(r, E)$ parameter plane is presented in Fig. 3(a). Here, the vertical direction represents variation of the power supply while the horizontal direction corresponds to changes of the coupling strength. Typical behaviors are depicted in the diagram insets in the form of sketches of $(x_1, x_2)$ phase projections. The main feature of the observed behaviors is an antiphase locking pattern illustrated by a backwards sloping figure-8. In several regions, this antiphase regime coexists with one or two stable equilibrium points. The appearance of antiphase oscillations can be explained in terms of the structure of the equations: One can rearrange Eqs. (3) by grouping terms with $y_1$ or $y_2$. In this way, $(R_{1,2} + r)$ becomes equivalent to the resistance of the individual circuit in Fig. 1, and the coupling term becomes $-r y_{2,1}$. Thus, increasing $y_1$ causes a drop of $y_2$ and vice versa. From a

FIG. 2. Circuit diagram for two oscillators coupled via a shared power supply (battery). The coupling strength is controlled by the resistor $r_c$. The interesting feature of this diagram is that the coupling takes place via the network that controls the dynamic state of the individual oscillator. In our dimensionless equations, $r_c$ and $U_b$ are represented by $r$ and $U$, respectively.

FIG. 3. Overview of dynamical regimes of two coupled oscillators. (a) Sketch of the bifurcation diagram on the $(r, E)$ parameter plane for identical oscillators. (b) Diagram on the $(E, r)$ parameter plane with the frequency mismatch $\xi = \epsilon_1/\epsilon_2$. Insets b1–b3 show 3D phase projections for the regions labelled b1–b3 in (b).
more generic point of view, we consider a system with competitive coupling. This means that increasing the current to one oscillating reduces the current to the other and that each of the interacting units tries to prevent the other unit from following its motion. In biological systems, examples of this type of coupling may be found, for instance, for competing bacterial populations or for tubular pressure oscillations of paired nephrons.

Note that, according to Eq. (3), increasing $r$ acts for each unit in the same way as increasing $R$ in Eq. (1). Hence, the bifurcation diagram contains two crossing lines of Andronov-Hopf bifurcation similar to those in Fig. 1(b). However, the area of self-sustained dynamics (indicated in gray) is no longer bounded by these lines. Qualitatively this can be explained as follows. When an individual unit is in an oscillatory state, the current through the inductor changes its direction twice per period. When two circuits are coupled as shown in Fig. 2, current will be displaced from one circuit to the other and, in spite of the competitive character of the coupling, the interacting units thus help one another to maintain the oscillations. This is possible only for antiphase locking, where the currents in the coupled units have opposite phase.

The dynamical pattern described above is preserved in some range of the mismatch parameter. Figure 3(b) illustrates synchronous and nonsynchronous regimes on the parameter plane of the frequency mismatch $\xi = \epsilon_2/\epsilon_1$ and the coupling parameter $r$. The Arnol’d tongue for antiphase locking (regime b1) emanates from the point $\xi = 1.0, r = 0$. Increasing $r$ strengthens the coupling and, thus, the synchronization region becomes wider. Above $r = 0.05$, the asynchronous oscillators do not demonstrate self-sustained dynamics. Inside the synchronization region, however, self-sustained dynamics is maintained for larger values of $r$. Note that before the asynchronous oscillations b2 die, they pass through a chaotic regime labeled as b3. This occurs when the units force each other close to the Andronov-Hopf bifurcation where the divergence of the phase flow is high. This phenomenon is related to the existence of an area of canard explosion. This also strengthens the coupling and, thus, the synchronization.

Let us summarize our findings concerning the behavior of the two-oscillator system: (i) sharing the common power supply via a resistor, identical coupled circuits tend to attain antiphase synchronization; (ii) the antiphase locking pattern may maintain self-sustained dynamics even outside of the corresponding parameter range for the individual system; and (iii) this effect is preserved in the presence of a mismatch of reasonable size between the coupled units.

IV. MULTIMODE NETWORK

To build a multimode system of functional units (1) we connect the oscillators as shown in Fig. 4. We have previously introduced such a coupling structure as a simple implementation of a system with resource mediated coupling. Capacitors $C_j$ are introduced to account for possible accumulation of energy by an individual oscillator while the resistors $r_j$ are responsible for the finite replenishment rate and for transmission losses. Values of $R_j, L_j, C_j$ are assumed to be the same for all units. Now the $j$th individual oscillator is fed from the corresponding branching point with voltage $U_j$. To account for this coupling structure in a dimensionless model we introduce the new variable $z_j$ defined for each branching point and representing the corresponding voltage $U_j$. The modified equations for each oscillator then reads

$$\gamma \ddot{z}_j = (z_{j-1} - z_j)/r + (z_{j+1} - z_j)/r - y_j, \quad j = 1, \ldots, N,$

where $\gamma = C_j / C_p$, $j$ represents the number of the oscillator, and $N$ is the total number of units. $z_0$ corresponds to the battery voltage $E$. The free end of the chain is modeled by the boundary condition $z_{N+1} = z_N$. We assume that $C_z \ll C_j$ so that $\gamma \ll 1$ and $z_j$ quickly follows variations of $x_j$ and $y_j$.

Organized in the chain (4), the units become globally coupled via variations of the $z_j$ variables. There is a gradual decrease of the mean value of $z_j$ along the chain because of the voltage drop across each coupling resistor $r$. Note that the current along the chain splits into two currents at each unit. Thus the current decreases along the chain, and the drop of $z_j$ from unit to unit becomes smaller and smaller. In our original model of a chain of microbiological population pools, this gradual decrease of the "energy" available to the individual oscillator could be compensated by additional supplies of substrate to the various pools. In this way the oscillations could be maintained all the way along the chain. A similar supplementary feed structure appears less natural for a chain of electronic oscillators.

In the phase space of the whole system, the variation of the mean value of $z_j$ affects the stability of the global equilibrium state that can be defined from

$$\dot{x}_j = 0, \quad \dot{y}_j = 0, \quad \dot{z}_j = 0, \quad j = 1, \ldots, N.$$

We have previously shown that, under variation of $E$, a sequence of Andronov-Hopf bifurcations occurs in the phase subspaces of each array unit. For a given value of $E$ there is some number of oscillators (generally less than $N$) with unstable equilibrium points and, thus, show self-sustained dynamics. This leads to the formation of spatially localized multimode behavior, referred as an oscillatory cluster, that can slide along the array with variations of $E$.

Below we consider an array of ten units and focus on (i) the frequency patterns associated with multimode oscillatory
clusters and (ii) the transition scenarios that can be observed when a cluster changes its position along the chain.

A. Weak coupling

The choice of \( r=0.05, \varepsilon=0.1, \gamma=0.001, \) and \( R=0.01 \) provides a weak interaction between the units of the array. The multimode oscillatory patterns that arise in the chain will be characterized by the ten largest Lyapunov exponents \( \lambda_i \), the corresponding Lyapunov dimension \( D_L \), and the individual frequencies \( f_j \), calculated from mean return time to Poincaré sections defined by the condition \( \lambda_i=5.0 \) in Fig. 5.

Note that the Lyapunov exponents \( \lambda_i \) have the subscript \( i=1, \ldots, 3N \). Formally it is not possible for a system with global coupling to establish a direct relation between \( \lambda_i \) and specific oscillator units. However, it is possible to associate each zero-valued Lyapunov exponent with one of the individual oscillators. In this way, we discuss the plots for the \( N \) largest Lyapunov exponents \( \lambda_i \) and for the \( N \) frequencies \( f_j \) together.

As the figure shows, increasing \( E \) from 4.3 to 5.2 is associated with the Lyapunov exponents one by one approaching zero from below (top left panel in Fig. 5). The Lyapunov dimension rises up to \( D_L=9.0 \). The corresponding frequencies appear and rise gradually without visible locking regions (bottom left panel). This indicates the formation of multimode behavior represented in phase space by a high-dimensional torus with a number of independent frequencies equal to the number of vanishing Lyapunov exponents. A detailed inspection of the figures for \( E \in [6.0; 6.8] \) shows the presence of small regions of partial resonances and corresponding weakly negative Lyapunov exponents (insets a and b). The individual frequencies are close enough to one another that the interaction via the power distribution gives rise to locking patterns.

Within the range of \( E \) shown in inset c we cannot distinguish any partial resonances. If one assumes the presence of higher-order resonances such as \( p\langle f_j \rangle=q\langle f_{j+k} \rangle, j+k/N \), where \( p \) and \( q \) are integers, then the higher frequency should rise faster than the other. This appears not to be the case in Fig. 5. We can conclude that for certain sets of parameters the system under consideration shows oscillations with up to nine independent frequencies, or the equivalent of a nine-dimensional torus. In the inset c, sharp steps are clearly distinguished in the frequency curves. We leave the explanation of this behavior till the last section of the paper.

B. Strong coupling

With increasing \( r \) the voltage drop between the branching points increases, and only a few oscillators show self-sustained dynamics. At \( r=0.274 \) the oscillatory cluster shrinks to only two units, and the values of \( E \) must be considerably larger to observe different cluster locations along the chain.

Figure 6 shows the location of the cluster (middle panel), the frequencies of the oscillating units (top panel) and the values of the largest Lyapunov exponents (bottom panel). For most values of \( E \) the oscillatory cluster contains two units. At \( E=10.10 \), self-sustained dynamics are observed in units 1 and 2. The heavy black circles in the middle panel indicate the particular parameter values used for the phase projections in the respective insets. With increasing \( E \), sequential changes of cluster location to positions 2-3, 3-4, 4-5-6, and 7-8-9-10 are observed. In the following we consider typical regimes in the center range of cluster stability (with respect to values of \( E \)) together with different scenarios observed for the shift in cluster position.

\textit{Intracluster synchronization}

Figure 6 clearly demonstrates the region of frequency locking for each cluster location. This region may also be diagnosed by the characteristic gap in the plot for Lyapunov exponents. Examples of phase projections are shown in insets b and c.
Figure 7 shows enlargements of the dependences of the two largest Lyapunov exponents $\lambda_j$ and of the phase difference $\Delta \phi$ on $E$. As one can see, the value of $\Delta \phi$ varies approximately from $\pi/2$ to $3\pi/2$. This means that the observed synchronous regime is closer to antiphase than to in-phase synchronization. A pure antiphase locking pattern with synchronous regime is closer to antiphase than to in-phase synchronization. The bottom panel represents the corresponding variations of the two largest Lyapunov exponents across a tongue with antiphase synchronization. The top and bottom panels show the corresponding changes in frequencies and Lyapunov exponents, respectively. The insets (a)–(e) show the phase projection on the $(x_j, y_j)$ plane, $(j, j+1)$ is defined by the location of the corresponding filled circle in the central panel. Other parameters are fixed at $\epsilon=0.1$, $\gamma=0.001$, and $R=0.001$.

oscillators in the antiphase locking regime. However, such an equivalent system is generally not as symmetric as the system considered in Sec. III. This explains the observed shift in the location of purely antiphase regime with respect to the local minimum of the Lyapunov exponents.

Change of cluster location

We have observed three different mechanisms by which the synchronized cluster can shift its position along the chain.

Scenario A: In the range of $E \in [10.05; 10.10]$ the oscillatory cluster changes its location from units 1-2 to units 2-3 (Fig. 6). This occurs in two steps: (i) unit 1 ceases to oscillate at $E=10.0658$ and (ii) unit 3 starts to oscillate at $E=10.0929$. In the interval between the two values of $E$ the cluster consists of only a single oscillator. Figure 8 (left panel) shows the detailed plot of the largest Lyapunov exponents. The dashed circles focus on the most interesting aspect of the considered transition. Namely, both extinction of oscillations in the first unit, and the onset of oscillations in the third unit are accompanied by bursts of the Lyapunov exponents to positive values, indicating a narrow chaotic regime. Inspection of phase projections helps to reveal the responsible mechanism. There are no particularly interesting features of the phase projection on the $(x_2, y_2)$ plane. However, the phase plot on the $(x_1, y_1)$ plane shows chaotic behavior [Fig. 8 (right panel)]. An enlargement of the area close to the equilibrium state reveals the characteristic bundle of trajectories. Thus, the periodic forcing by the second unit drives the first unit across the Andronov-Hopf bifurcation point. As already mentioned, our model (1) is similar to the well-known FitzHugh-Nagumo model that demonstrates the specific feature known as a canard explosion near the supercritical Andronov-Hopf bifurcation. This is related to a local but strong divergence of the trajectories. Note that to observe the canard explosion the time separation parameter $\epsilon$ should be small. When forced by external regular or noisy signals, a
system in the canard region is known to produce chaos.\textsuperscript{25,26,29} Hence, the scenario A for changes of cluster location includes two regions of chaotic behavior related to the extinction and to the onset of oscillations in edge units.

**Scenario B:** The above discussion suggests that the transition of any unit of the array through an Andronov-Hopf bifurcation should be accompanied by the appearance of a chaotic regime. However, this is not the case for the transition of any unit of the array through an Andronov-Hopf bifurcation should be accompanied by the appearance of a chaotic regime.\textsuperscript{25,26,29} Hence, the scenario A for changes of cluster location includes two regions of chaotic behavior related to the extinction and to the onset of oscillations in edge units.

Note that the shift of cluster position involves two different events. First, the extinction of oscillations in the “tail” unit of the cluster. Second, the onset of oscillations in the “head” unit. When we observe both events at the same value of parameter $E$ the regime should be structurally unstable. The diagram of dynamic regimes in Fig. 9 (right panel) clarifies the situation. From the diagram one can see the disposition of regions with different cluster locations. From the diagram one can see the disposition of regions with different cluster locations. It is clearly seen that the observed “jump” of the cluster according to the scenario B is structurally stable but associated with a regime of bistability where the different cluster locations at units 2-3 and 3-4 coexist. Similar but more narrow areas of bistability can be found at the top and bottom of the diagram. They are associated with transitions through cluster narrowing and widening, respectively.

The key question is why such behavior patterns occur while the individual unit does not show any bistability? As shown in Sec. II, both the onset and the extinction of oscillations in the model (1) are associated with a soft (or supercritical) Andronov-Hopf bifurcation. To explain this we build the bifurcation diagram on the $(E, y)$ parameter plane and plot the mean value of $y$ averaged over the period of oscillations. Note that in terms of the original electronic circuit (Fig. 1) the $y$ variable describes the current through the inductor $L$. As one can see, the onset of oscillations [Fig. 10(a)] causes a sharp drop in the mean consumed current $y$. In turn, this drop in current consumption increases the voltage $U_j$ in all branching points (Fig. 4). Thus, if, for example, the third unit enters the self-sustained regime, then the voltage increases on all units, including the third unit itself. In this way, its operating point is shifted as if $E$ was increased. This causes the abrupt “jumps” to the regime of full-range oscillations, skipping the chaotic regime discussed for the scenario A. In Fig. 10(b) the described shift of the operating point is schematically depicted with points labeled as $1 \rightarrow 1'$. For the “tail” unit of the cluster, where the oscillations die out, $y$ changes in a similar way: the transition causes a drop of the mean consumed current that in turn “pushes” the unit out of self-sustained regime. This transition is denoted $2 \rightarrow 2'$ in Fig. 10(b). The described mechanism also explains the sharp steps in frequency curves observed in Fig. 5(c).

**Scenario C:** The first two mechanisms for change of cluster location can be realized in combination. Figure 11 represents the plot for the largest Lyapunov exponents in the range of bias voltage $E$ corresponding to the transition C in Fig. 6. One can see that the fourth unit enters the self-
sustained regime according to scenario $B$ at $E=10.3471$. At larger $E \in [10.3699; 10.3748]$ a chaotic regime appears that is associated with extinction of the self-sustained regime in the third unit.

V. CONCLUSIONS

Considering an array of resistively coupled electronic oscillators we examined a particular form of multimode dynamics, referred to as spatial oscillator clustering. This type of multimode dynamics can be observed in systems in which the energy supply (or resource allocation) that controls the dynamic state of the individual oscillator also provides the mechanism of coupling among the oscillators. The result is a spatially inhomogeneous state of self-sustained oscillations involving a variable number of modes and shifting along the system in dependence of the total supply of resources. We analyzed the frequency pattern within such a cluster and outlined three possible scenarios of cluster displacement, i.e., of spatial reorganization of the multimode behavior. Our main findings can be summarized as follows:

- Sharing a common power supply via some resistor, two identical coupled oscillator circuits tend to lock in an antiphase mode that supports the self-sustained dynamics in the whole system even outside the parameter range of oscillations for the individual system.
- A linear array of electronic oscillators shows spatially localized multimode dynamics in the form of an oscillatory cluster. The voltage drop from one branching point to another is responsible for the behavioral inhomogeneity of the originally identical units and, hence, underlies the formation of the oscillatory cluster.
- For weak coupling (small voltage drop from one branching point to the next) quasiperiodic behavior with a variable number of independent frequencies (each representing one oscillatory mode) is found to be the characteristic operating regime. The numerical simulations show an interval of the control parameters where an up to nine-mode quasiperiodic regime is observed without pronounced tendency for mode locking or torus destruction.
- At stronger coupling (strong voltage drop from one branching point to the next) the cluster shrinks to a few units (two- or three-mode operating regimes) and shows several different scenarios for the cluster displacement under variation of the power supply. These scenarios include chaos development in the edge elements of the cluster as well as coexistence of different spatial patterns (different cluster locations). We explain the formation of bistability in terms of coupling-induced positive feedback and the nonlinear nature of the mean current consumption by the individual oscillatory unit.
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