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We present a transport model for molecular conduction involving an extended Hückel theoretical treatment of the molecular chemistry combined with a nonequilibrium Green’s function treatment of quantum transport. The self-consistent potential is approximated by CNDO (complete neglect of differential overlap) method and the electrostatic effects of metallic leads (bias and image charges) are included through a three-dimensional finite element method. This allows us to capture spatial details of the electrostatic potential profile, including effects of charging, screening, and complicated electrode configurations employing only a single adjustable parameter to locate the Fermi energy. As this model is based on semiempirical methods it is computationally inexpensive and flexible compared to ab initio models, yet at the same time it is able to capture salient qualitative features as well as several relevant quantitative details of transport. We apply our model to investigate recent experimental data on alkane dithiol molecules obtained in a nanopore setup. We also present a comparison study of single molecule transistors and identify electronic properties that control their performance. © 2005 American Institute of Physics. [DOI: 10.1063/1.1961289]

I. INTRODUCTION

The emerging field of molecular electronics has generated both fundamental and applied interests in recent years. A wide range of molecular current–voltage (I-V) characteristics from ohmic conduction in quantum point contacts, semiconducting I-V in conjugated aromatic thiols (including quantized conductance in single molecules), to insulating behavior in alkane thiol chains have been reported. Some interesting device characteristics such as rectification, switching, negative differential resistance on a silicon substrate, and even transistor action on three terminal systems have also been demonstrated. In addition, exciting physics has been observed with molecules showing the Kondo effect, spin valve behavior, vibronic effects, and sensing applications. Many different experimental approaches have been developed over the years such as break junctions, scanning probes, nanopores, and a host of other methods. It is important to develop practical simulations tools in parallel to address molecular conduction both qualitatively for insights and quantitatively for predictability.

A number of theoretical models have been developed for calculating the I-V characteristics of molecular wires using semiempirical as well as first-principles theory. There are advantages and disadvantages of using either ab initio or semiempirical models. Ab initio models are based on first-principles electronic structure calculations and can provide quantitatively accurate descriptions of molecular conduction without any fitting parameter, in the mean-field regime. There are disadvantages, however, namely, (i) most of these models are computationally expensive, and thus calculations are time consuming; (ii) it is difficult to describe both the molecular device and the contact electrodes at the same footing using first-principle theory, although there have been efforts in this direction; and (iii) the ab initio models are typically not flexible to readily handle uncertainties and imperfections in the measurement geometry or electronic structure, or to incorporate complicated three terminal device geometries. On the other hand, the major advantages of semiempirical models are that these are simple, flexible, and computationally inexpensive. These models can provide a reasonable description of molecular conduction employing only a few fitting parameters. It is imperative, however, that these parameters be kept to a minimum, that they are transferable between different chemical environments and between bulk and surfaces, and that the models incorporate the full three-dimensional (3-D) self-consistent electrostatics. Subject to these attributes, semiempirical models can also become useful tools in understanding molecular conduction quantitatively. We believe that there is merit to pursuing both ab initio and semiempirical approaches at this stage.

We have previously explored both ab initio and semiempirical treatments of molecular conduction. Our first approach in the semiempirical line was to develop a non-self-consistent model (termed as Huckel I-V 1.0) based on extended Hückel theory (EHT) where the potential inside the molecule is assumed to be flat and the voltage division is described with a constant number η. Although self-
consistency was not explicitly considered, it was in effect subsumed into the parameter $\eta$. Later we modified this model by including an explicit self-consistent charging term in the potential profile, with $\eta$ now denoting just the Laplace contribution (Huckel $I-V$ 2.0). However, the potential profile was still assumed to be flat across the molecule. Both of these models are available for public use through Purdue Nanohub at www.nanohub.org. We have now further improved on the model by modifying the self-consistent potential description to include the full 3-D electrostatics leading to nontrivial spatial variations in the potential profile. This model is termed as Huckel $I-V$ 3.0 which is a logical progression of our earlier models. Huckel $I-V$ 3.0 now includes a proper treatment of the full 3-D electrostatic potential profile inside the molecule, and can include the influence of third (gate) terminals. In addition, it provides the advantages of simplicity, computational inexpensiveness, and ease of use as one expects from semiempirical codes. Almost all codes of Huckel $I-V$ 3.0 are simple MATLAB codes. No special system requirements are needed to run these codes. A complete transport calculations for an average-sized molecule on any computer system with standard memory and speed should not take more than several hours.

In this paper we present our Huckel $I-V$ 3.0 model and showcase its strengths and features. The formalism and the calculational procedures of the model are explained in Sec. II. In Sec. III we apply our model to quantitatively explain the $I-V$ characteristics of alkane dithiol molecules measured in a nanopore setup. It is worth mentioning that in one of our previous works we applied Huckel $I-V$ 3.0 model for the quantitative study of another set of experimental data (asymmetric $I-V$ observed in a break junction experiment). In Sec. IV we present calculations on single molecule transistors comparing the performance of two molecules of similar length but of very different electronic structures. Though no direct connection is made with any experimental results on transistors, we believe it serves two useful purposes: (i) it demonstrates our ability to do three terminal calculations with proper electrostatics; and (ii) it explains the basic physics of a molecular transistor in a qualitative approach. Finally, we summarize our results in Sec. V.

II. FORMALISM AND MODEL

In this section we present a comprehensive description of Huckel $I-V$ 3.0 model, its basic formalism and procedures. This model is based on a combination of EHT method and NEGF formalism along with a self-consistent description of the electrostatics. The nonequilibrium Green’s function (NEGF) formalism accounts for quantum transport in molecular conductors out of equilibrium whereas EHT accounts for the electronic structures of the molecule and the contacts. We start by describing the basic structure of a molecular conductor (see Fig. 1). The molecule is assumed to be connected to contact electrodes (source and drain) through chemical bonding whereas the gate electrodes around it are electrically insulated from the molecule by oxide materials. The whole system can be thought of as a hollow 3-D box with electrode plates as its sides inside which the molecule is placed. The sides of this box then define the boundary of the system. The dimension of the box is set by the molecular length, width, and the oxide thickness. Typically, for a two terminal system (i.e., when the gate electrodes are far away), the dimension of the box is set to be $100 \, \text{Å} \times 100 \, \text{Å} \times L$ where $L$ is the molecular length.

Our formalism allows us to partition the system into two separate and independent parts: a suitably defined “device” part (the molecule) and the “contacts” (the electrodes). The device is described by a Hamiltonian matrix $H$ and a overlap matrix $S$ obtained from any suitable quantum chemistry method, either $ab\ initio$ or semiempirical. The self-energy functions $\Sigma_{1,2}$ are used to describe the effect of contacts on the device with corresponding broadening functions defined as $\Gamma_{1,2} = i(\Sigma_{1,2} - \Sigma_{1,2}^{\dagger})$. In Huckel $I-V$ 3.0, both device and contacts are described by the EHT method. The self-energy terms are calculated for semi-infinite Au (111) contacts using a recursive technique. The device Hamiltonian can be further divided into two parts: the core Hamiltonian $H_0$ and the self-consistent potential $U_{SC} = U(\rho)$ which is a functional of the density matrix $\rho$. The full self-consistent procedure is comprised of two steps (see Fig. 1). Step 1 is to calculate the self-consistent potential given a density matrix using a suitable scheme (presented below) whereas in step 2, the density matrix is obtained using the NEGF formalism from the Green’s function $G$ with contact electrochemical potentials $\mu_{1,2}$ and Fermi functions $f_{1,2}$. A contour integration technique is employed to perform the energy integration for the calculation of the density matrix. From the converged Green’s function all the important transport properties such as density of states, transmission, and current are cal-
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culated using the standard NEGF equations for coherent transport as given below:

\[ G(E) = (E - H - \Sigma_1 - \Sigma_2)^{-1} \]

\[ \rho = (1/2\pi) \int_{-\infty}^{\infty} dE (f_1 G^T G + f_2 G^T G^\dagger) \]  
(1)

\[ f_{1,2}(E) = \left[ 1 + \exp((E - \mu_{1,2})/k_B T) \right]^{-1}. \]

The number of electrons \( N \) and the steady-state current \( I \) are then given by

\[ N = 2 (\text{for spin}) \times \text{trace}(\rho S) \]

\[ I = \frac{e}{h} \int_{-\infty}^{\infty} dE (E - V) \left[ f_1(E) - f_2(E) \right], \]  
(2)

where the transmission \( T \) is given by

\[ T(E, V) = \text{trace}(\Gamma_1 G^T G^\dagger). \]  
(3)

A. Self-consistent potential

When an external bias is applied to a molecular conductor two kinds of effects take into place, (1) charging effect: the total number of electrons in the system starts to change due to the flow of electrons from or to the contacts and this in turn shifts the molecular energy levels by an amount depending on the charging energy of the system; and (2) screening effects: the molecule gets polarized under the influence of the applied bias even if the total number of electrons remains unchanged. The magnitude and the direction of the polarization depend on the magnitude and polarity of the applied field. The self-consistent potential of the molecule should take both of these effects into account since the transport properties can depend sensitively on the potential inside the molecule.\(^{45}\)

The self-consistent potential in Huckel I-V 3.0 is divided into three parts as follows:

\[ U(\Delta \rho) = U_{\text{Laplace}} + U_{\text{Poisson}}(\Delta \rho) + U_{\text{Image}}(\Delta \rho), \]  
(4)

where \( \Delta \rho \) represents the change in density matrix under bias, \( \rho - \rho_{\text{eq}} \). As the self-consistent potential is a functional of \( \Delta \rho \), it describes only the change in the potential under bias and at equilibrium it remains zero. The first term in Eq. (4) represents a standard Laplace potential and it satisfies the following equation:

\[ \nabla^2 U_{\text{Laplace}} = 0 \]  
(5)

with \( U_{\text{Laplace}} = -qV_S \) at the source

\[ = -qV_D \]  

\[ = -qV_G \]  

at the drain.

The last two terms in Eq. (4) are parts of a standard Poisson potential. Here, we have divided it up in two separate parts to facilitate our calculation procedures. The Poisson term, for the moment [see the description of the CNDO (complete neglect of differential overlap) method below], is assumed to be well described by point charges in free space as follows:

\[ U_{\text{Poisson}}(\vec{r}) = \sum_{\vec{r}'} \frac{q^2 \Delta \rho(\vec{r}')}{4\pi \varepsilon_0 (\vec{r} - \vec{r}')} \]  
(6)

The last term in Eq. (4) represents the image correction due to the presence of metal electrodes around the molecular structure and it is calculated by solving the following equation:

\[ \nabla^2 U_{\text{Image}} = 0 \]  
(7)

with \( U_{\text{Image}} = -U_{\text{Poisson}}(\vec{r}) \) at the electrodes. This way of partitioning guarantees that the net potential in Eq. (4) obtained by adding Eqs. (5)–(7) has the correct boundary conditions.

Before getting into the detailed description of each term in Eq. (4) we would like to point out that the main difference between Huckel I-V 3.0 and our earlier models (Huckel I-V 1.0 and 2.0) lies in the description of the self-consistent potential. In Huckel I-V 1.0 (Ref. 22) the self-consistent potential \( U_{\text{SC}} \) is given by

\[ U_{\text{SC}} = \eta V_{\text{appt}}, \]  
(8)

where \( \eta \) is a constant with any value from 0 to 1 and the potential inside the molecule is assumed to be flat. Charging and screening effects are not directly included in the description except in an averaged sense through the parameter \( \eta \). Equivalently, the parameter \( \eta \) can be incorporated into the contact electrochemical potentials \( \mu_{1,2} \) instead, which is what was actually done in Huckel I-V 1.0. In Huckel I-V 2.0 (Ref. 36) the expression for \( U_{\text{SC}} \) is modified to explicitly include the charging effects as follows:

\[ U_{\text{SC}} = U_0(N - N_{\text{eq}}) + \eta V_{\text{appt}}, \]  
(9)

where \( U_0 \) is the single electron charging energy of the system. The potential profile inside the molecule is still assumed to be flat. Gate electrodes were not considered in either of the two models.

Comparisons of the potential profile and the energy levels for a test system [gold-phenyl dithiol (PDT)-gold] in all of our three semiempirical models are presented in Figs. 2 and 3. These two figures clearly demonstrate that the description of electrostatics in Huckel I-V 3.0 is more accurate and complete compared to our earlier Huckel I-V models. From Fig. 2 we observe that the spatial features of the potential are present in Huckel I-V 3.0 whereas in the other two models, the potential profile remains flat inside the molecule. In Fig. 3, the change in energy levels under applied bias [specifically, the change in the energy level right below the highest occupied molecular orbital (HOMO) for this particular case] shows the presence of screening effects in Huckel I-V 3.0.

The Laplace and image potentials are obtained by solving Eqs. (5) and (7), respectively, with appropriate boundary conditions. These equations are solved using the Poisson module of the 3-D finite element simulator NNESSIE.\(^{47}\) The 3-D real-space mesh has been adapted to account for the oxide layers, treated in a continuum approximation. Also, the atomic sites of the molecule are treated as point charges in free space. After finite element discretization, the resulting linear systems are solved using the preconditioned conjugate gradient method with incomplete Cholesky preconditioner. The advantage of using the finite element method (FEM) for
FIG. 2. A comparison of the potential profiles for the gold-PDT-gold system (shown at the top) in our EHT-based models under the applied bias of +3 V. The dotted line shows the applied (Laplace) potential. The “S” notation indicates the position of the two sulphur end groups. The bias polarity is defined as positive when the applied voltage on the left contact is positive. Same convention of bias polarity is maintained throughout this paper.

FIG. 3. A comparison of energy levels as a function of applied bias for the gold-PDT-gold system in our EHT-based models. Solid line, Hückel I-V 1.0; dotted line, Hückel I-V 2.0. In Hückel I-V 1.0 the energy levels remain constant under applied bias (not shown). The electrochemical potentials for the left and right contacts are shown by $\mu_1$ and $\mu_2$. Due to the inclusion of spatial features in Hückel I-V 3.0 the energy levels move in a complicated but more accurate manner under applied bias whereas in Hückel I-V 2.0, all the energy levels move in the same direction by a constant value.

$U_{\mu\mu} = U(r_M)$

\[
U_{\mu\mu} = \int \phi_\mu(\vec{r}) U(\vec{r}) \phi_\mu(\vec{r}) d\vec{r} \equiv S_{\mu\mu} (U_{\mu\mu} + U_{vv}) / 2
\]

(10)

$\phi_\mu, \phi_\nu =$ atomic orbitals

$r_M =$ position of the atomic site $M$.

Because of the inherent problems with infinite potential at point charges, Eq. (6) is substituted by the CNDO (complete neglect of differential overlap) method, which only the Hartree potential (i.e., the Coulomb interaction) is being utilized in our treatment. Both the charging and the screening effects are incorporated into this term. In CNDO approximation, this Poisson term becomes:

\[
U_{\text{Poisson}}(\Delta \rho) = (\Delta \rho)_M \gamma_M + \sum_A (\Delta \rho)_A \gamma_{MA}
\]

with \((\Delta \rho)_M = \sum_{\mu} (\Delta \rho)^M_{\mu\mu}\)

\[
\gamma_M = (\mu_M^2 | \mu_M^2)
\]

\[
\gamma_{MA} = (\mu_M^2 | \mu_A^2)
\]

(11)

$M, A =$ atomic sites

$\mu =$ Slater-type atomic orbital.

The notations used in Eq. (11) are consistent with Ref. 49. The two electron integrals $\gamma$’s are the CNDO parameters which are obtained from the experimental data and empirical fitting. Given the distance between two atomic sites $M$ and $A$ and their CNDO parameters $\gamma_M$ and $\gamma_A$, the two-center two electron integrals can be calculated by using Mataga-Nishimoto approximation:

\[
\gamma_{MA} = \frac{q^2}{4 \pi \epsilon_0 R_{MA} + \frac{2q^2}{\gamma_M \gamma_A}}
\]

(12)

which describes the smearing of the charge over the atomic orbitals at short distances and approaches the Coulomb limit for point charges [Eq. (6)] at large distances. The CNDO approximation allows us to capture the main physical characteristics of the Coulomb interaction without requiring computationally expensive two electron integrals. It also avoids the need to solve 3-D Poisson’s equation in real space which can also be computationally very expensive because of the sharp features of the Slater-type atomic orbitals. The CNDO treatment describes both the $\pi$ and $\sigma$ valence electrons and thus can be added to the EHT molecular Hamiltonian seamlessly.

The position of the Fermi energy relative to the molecular levels needs to be obtained self-consistently even at equilibrium. Whenever a molecule is connected to the contacts some amount of charge transfer takes place which in turn initiates an energy band lineup. As a result of this band lineup the system attains equilibrium with a single Fermi
level $E_f$ throughout. The precise location of the equilibrium Fermi level depends very sensitively on many factors such as surface conditions of the contacts, nature of bonding between the molecule and the contacts, geometrical fluctuations of the structure, and environmental conditions. In the absence of detailed information of all these factors in most experiments on molecular conduction, it is not only justifiable but in fact necessary to treat the position of $E_f$ as an adjustable parameter. Hence, in Huckel $I$-$V$ 3.0, we use a fitting parameter $V_c$ that allows us to move the molecular energy levels up or down rigidly relative to the contact Fermi level. This is the only fitting parameter used in our model which is added to the molecular Hamiltonian (only on the molecular part and not on any part of the contacts) as a constant potential at equilibrium.

III. I-V CHARACTERISTICS OF ALKANE DITHIOL MOLECULES

A thorough and detailed experimental study of the $I$-$V$ characteristics of alkane-based molecules (both monothiol and dithiol) in a nanopore setup has been reported recently. An inelastic electron-tunneling spectroscopic (IETS) study has also been performed on alkane dithiol molecules which shows the presence of molecules inside the pore sandwiched between two metallic electrodes. We study some of these experimental results, focusing mainly on the dithiol data, using our Huckel $I$-$V$ 3.0 model. The reasons for focusing only on the dithiol molecules (specifically, octane dithiol) are twofold. The presence of the thiol group on both ends of the molecule helps to form chemisorbed bonding with gold contacts on both sides. This gives us a well-defined bonded structure that is easy to simulate theoretically, as opposed to unstable physisorbed contacts that do not correspond to a definite geometry-optimized structure. Secondly, the above-mentioned IETS studies are reported only on the dithiol molecules at this time and this makes the experimental results for the dithiol molecule much more reliable.

Although IETS can confirm the presence of dithiol molecules inside the nanopore in between two metallic contacts, there still remain many other issues to be experimentally sorted out, such as the exact number of molecules inside the pore (assumed to be in the order of several thousands), the nature of their bonding with the electrodes on both sides, and the surface conditions of the electrodes. In order to simulate the nanopore results we assume, for want of sufficient knowledge, that all the octane dithiol molecules inside the pore form strong and ideal chemisorbed bonds with gold contacts on both sides. We further assume that the molecules are far enough apart that each of them conducts current independently. Accordingly, we introduce a new fitting parameter, the effective number of perfectly bonded molecules inside the pore. Each end sulphur atom is assumed to sit over the middle of a gold triangle lying in an ideal, single-crystal (111) surface with the gold-sulphur bond length set to the optimized value of 2.53 Å. It is worth noting that the binding energies of sulphur to other sites, such as on top of a gold atom or on the bridge between two gold atoms, are not significantly higher and could well be thermodynamically accessible at room temperature. There is little experimental work on characterizing the gold surfaces in molecular conduction experiments. We adopt a convenient geometry suggested by energy minimization, with the caveat that the results are quite sensitive to details of the bonding geometry.

Experimental data of the ionization potential (IP) and electron affinity (EA) are not available for the octane dithiol (ODT) molecule. Hence, we compare our results of initial energy band lineup (before molecule-gold bonding and charge transfer) with the results from a density functional theory (DFT). We use GAUSSIAN (Ref. 51) for the DFT calculations employing a Becke-Perdew-Wang (BPW) functional with a 6-31G* basis. The HOMO-LUMO (lowest unoccupied molecular orbital) gap of the ODT molecule in EHT is 10.77 eV whereas in DFT, it is 7.23 eV. In EHT, the $E_f - E_{HOMO}$ value comes out to be 3.05 eV with the gold Fermi energy calculated to be $-9.5$ eV. On the other hand, in DFT, the $E_f - E_{HOMO}$ value is given by 1.12 eV with the gold Fermi energy set to its experimental value of $-5.1$ eV. For a general discussion of the energy-level comparison between EHT and ab initio methods, please see Ref. 36.

Our $I$-$V$ calculations for the octane dithiol (ODT) molecule show excellent agreement with the experimental results, as is evident from Fig. 4. In order to get the best fitting of the $I$-$V$ the molecular levels are shifted by $V_c = 1.55$ eV, which in turn sets $E_f - E_{HOMO} = 1.3$ eV. In addition, the current conducted by a single molecule is multiplied by a factor of $\sim 425$, a fitting parameter corresponding to the effective number of well-contacted molecules, to get the total current inside the pore. The adjustable parameter $V_c$ is reasonable, given that even for well-studied systems such as silicon transistors, it is common to adopt a threshold voltage adjustment in the industry to account for the Fermi level position uncertainties. It is, however, difficult to justify the value for the
effective number of molecules due to lack of adequate information of the details of the pore. From the experimental value of the diameter of the pores the number of molecules inside the pore can be estimated to be of the order of several thousands. However, it is unlikely that all of these molecules are well connected at both ends to the contacts. Besides, we observe in another recent experimental study\(^{52}\) that the magnitude of the current through a single octane dithiol molecule is around 40 nA at 1 V, which tends to justify our value for the effective number of molecules. A detailed analysis of our fitting is presented in Fig. 5. The deviation \(\sigma\) is defined as the sum of the square of the differences between the theoretical and experimental current values at every bias. The smallest value of the deviation, as a function of \(E_f - E_{\text{HOMO}}\) and the effective number of well-contacted molecules, represents the best fit in the \(I-V\). We observe a clear minimum for \(E_f - E_{\text{HOMO}} = 1.3\) eV and effective number of molecules \(\approx 425\).

An analysis of conduction through the ODT molecule is presented in Fig. 6. It clearly shows that the conduction is taking place only in the tunneling regime for the entire range of the applied bias and transmission remains very low inside the \(\mu_1 - \mu_2\) window. Fig. 7(a) shows the length dependence of the transmission coefficients for three different lengths of alkane dithiol molecules. As the experimental \(I-V\) data for dodecane dithiol (C12) and hexadecane dithiol (C16) are not available at this time in the same nanopore setup, we are not able to pinpoint the position of the Fermi level for these two molecules independently. Instead, we have used the same \(V_c\) value (1.55 eV from the ODT calculations) to generate all the three curves in Fig. 7(a). We observe that the transmission decreases exponentially with the increase in the molecule length dependence of the transmission coefficients for three different lengths of alkane dithiol molecules. As the experimental \(I-V\) data for dodecane dithiol (C12) and hexadecane dithiol (C16) are not available at this time in the same nanopore setup, we are not able to pinpoint the position of the Fermi level for these two molecules independently. Instead, we have used the same \(V_c\) value (1.55 eV from the ODT calculations) to generate all the three curves in Fig. 7(a). We observe that the transmission decreases exponentially with the increase in the molecule length.

\(\text{FIG. 5.} A\) close look of the fitting: (a) the deviation \(\sigma\) as a function of \(E_f - E_{\text{HOMO}}\) showing a clear minimum at \(E_f - E_{\text{HOMO}} = 1.3\) eV; (b) the deviation \(\sigma\) as a function of the effective number of molecules for the particular value of \(E_f - E_{\text{HOMO}} = 1.3\) eV showing a best fit for around 425 well-contacted molecules. Deviation is defined as the sum of the square of the differences between the theoretical and experimental current values at every bias.

\(\text{FIG. 6.} (\text{Color}) (a) \) Energy level as a function of applied bias and (b) the corresponding transmission coefficients as a function of energy and applied bias in a color plot at \(E_f - E_{\text{HOMO}} = 1.3\) eV. It is evident that the conduction remains in the tunneling regime with low transmission coefficients in the entire bias range.

\(\text{FIG. 7.} (a) \) Equilibrium transmission coefficient as a function of energy for three alkane dithiol molecules of different length with the same \(V_c\) value (1.55 eV) for all three curves and (b) the curve fitting for the calculation of the decay coefficient \(\beta\). Our calculated value of \(\beta\) for alkane dithiol molecules, 0.72 Å\(^{-1}\), is comparable to experimentally observed values.
lar length as expected for coherent electron conduction. From the transmission we estimate the decay coefficient \( \beta \) using the following equation:

\[
T(E_f) = T_0(E_f) \exp(-\beta d).
\]  

Figure 7(b) shows the fitted curve from which the \( \beta \) value is extracted. The decay coefficient for alkanethiol molecules obtained from many different experimental setups and techniques have been previously reported; for example, Wang et al. reported a \( \beta \) value between 0.83 and 0.72 Å\(^{-1}\) using a nanopore setup,\(^{40}\) Holmlin et al. reported a \( \beta \) value of 0.87 Å\(^{-1}\) by mercury-drop experiments\(^{53}\) and Cui et al. reported a \( \beta \) value of 0.79 Å\(^{-1}\) for many alkanethiol molecules by using a conducting atomic force microscope technique.\(^{54}\) We see that our value of \( \beta=0.72 \text{ Å}^{-1} \) is comparable to the experimental results.

A theoretical treatment of the same experimental I-V characteristics studied here has been reported previously by Wang et al.\(^{41}\) In that treatment, the fitting for a given value of area \( A \) of the nanopore and the molecular length \( d \) (length of the barrier) is performed using a modified Simmons model\(^{53,55}\) with two fitting parameters: the height of the 1-D potential barrier \( \phi_0 \) and a nonideality factor \( \alpha \) corresponding to a nonrectangular-shaped barrier or the effective mass of the electron. They observed an excellent match with the experimental I-V for the particular values of \( \phi_0=1.2 \text{ eV} \) and \( \alpha=0.59 \). The 1-D barrier height \( \phi_0=1.2 \) obtained by the authors using their simple model corresponds well with our value of \( E_F-E_{HOMO}=1.3 \text{ eV} \) calculated with a fully atomistic model for the molecule and the contacts with rigorous 3-D self-consistent electrostatics. It is difficult to connect the parameter \( \alpha \) with any of our parameters in a straightforward manner. This parameter \( \alpha \) depends in a complicated way on the self-consistent potential, the couplings among molecular orbitals, and the molecule-gold coupling, none of which is a fitting parameter in our calculations. If the transport was dominated by a single orbital, it may be possible to extract an effective mass from the hopping terms, but this is not the case for the nonconjugated molecules considered here. We believe that the extended Hückel coupling matrices within the molecule describe, in effect, the effective mass alluded to in the calculations by the Reed group. Our other fitting parameters, the effective number of well-contacted molecules, can be loosely connected to the area \( A \) of the nanopore.

**IV. SINGLE MOLECULE TRANSISTOR: GATE EFFECTS ON I-V**

In this section we discuss gate effects on the molecular I-V and present a few results for three terminal systems obtained using Hückel I-V 3.0. We show that in addition to the electrostatic effects due to the gate electrodes, electronic properties of individual molecules play an important role in molecular transistors. Unfortunately, there exists almost no experimental data in the literature that shows any significant gate-induced effects on molecular I-V. Hence, the results we present in this section are made without connecting to any experimental results. Our objective is to showcase one of the major strengths of our model, i.e., the description of the potential profile inside the molecule even in the presence of an additional terminal as a gate electrode. In addition, we elucidate the role of electronic properties like metal-induced-gap states (MIGS) or HOMO-LUMO gap on transistor action. We illustrate these points by comparing the transistor performance of two molecules of similar lengths but of very different electronic structures.

Figure 8 shows the two different molecular structures that will be studied in this section. Molecule A is a nonplanar alkanethiol chain (hexadecane dithiol) which is insulating in nature with a large HOMO-LUMO gap (~8–10 eV). Molecule B is a benzene-based conjugated molecule [oligo(phenylene ethynylene) OPE] with thiol groups at both ends. The HOMO-LUMO gap of OPE molecule is much smaller (~2–4 eV). Both molecules are connected by sulphur end atoms to the gold source and drain electrodes. In Hückel I-V 3.0 we can add as many as four rectangular gate electrodes around the molecule, two in plane and two out of plane. An oxide layer is placed in between the molecule and the gate plates as an insulating medium (see Fig. 1). Since the main effect of the oxide is electrostatic insulation, with no consideration for gate leakage effects in this treatment, we adopt a continuum model for the oxide, specified simply in terms of its thickness \( t_{ox} \) and its dielectric constant \( \varepsilon_{ox} \).

The electrostatic gate control of the molecular device depends on the oxide thickness, the oxide dielectric constant, and the length of the molecule. We have chosen molecules A and B as such that they are of similar length (~20 Å) so that the differences in their transistor characteristics arise exclusively from their electronic, as opposed to their electrostatic properties. A parameter \( \beta \) can be defined as a measure of the gate control as follows:

\[
\beta = \frac{\partial U_L}{\partial V_G},
\]

where \( U_L \) is the Laplace potential inside the molecule and \( V_G \) is the applied gate bias. The parameter \( \beta \) can take any value between 0 and 1 and the maximum gate control is obtained when \( \beta=1 \). We see from Fig. 8 that \( \beta \) values for both molecules A and B are roughly same. We also notice that the gate control is considerably low (\( \beta\sim0.5 \)) when the gate electrodes are placed at a reasonable distance (\( t_{ox}\sim10 \text{ Å} \)) from the molecule. This point is further emphasized in Fig. 9.
no saturation of current. Overall, molecule 𝐴 shows very poor transistor performance operating at 𝑡ox ~ 10 Å.

From Fig. 9(a) we observe that the subthreshold swing (~450 mV/decade) of molecule 𝐴 is too high when operating at 𝑡ox ~ 10 Å and there is almost no gate modulation. Besides, the 𝐼D–𝑉G curves [Fig. 9(b)] do not show any current saturation. It is evident from Figs. 8 and 9 that for a molecule of a length of around 20 Å, good gate control (thus good transistor performance) can be achieved only when the oxide thickness is much smaller than 10 Å.

For the comparison of transistor characteristics between molecule 𝐴 and molecule 𝐵 we choose an oxide thickness of 𝑡ox = 2 Å. We understand that an oxide layer of only 2 Å thickness may be too thin to be reliable as an insulator. Besides, it becomes difficult to justify treating the oxide layer as a continuum at this thickness. However, we observe the best transistor performance for both molecules at around 𝑡ox = 2 Å, which helps to identify more clearly the differences in the transistor performance between the two molecular transistors, 𝐴 and 𝐵.

The transistor characteristics presented in Fig. 10 clearly show that molecule 𝐴 acts as a better switching device compared to molecule 𝐵. Transistor 𝐴 can be turned on or off much more easily as its subthreshold swing (~150 mV/decade), defined as

\[ S = (d \log(I_D)/dV_G)^{−1,57} \]

is much lower than that of transistor 𝐵 (~350 mV/decade). In addition, the on and the off states are more clearly defined for transistor 𝐴 as its 𝐼on/𝐼off ratio (~10^4) is much higher than that (~10^2) of transistor 𝐵. The reasons for these obvious differences in the transistor performance of these two molecules can be understood from the plot of equilibrium transmission coefficient (Fig. 11). The figure shows that the transmission is much lower in the vicinity of 𝐸F for molecule 𝐴 compared to molecule 𝐵 due to the lack of metal-induced-gap states (MIGS). However, the transmissions around the HOMO level for both molecules are roughly the same. As transmission is proportional to the current it can be assumed...
that \( I_{\text{on}} / I_{\text{off}} \) is equivalent to \( T_{\text{on}} / T_{\text{off}} \), where \( T_{\text{off}} \) is the transmission around \( E_f \) and \( T_{\text{on}} \) is the transmission around the HOMO level. Thus it becomes evident why the \( I_{\text{on}} / I_{\text{off}} \) ratio for molecule A is much higher than that of molecule B. Similarly, the subthreshold slope is related to the rate of change of transmission inside the \( E_f \) to \( E_{\text{HOMO}} \) energy range. The change in transmission is much steeper for molecule A (Fig. 11) and subsequently, its subthreshold slope is much higher than that of molecule B.

When a bias is applied to the gate electrodes it raises or lowers the molecular energy levels according to the bias polarity. With source electrode grounded, the Laplace potential \( U_L \) inside the molecule can be written as:

\[
U_L = \beta (-qV_G) + \frac{(1 - \beta)}{2} (-qV_D),
\]

where \( \beta \) is the gate control parameter defined earlier. If the gate control is ideal, i.e., \( \beta = 1 \), then the Laplace potential becomes \( U_L = -qV_G \) which essentially holds the gate electrodes at a fixed potential with respect to the source. This means the molecular energy levels will follow the source chemical potential under the applied drain bias as long as the Laplace potential remains the dominant factor. We observe from Fig. 12 that the molecular energy levels are, indeed, following the source chemical potential \( \mu_1 \).

It is evident from Figs. 12(a) and 12(b) that at low gate bias the conduction takes place inside the HOMO-LUMO gap (tunneling regime) which keeps the system in the off state. Under large gate bias the molecular levels move up sufficiently enough that the system enters the resonant tunneling regime where conduction takes place through the HOMO level [Figs. 12(c) and 12(d)] which in turn makes the current level high and switches the system to the on state. This is the basic switching mechanism for the molecular transistor. The current saturation at high drain bias in the on state can be explained as follows: for a fixed gate bias in the on state [Figs. 12(c) and 12(d)] when the drain bias is increased, the molecular energy levels remain fixed with respect to \( \mu_1 \) under strong gate control conditions (\( \beta \sim 1 \)) and at some point the current becomes almost saturated as no new level crosses \( \mu_2 \) and the transmission inside the \( \mu_1 - \mu_2 \) window remains very low. As the density of states inside the HOMO-LUMO gap remains small but nonzero for both of the molecules, the current keeps on increasing steadily without attaining complete saturation [Figs. 10(b) and 10(d)]. It is worth pointing out that realizing a transistor like molecule A showing impressive subthreshold swing may require additional considerations of threshold voltage adjustment, power supply, etc. which have not been discussed here.

V. CONCLUSION

In this paper we presented our model Huckel I-V 3.0 which provides a practical simulator for quantum transport in molecules including a semiempirical description of the full 3-D electrostatics and employs just the location of the Fermi energy as a single adjustable parameter. We applied our model for quantitative analysis of experimentally observed I-V characteristics of alkane dithiol molecules. Our calculations showed good agreement with the experiments. We also presented a comparative assessment on molecular transistor action. Currently, we are working on improving our model by adding a proper atomistic description of tunneling through vacuum in scanning tunneling microscope (STM) measurements. We are also looking into the prospect of incorporating silicon contacts in our model to complement our first-principles treatments of these hybrid systems.
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