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Abstract—This paper investigates the use of coded excita-
tion for blood �ow estimation in medical ultrasound. Tradi-
tional autocorrelation estimators use narrow-band excitation 
signals to provide su�cient signal-to-noise-ratio (SNR) and 
velocity estimation performance. In this paper, broadband 
coded signals are used to increase SNR, followed by subband 
processing. The received broadband signal is �ltered using a 
set of narrow-band �lters. Estimating the velocity in each of 
the bands and averaging the results yields better performance 
compared with what would be possible when transmitting a 
narrow-band pulse directly. Also, the spatial resolution of the 
narrow-band pulse would be too poor for brightness-mode (B-
mode) imaging, and additional transmissions would be required 
to update the B-mode image.

For the described approach in the paper, there is no need 
for additional transmissions, because the excitation signal is 
broadband and has good spatial resolution after pulse com-
pression. This means that time can be saved by using the same 
data for B-mode imaging and blood �ow estimation. Two dif-
ferent coding schemes are used in this paper, Barker codes and 
Golay codes. The performance of the codes for velocity estima-
tion is compared with a conventional approach transmitting 
a narrow-band pulse. The study was carried out using an ex-
perimental ultrasound scanner and a commercial linear array 
7 MHz transducer. A circulating �ow rig was scanned with a 
beam-to-�ow angle of 60°. The �ow in the rig was laminar and 
had a parabolic �ow-pro�le with a peak velocity of 0.09 m/s. 
The mean relative standard deviation of the velocity estimate 
using the reference method with an 8-cycle excitation pulse at 
7 MHz was 0.544% compared with the peak velocity in the rig. 
Two Barker codes were tested with a length of 5 and 13 bits, 
respectively. The corresponding mean relative standard devia-
tions were 0.367% and 0.310%, respectively. For the Golay 
coded experiment, two 8-bit codes were used, and the mean 
relative standard deviation was 0.335%.

I. I�����������

I � conventional Doppler ultrasound, several narrow-
band pulses are transmitted in the direction in which 

the blood velocity is to be estimated. Data lines are there-
after beamformed, and the scanned object is imaged. To 
determine the velocity at a speci�c depth in the image, 
the beamformed data are sampled at this depth over the 
acquired data lines, creating a slow-time signal. The blood 

velocity is typically estimated using an autocorrelation es-
timator [1].

The advantage of using narrow-band pulses in transmit 
is 2-fold:

A longer sinusoidal excitation waveform (narrow ����
band) has more energy than a shorter signal and will 
provide a better signal-to-noise-ratio (SNR).
The variance of the autocorrelation estimate decreases ����
with increasing pulse duration [2].

However, longer pulse duration results in poor axial reso-
lution, and the generated data lines cannot be used for 
B-mode imaging. Therefore, a separate B-mode sequence 
has to be transmitted with a shorter (broadband) excita-
tion that decreases the total frame rate.

In [3] it was suggested that a broadband signal be used 
as excitation. The received signal is separated into sev-
eral frequency bands with the same bandwidth as that 
of a conventional Doppler pulse. Thereby, several �ow es-
timates can be estimated for the same time period as a 
conventional system would require for estimating only one 
line. The estimates can thereafter be averaged to yield a 
lower variance on the �nal velocity estimate.

This was further investigated in [4] where it was sug-
gested that a nonlinear frequency-modulated excitation 
signal and subsequent subband processing be used. If a 
short sinusoidal excitation is used, the SNR would be in-
su�cient. Therefore, it was suggested that a nonlinear fre-
quency modulated (NLFM) signal [5]–[8] be used to excite 
the transducer. However, to obtain a su�cient sidelobe 
level of the NLFM, long sequences (10 to 20 µs) have to be 
used. Therefore, the transmitted energy will be increased 
drastically compared with a conventional Doppler pulse 
under the same excitation voltage. In combination with 
a focused transmission and a high-pulse repetition fre-
quency fprf, the generated intensities in tissue will violate 
the regulations set by the Food and Drug Administration 
(FDA) [9].

This paper investigates the possibility of using other 
code sequences to increase SNR as compared with a short 
broadband pulse without exceeding the intensity gener-
ated by a long narrowband Doppler pulse (4 to 10 cycles). 
Two di�erent binary coding schemes are investigated and 
compared with conventional Doppler:

Barker codes����
Complementary (Golay) codes����
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The Barker sequences [10] are biphase sequences with 
autocorrelation functions satisfying

	 r c(0) = 1	 (1)

	 r m
N

mc( )
1

, 0.� b � v	 (2)

Here
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c n c n mc
n

N

( ) =
1

( ) ( ) ,
=0

1��

�œ �� 	 (3)

is the autocorrelation function of the N-bit code sequence 
c(n). Matched �ltering seems to be an obvious solution 
for pulse compression. Unfortunately, the longest known 
Barker code is 13 bit, restricting the match-�ltered Barker 
codes to have a range sidelobe level above �22.3 dB. This 
is not su�cient for ultrasound imaging where the dynamic 
range is between 40 to 100 dB. In this paper, the decoding 
�lters are designed as �nite impulse response (FIR) �lters 
using a fast Fourier transform (FFT) [11], [12] based ap-
proach. This makes it possible to lower the sidelobe level 
to below �80 dB below the mainlobe of the compressed 
code.

Golay sequences have been suggested for use in ultra-
sound imaging [13]. These sequences satisfy the so-called 
complementary condition. A set of sequences is said to be 
complementary when the sum of the autocorrelation func-
tions of the sequences is a perfect digital delta function

	
1

( ) ( ) ( ) ( ) = 2 ( ) ,
=0

1

1 1 2 2N
c n c n m c n c n m m

n

N ��

�œ � � � � ��� \ � ^�E 	(4)

where c1(n) is the �rst sequence and c2(n) is the second 
sequence. Pulse compression is achieved by transmitting 
c1(n) in the �rst transmission and c2(n) in the second 
transmission and correlating the received signals with the 
corresponding codes and summing the result. For this ap-
proach to work without artifacts, the target has to be 
completely stationary between the 2 transmissions. If mo-
tion is present, the compressed output will be degraded, 
with loss in contrast as a result.

This paper investigates coded broadband ultrasound 
for blood velocity estimation. The velocity is estimated by 
dividing the received signal into di�erent subbands and 
estimating the velocity in each of the bands. Thereby, the 
number of velocity estimates per time unit increases. The 
�nal velocity estimate is formed by averaging the velocity 
estimates in each of the bands yielding a better estimate. 
Both Barker and Golay codes are investigated.

The paper is structured as follows: In Section II, the 
designs of the Barker and Golay codes are discussed, and 
decoding is reviewed. In Section III, the subband pro-
cessing and velocity estimation is explained. In Section 
IV, performance is evaluated by measurements in a �ow 

rig. The �ow pro�les, obtained with the coded methods, 
are compared with those of a conventional system with a 
narrow-band excitation, and the variance of the estimates 
is assessed. In Section VI, the results are analyzed and 
discussed.

II. C��� ��� W������
 D���
�

This section describes the 2 coding schemes used in the 
paper.

A. Barker Codes

An N-bit Barker code is denoted

	 c = ( 0) (1) ( 1)c c c N�" ��� 	 � 
. 	 (5)

In this paper a 5-bit and a 13-bit code are used

	 c 5 = 1 1 1 1 1 ,��� 	 � 
	 (6)

c13 1 1 1 1 1 1 1 1 1 1 1 1 1� � � �� � � ���� 	 � 
. 	 (7)

To obtain a waveform which can easily be transmitted by 
the transducer, the bit-rate of the code is �rst decreased, 
and the resulting code is thereafter convolved with a chip-
waveform p(n) 

	 s n c l p n l T f
l

N

s( ) = ( ) ( ),
=0

1��

�œ � � � ¸ 	 (8)

where T is the time duration between bits, fs is the sam-
pling frequency of the ultrasound system, and p(n) is a 
chip waveform.

Ideally, the code sequence c(n) has ampli�cation in all 
frequencies. By reducing the bit rate of the code, the spec-
trum of the original code will be con�ned to frequencies 
in the range [�1/(2T), 1/(2T)]. However, due to aliasing, 
the spectrum will be replicated at intervals of p(1/T) Hz, 
where p is an integer. So naturally, the code sequence with 
reduced bit rate will also have ampli�cation in all frequen-
cies.

Therefore, applying the chip, not only increases the to-
tal transmitted energy, the total bandwidth of the wave-
form is also reduced. By choosing the chip carefully, the 
�nal waveform s(n) can be designed so that it has most of 
the energy con�ned in the transducer passband. This may 
avoid unnecessary heating of the transducer.

Typically, matched �ltering is used for compressing the 
code at the receiver, however, the longest known Barker 
code is 13 bit, restricting the match-�ltered Barker codes 
to have a range sidelobe level above �22.3 dB. This is not 
su�cient for ultrasound imaging, and in this paper, suf-
�cient range lobe level is achieved by designing FIR �lters 
approximating the inverse �lter of the code sequence. The 
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�rst step toward designing a FIR decoding �lter is to cal-
culate the Fourier transform of the code,

	 C f c n e
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The objective will be to derive an L tap FIR �lter whose 
spectrum is the inverse of that in (9). The desired spec-
trum is, therefore,
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The factor ej�(f/fs)N  in the denominator in (10) is applied 
to remove the linear phase resulting from the time delay 
of N/2 in (5). Correspondingly, e�j�(f/fs)L  is applied to 
generate a phase on the �lter that corresponds to a delay 
of L/2 samples. The inversion of (9) is allowed, because 
the spectrum of the Barker code contains no zeros. The 
spectrum is evaluated for M frequency points in the range 
[– fs/2, f s/2] to form the vector

	 D = ( ) ( ) ( ) ,0 1 1D f D f D f M
T

�" ��� 	 � 
	 (11)

where (·)T is the transpose of (·).
Barker codes with duration over 2 bits all share the 

property that they have spectral support in the entire 
range (no frequencies have zero ampli�cation) [10]. How-
ever, there is a variation in the amplitude of the spectrum 
so that the spectrum will not have a �at response. When 
the decoding �lter is applied, it is desirable that the �lter 
equalizes the ripples in the spectrum of the code. Using 
an ideal �lter would result in a completely �at spectrum 
after decoding, e�ectively compressing the code. With the 
properties of the Barker codes in mind, inverse �ltering 
[14] in the frequency domain would be an obvious solu-
tion. However, to make the decoding more tractable from 
a computational perspective, an L tap FIR pseudo-inverse 
�lter is designed.

The L tap FIR �lter, which minimizes the error be-
tween the calculated spectrum and the desired spectrum 
in the least squares sense, is given by the following mini-
mization problem [7]

	 ˆ arg min ,h h D
h

� � � �|| ||�/ 2 	 (12)

where

	 h = ( 0) (1) ( 1) ,h h h L�" ��� 	 � 
	 (13)

and ĥ is de�ned correspondingly. The matrix �/ is the M 
× L Fourier matrix with elements de�ned as

	 �/ ml
j lm Me

l L
m M= ,

= 0 , , 1
= 0 , , 1.2�� ��

��
�Q( )/ �!

�! 	 (14)

The solution to (12) is given by [15]

	 ˆ ( )h D�� ��� / � / �/H H1 . 	 (15)

The operator (·) H is the complex conjugate transpose of 
(·).

The unique solution to (15) exists if �/ has full column 
rank. The columns of a Fourier matrix will be orthogonal 
as long as M � L. Therefore, as long as there are more 
frequency points in the desired spectrum than samples in 
the FIR �lter, the optimization problem will have a unique 
solution. If the orthogonality condition is satis�ed,

	 � / � /H M= ,I 	 (16)

where I is the identity matrix. Therefore, the solution in 
(15) reduces to

	 ˆ .h D��
1

M
H�/ 	 (17)

If one of the samples in ĥ is analyzed

	 ˆ ( )h l
M
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1
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�œ � y � ��Q / 	 (18)

This means that the optimal FIR �lter in the least squares 
sense is the inverse discrete Fourier transform of the sam-
pled desired frequency spectrum of the �lter. In terms of 
implementation, this can be interpreted as taking the L 
�rst samples of the inverse FFT of the sampled desired 
spectrum. This has previously been suggested in [16] and 
[17].

Because the code consists both of the code and the 
chip, the �lter also has to undergo the same transforma-
tion as the code that is decreasing the bit rate to �t the 
chip waveform. By doing this, the e�ective sampling fre-
quency will be the same for the decreased bit-rate �lter 
and the decreased bit-rate code: 1/T.

Therefore, the �nal decoding �lter is the convolution 
of the time-reversed chip-waveform and decreased bit-rate 
version of h(n) 

	 g n h l p n l T f
l

L

s( ) = ( ) ( ).
=0

1��

�œ � � � ��¸ 	 (19)

Note that it is not necessary to apply the time reversed 
chip to achieve pulse compression. The time-reversed chip 
merely serves as a matched �lter for the chip in the trans-
mitted waveform and e�ectively acts as a bandpass �lter.

Two examples are shown in Fig. 1 and 2 where a 5-bit 
and a 13-bit Barker code are used with a chip waveform 
consisting of a single cycle sinusoid at 7 MHz. The bot-
tom plots illustrates the log-compressed envelope of the 
decoded output when using (19) for decoding �lters with 
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lengths L = 16, 32, and 64, respectively. Note that the 
responses are shifted in time to facilitate visualization.

B. Golay Codes

The investigation also included use of complementary 
sequences. Two complementary 8-bit codes used in this 
work are given by

	 c1 = 1 1 1 1 1 1 1 1 ,� � � �� 	 � 
	 (20)

	 c2 = 1 1 1 1 1 1 1 1 .� � � � � ���� 	 � 
	 (21)

These codes were generated using the Hadamard matrix 
as basis and by extending the code length as outlined 
by Chiao and Thomas [18]. The complementary property 
ensures that the sum of the autocorrelation functions of 
the 2 codes completely vanish for all lags except for lag 
zero. This means that for every data line, 2 transmissions 
have to be carried out before pulse compression can be 
achieved. This decreases the frame rate by a factor of 2. 
However, the loss in frame rate can be recovered by or-
thogonal complementary sequences [18], and furthermore, 
under the assumption of stationarity, perfect compression 
is obtained. If this assumption is violated, the compres-
sion will be degraded, resulting in poor contrast. This is 
investigated brie�y in Section II-B-1.

The transmitted waveforms were, as for the Barker 
code, a convolution of a chip waveform and the code se-
quences with decreased bit rate

	 s n c l p n l T f ii
l

L

i s( ) = ( ) ( ), = 1 ,2.
=0

1��

�œ � � � ¸ 	 (22)

The 2 waveforms can be viewed in the top and the middle 
plots in Fig. 3, and the compressed result (under station-
arity) is given as the bottom plot.

It is of interest to investigate how pulse compression of 
the Golay codes is degraded when the target is moving. 
This is of special importance when �ow applications are 
considered, because blood can exhibit very rapid motion. 
When axial �ow is examined, the sampled slow-time sig-
nal for a speci�c depth has a center frequency

	 f
v f
cD
z c=

2
, 	 (23)

where vz is the axial velocity, fc is the center frequency of 
the emitted waveform, and c is the speed of sound. Ab-
solute velocities are of little interest here. The important 
thing to investigate is the velocity in comparison to the 
fprf. Normally, the pulse repetition frequency is adjusted 
so that fD ‡ ± fprf/4. The center frequency of the emit-
ted waveforms was just as before 7 MHz, and the speed 
of sound was 1540 m/s. Four di�erent velocities were 
investigated. The velocities were adjusted so that fD =  
[0 fprf/10 fprf/4 fprf/2]. The highest velocity is really ex-
treme because this is the aliasing limit for the autocor-
relation estimator, and this would always be avoided in a 
realistic implementation. The compressed code sequences 
can be viewed in Fig. 4, with the stationary result in the 
top and highest velocity in the bottom. The gray curve 
indicates the envelope of a match-�ltered 8-cycle 7 MHz 
pulse. It can be seen that the sidelobe level is drastically 
increased even at relatively small velocities (fD = fprf/10), 
and at the highest velocity, no distinct peak can be dis-
tinguished. However, it should be noted that the axial re-
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Fig. 1. The top plot displays the 5-bit Barker code convolved with the 
chip waveform p(n). The bottom plot shows the envelope of the code 
after compression with di�erent �lter lengths. The responses are shifted 
in time to facilitate visualization. The matched �ltered response is also 
given to serve as a reference.

Fig. 2. The top plot displays the 13-bit Barker code convolved with the 
chip waveform p(n). The bottom plot shows the envelope of the code af-
ter compression. The responses are shifted in time to facilitate visualiza-
tion. The matched �ltered response is also given to serve as a reference.
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sponse of the Golay codes never exceeds that of the 8-cycle 
match-�ltered response.

C. Reference Method

The 2 coded methods were compared with a conven-
tional autocorrelation method. The excitation waveform 
was an 8-cycle sinusoidal signal at the center frequency of 
the transducer (7 MHz). On reception of the scattered and 
re�ected waves, the signals were matched-�ltered with the 
time-reversed excitation signal to improve SNR and spec-
tral resolution.

III. S�••��� P��������
 ��� V������	 E���
�����

A. Subband Processing

Regardless of which coding scheme is used, a short 
broadband signal remains after pulse compression. To use 
the autocorrelation estimator, it is favorable to reduce the 
bandwidth of the measured signal. However, to exploit all 
the energy in the spectral support of the signal, several 
narrow-band �lters are designed to interrogate di�erent 
frequency bands. The basic principle can be seen in Fig. 

5 where the amplitude spectra of the �lters are displayed 
using solid and dashed curves to facilitate visualization. 
Six di�erent �lters were designed as

	 h n g n g nfc fc fc
( ) = ( ) ( ),�ƒ �� 	 (24)

where �ƒdenotes convolution and

	 g n
f n
f

n Dfc
c

s
( ) =

2
, = 0, ,sin

�Q�•

�Ÿ
�ž�ž�ž

�¬

�®
�­�­�­�­ �! 	 (25)

with D/ fs = 0.89 µs, and the center frequencies are fc = 5, 
5.5, 6, 6.5, 7, and 7.5 MHz.1 Designing the subband �lters 
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Fig. 3. The top and the middle plot represent the 2 complementary 
waveforms. The bottom plot is the envelope after pulse compression 
(under stationarity). Only the chip waveform remains. The gray curve 
indicates the envelope of the autocorrelation of the 8-cycle sinus used as 
a reference.

Fig. 4. The compressed code for di�erent axial velocities. The 4 di�erent 
plots describe the compressed waveform for axial velocities correspond-
ing to fD = 0 (top plot), fD  =  fprf/10 (second plot), fD = f prf/4(third 
plot), and at the aliasing limit f D = f prf/2 (bottom plot).

1	The reason for not using higher frequencies was that the SNR was too 
poor in these bands.
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can be done in many ways and is not analyzed in this 
paper. The important thing is that the �lterbank covers 
the passband of the transducer so that most of the signal 
energy is exploited. The spectral overlap of the subband 
�lters was chosen to use as much of the signal energy as 
possible. If the subband �lters would have been designed 
to have disjoint spectral support, much of the signal en-
ergy would have been lost, which would decrease the per-
formance of the method.

B. Velocity Estimation

The output of each �lter is beamformed using dynamic 
receive focusing and then passed to an autocorrelation es-
timator. Stationary echo-canceling is performed, in-phase 
and quadrature channels are generated to form a complex 
slow-time signal by sampling the obtained data at the 
pulse repetition frequency. The slowly moving tissue com-
ponent is removed using a mean subtraction �lter with 
impulse response

	 h k k
K

k ust
u

K

( ) = ( )
1

( ) ,
=0

1

� E � E� � � �
��

�œ 	 (26)

where K is the duration of the �lter. The autocorrelation 
function in lag one was estimated for all frequency bands 
using K slow-time samples
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where r q kfc
( , ) is the complex slow-time signal for a given 

frequency band with center frequency fc at a depth corre-
sponding to sample q at transmission k. The averaging 
over Q depths, thus, corresponds to RF-averaging and is 
applied to improve the quality of the estimate [19]. The 
axial velocity is thereafter estimated as [1]

	 ˆ arctan
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where �!{( )}�¸ and �* {( )}�¸ are the imaginary and real parts 
of (·), respectively. The �nal velocity estimate is then 
formed by averaging over the bands (in this case at maxi-
mum 6 bands)

	 ˆ ˆv
N

v
b n

N

fc nb
b

b

=
1

,
=1

( )�œ 	 (29)

where Nb is the number of frequency bands used in the 
averaging and v̂ fc nb( ) is the velocity estimate in the fre-

quency band with center frequency fc(nb).
In this paper, the number of samples in the mean sub-

traction �lter used to remove slowly moving tissue compo-

nents was equal to the number of lines used to form one 
velocity estimate K = 32. The number of depths used for 
RF-averaging was Q = 60, corresponding to 1.11 mm.

IV. M������
����

A. Experimental Setup

The measurements were carried out on the experimen-
tal ultrasound scanner RASMUS [20] using a 7 MHz linear 
array transducer. The sampling frequency of RASMUS is 
40 MHz. The transducer had a pitch of 0.208 mm, the kerf 
was 35 µm, and the element height was 4.5 mm. A circu-
lating �ow rig was scanned to evaluate the performance 
of the di�erent methods. The �ow was laminar and had a 
parabolic �ow-pro�le, and the tube radius was 6 mm. The 
peak velocity in the tube was 0.09 m/s and the Reynolds 
number was approximately 200. The beam-to-�ow angle 
was 60° and the center of the tube was positioned at a 
depth of 30 mm from the surface of the transducer. The 
transducer was submerged in the water tank when per-
forming the measurements. A full description of the �ow 
rig can be found in [21].

When acquiring �ow data, the transducer was focused 
at a depth of 30 mm with an F-number of 2. The received 
signals were beamformed using dynamic receive focusing 
and a Hanning weighting over the 64 active receiving ele-
ments. The receiving aperture was centered around the 
data line. For the reference method and the Barker-coded 
experiments, the pulse-repetition-frequency fprf was 1890 
Hz. This assured that the spectrum of the slow-time sig-
nal was not aliased. The fprf was 3780 Hz for the Golay-
coded experiments to compensate for the 2 transmissions 
required for achieving pulse compression with this tech-
nique.

B. Subband Processing

To evaluate performance of the methods, the mean rel-
ative standard deviation (MRSTD) will be used as metric. 
The MRSTD (relative to the peak velocity) is de�ned as
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Fig. 5. Several narrow-band �lters are designed to interrogate di�erent 
parts of the transducer spectrum. The amplitude spectra of the �lters are 
displayed using solid and dashed curves to facilitate visualization. The 
output from each �lter is passed to a velocity estimator and is treated 
independently of the other �lter outputs. This increases the number of 
velocity estimates per acquired data set.
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where �Tv z2( ) is the variance of the velocity estimate at a 
speci�c depth corresponding to sample z, z1 and z2 de�ne 
the boundary samples for the averaging, Z is the number 
of depths, and vmax is the peak velocity in the vessel. In 
this study, the MR TSD was evaluated over depths be-
tween 28 and 32 mm to avoid edge e�ects. The velocity 
was estimated for every available depth sample, so that 
input data for 2 consecutive depths only di�ered with one 
sample in depth. The standard deviation at depth z is 
de�ned as
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where P indicates the number of velocity estimates, v̂ z p( , )
the pth velocity estimate at depth z, and v z( ) the mean 
velocity estimate at that depth.

The broadband data (Barker- and Golay-coded experi-
ments) were �ltered before beamforming, using the �lters 
given in Section III-A creating 6 di�erent sets of narrow-
band data suitable for velocity estimation. The narrow-

band data sets were beamformed using dynamic focusing, 
in-phase and quadrature channels were created to gen-
erate a complex slow-time signal, and the velocity was 
estimated for each of the bands using the autocorrelation 
approach described in Section III-B. Thereafter, the veloc-
ity estimates from the di�erent bands could be averaged 
to form the �nal estimate. First, however, only one band 
was used to form the velocity estimate. The result can be 
seen in Fig. 6, where the top left plot displays the refer-
ence method, and the other plots are the di�erent results 
from the coded experiments.

Thereafter, the investigation was continued by studying 
the e�ects of averaging over more frequency bands. The 
velocity pro�les for the experiment, when averaging over 6 
frequency bands, are given in Fig. 7. When comparing Fig. 
6 with Fig. 7, it can be seen that the standard deviation 
of the coded velocity estimates is signi�cantly improved 
when averaging over several frequency bands compared 
with when estimating the velocity in only one frequency 
band. In Fig. 8, the MRSTD is shown as a function of 
number of frequency bands used for averaging the veloc-
ity estimates. It can be seen that the MRSTD is higher 
for the coded experiments when averaging over few bands 
compared with the reference method. However, when av-
eraging over 6 bands, the MRSTD drops to 0.335% for 
the 8-bit Golay code, 0.367% for the 5-bit Barker code, 
and 0.310% for the 13-bit Barker code compared with the 
reference at 0.544%. The 13-bit Barker code displays lower 
MRSTD as compared with the 5-bit Barker code, indi-
cating that the better SNR provided by the longer code 
improves the quality of the velocity estimate.

V. I� V��� E�����
����

The investigation was proceeded with in vivo mea-
surements. The common carotid artery of a 29-year-old 
healthy male was scanned. The RASMUS system was 
used for collecting data. The same transducer as for the 
�ow-rig experiments was used. The fprf was adjusted to 15 
kHz to ensure that none of the relatively high velocities 
in the common carotid artery would be aliased. A color 
�ow map (CFM) was created. This was accomplished by 
sliding the transmit aperture and the receiving aperture 
across the array while acquiring data. Each �ow line was 
repeated 8 times before shifting the active transmit and 
receive aperture, and one CFM image consisted of 33 im-
age lines. A CFM image could therefore be created in 17.6 
ms. The number of depths used for RF-averaging was Q = 
60, corresponding to 1.11 mm. The slowly moving tissue 
component was removed by subtracting the mean of the 
8 �ow lines. A B-mode sequence was interleaved so that 
every ninth data transmission acquired B-mode data. The 
�ow data were acquired using the 5-bit Barker code and 
a 96-sample compression �lter. The B-mode data used a 
single cycle sinusoid and matched �ltering at the receiver. 
All data (both �ow- and B-mode) were processed using 
dynamic receive focusing.
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Fig. 6. Results from the �ow measurement when only one band was used 
for the subband processing. The top left plot is the result when using the 
5-bit Barker code, the top right plot is the result for the 13-bit Barker 
code, and the Golay-coded experiment is displayed in the bottom right 
plot. The reference measurement is given in the bottom left �gure. The 
theoretical prediction is given as the thick black curve and the estimated 
pro�le is given in gray.
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Two of the images can be seen in Fig. 9. The image on 
the right shows the peak systole. All 6 frequency bands 
were used for the averaging. The velocities (when com-
pensating for the angle) in the artery range from about 
zero to 1 m/s. In the right part of the CFM image, higher 
velocities can be seen as compared with the left part of 
the image. The image on the left is taken one frame later. 
Here, the �ow is relatively constant across the vessel.

VI. C���������

In this paper, coded excitation and subband process-
ing has been investigated for estimating blood velocities 
in ultrasound. In conventional velocity estimation, a nar-
rowband pulse is emitted, and the velocity is found us-
ing an autocorrelation algorithm. Applying a narrowband 
pulse has 2 advantages. First, the pulse-duration is longer, 
implying that the transmitted energy is increased, boost-
ing the SNR. Second, the autocorrelation estimator yields 
better performance for narrowband signals.

In this paper, the full bandwidth of the transducer is 
interrogated by transmitting a broadband pulse. If a short 
excitation would be used, the SNR would drop. To com-
pensate for this, broadband codes were used. Two coding 
schemes were tested, one based on complementary (Go-
lay) codes, and one based on Barker codes. By �ltering, 
the received signal was separated into several frequency 

bands. The velocity was estimated in each of the frequency 
bands, then the velocity estimates were averaged to give 
an improved overall estimate. In the study, only bands 
up to 7.5 MHz were used even though the transducer has 
bandwidth beyond these frequencies. This was due to the 
large attenuation in these bands (approximately 20 dB) 
compared with the attenuation at the center frequency of 
the transducer.

The investigation was carried out on a circulating �ow 
rig using an experimental ultrasound scanner and a com-
mercial linear array transducer. Two 8-bit Golay codes 
were used to satisfy the complementary condition as given 
in (4). Two Barker codes were tested, with 5 and 13 bits, 
respectively. The Barker codes are single transmit codes 
and can be decoded after every emission. The Golay codes 
require several (in this case 2) transmissions to decode the 
signals. Stationarity is therefore required for the decoding 
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Fig. 7. Results from the �ow measurement when all 6 bands are used for 
the subband processing. The top left plot is the result when using the 
5-bit Barker code, the top right plot is the result for the 13-bit Barker 
code, and the Golay-coded experiment is displayed in the bottom right 
plot. The reference measurement is given in the bottom left �gure. The 
theoretical prediction is given as the thick black curve and the estimated 
pro�le is given in gray.

Fig. 8. The mean relative standard deviation as a function of number of 
frequency bands used in the velocity estimation. The reference experi-
ment is given as the thick dashed curve, the 8-bit Golay code is indicated 
with dark gray, the 5-bit Barker code is shown using light gray, and the 
13-bit Barker code is represented by mid-gray color.

Fig. 9. The CFM image on the left is taken at the instance of the peak 
systole in the common carotid artery. Note the higher velocities in the 
right of the blood vessel. The image on the right is taken a small time 
instance after the peak systole. The B-mode images have a dynamic 
range of 40 dB.
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to work without artifacts. Being sensitive to motion, one 
would expect that the Golay code should perform worse 
than the single transmit Barker code. In this study, how-
ever, no signi�cant performance degradation was found 
when analyzing the quality of the velocity estimates and 
comparing the 2 coding schemes. This is because the �ow-
data lines acquired with the Golay codes are generated in 
the same way. Therefore, the same motion artifacts will 
be present in all data lines, making it possible to estimate 
the velocity.

The e�ects of coded excitation in combination with 
subband processing has been investigated in controlled 
�ow-rig experiments. It was found that the MRSTD could 
be decreased from 0.544% to 0.310% by applying coded 
excitation and subband processing. It was found that the 
number of bands included in the velocity estimate averag-
ing in�uences the MRSTD, yielding worse performance 
compared with the reference measurement when only one 
band was averaged and signi�cant improvement when all 
the estimates for the di�erent bands in the transducer 
passband were averaged. In the �nal part of the paper, in 
vivo experiments were carried out on a 29-year-old healthy 
male using the 5-bit Barker code.
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