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Optical experiments on nanostructures such as molecules, one- or two-dimensional materials, are often performed with the nanostructures in close proximity of a substrate or some other polarizable media. In this case, the Bethe-Salpeter equation (BSE) can be used to calculate the optical excitations of the nanostructure by including the effect of the substrate via the screened electron-hole interaction. Here we show, that in such an approach, where the states of the substrate are not explicitly included in the BSE Hamiltonian but only enter through the screened Coulomb interaction, it is important also to screen the electron-hole exchange interaction. For the case of molecules like benzene physisorbed on the metallic Au(111) surface, the screening of the exchange interaction by the substrate redshifts the lowest optical transition by up to 300 meV. Furthermore, the screening of the exchange is essential in order to obtain the correct ordering of the size of quasiparticle and optical energy gap.

DOI: 10.1103/PhysRevB.99.045133

I. INTRODUCTION

Over the past decade, the fields of nano-optics and nano-photoelectronics have developed rapidly [1–5]. In these fields, the study of optical transitions in nanoscale structures, such as molecules, one-dimensional (1D) or 2D materials, plays a fundamentally important role. It is well known, that the optical properties of a nanostructure can be strongly influenced by the environment, and in fact this kind of interaction may even be exploited to modify the properties of the nanostructure [6–8]. Specifically, the light-matter interaction achieved in molecule-metal structures constitute the basis for applications such as molecular sensors [9,10] and surface enhanced Raman spectroscopy [11–13]. Moreover, such structures form the basis of recent efforts to achieve strong coupling between molecular excitations and surface plasmons [14,15].

An accurate theoretical description is not possible using the density functional theory (DFT) which cannot account for the dielectric screening of the surroundings. In fact, it is well known that even the single-particle energy levels (also known as the quasiparticle energy levels) of molecules on a polarizable substrate, are strongly renormalized due to image charge screening effects [16–18]. This effect leads to an upshift of the occupied molecular levels and downshift of the unoccupied levels, and thus it effectively closes the gap. While the effect can be very significant, i.e., on the order of several electron volts, and is essential to include in order to reproduce transport experiments on molecular junctions [19], it is completely missed by density functional theory with common approximations to the exchange-correlation functional. In this work we take a step beyond the description of the quasiparticle levels, and consider the effect of substrate screening on the optical excitations. The state-of-the-art technique to describe the optical properties from first principles is the \( GW/BSE \) approach [20,21]. For example, this approach has been used successfully to describe the redshift of both the quasiparticle gap and optical excitations [16,22,23].

In the \( GW/BSE \) formulation the exchange interaction enters in its bare form in contrast to the direct electron-hole interaction which must be screened. The solution of the BSE for the combined system of a molecule and a metallic substrate is computationally demanding due to the large number of involved states. As a result, an attractive solution is to construct the BSE Hamiltonian in a restricted part of the Hilbert space representing only the adsorbate and include the states of the substrate indirectly via its effect on the screened Coulomb interaction. In Ref. [24], Spataru used such an approach to investigate the influence of a metallic substrate on the optical excitations in a carbon nanotube. In this case, rather minor effects of the substrate on the optical gap of a few tens of meV were obtained. Here we show that effects due to substrate screening can be much larger for molecular adsorbates. In particular, we show the importance of screening the electron-hole exchange interaction, which has often been neglected or overlooked in the literature. In fact, an insufficient screening of the exchange term can result in an optical band gap exceeding the quasiparticle gap.

The paper is organized as follows. In Sec. II we derive the response function of a weakly physisorbed nanostructure if the substrate response is only included by its dielectric response. After the description of its implementation in Sec. III we finally apply this to the test system of benzene on Au(111) in Sec. IV.

II. THEORY

The Bethe-Salpeter equation (BSE) is typically written as [20]

\[
\chi = \chi^0 + \chi^0 K \chi, \tag{1}
\]

where \( \chi^0 \) is the bare response function and \( K \) is the non-interacting response function.
where $\chi (\chi^0)$ is the (noninteracting) response function. In the $GW$ approximation the interaction kernel can be written as the screened direct interaction and the bare exchange interaction $K = v - W$. The screening of the nanostructure and the surrounding can be easily included in $W$ [22,25], namely this term can reliably describe both situations, a molecule in vacuum and on a substrate. Thus we will only focus on the bare exchange interaction $K = v$ in the following derivations which corresponds to the RPA. We can formally solve Eq. (1) as

$$\chi = (1 - \chi^0 v)^{-1} \chi^0.$$  By inserting this back in Eq. (1) we find

$$\chi = \chi^0 + \chi^0 v (1 - \chi^0 v)^{-1} \chi^0.$$  (2)

Typically the BSE is solved including a few valence and conduction bands as “active space” [20,21], i.e., considering all possible linear combination of the transitions between these states. In many systems this is already computationally demanding. As described above, the substrate can be implicitly taken into account in the BSE via modifying the screened interaction $W$ that determines the direct electron-hole interaction. On the other hand, the electronic states of the substrate are not explicitly included in the BSE and thus the bare exchange would not be modified.

In the following we will divide the response function in two subspaces, e.g., the nanostructure/molecular orbitals ($m$) and the surface/rest ($r$) and write it as a block matrix

$$\chi \equiv \begin{pmatrix} \chi_{m,m} & \chi_{m,r} \\ \chi_{r,m} & \chi_{r,r} \end{pmatrix}.$$  

This approach is similar to the derivations of partially screened Hubbard $U$ parameters in which the screening of $d$ orbitals is separated [26,27], as well as the procedure used in Ref. [24]. We also refer to a more general discussion on this topic by Benedict [28]. By the projection operator

$$P_m = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix},$$  we are able to extract the subspace $m$, i.e., its BSE is set up as

$$P_m \chi P_m = P_m \chi^0 P_m + P_m \chi^0 v P_m$$  (2)

$$= P_m \chi^0 P_m + P_m \chi^0 v (1 - \chi^0 v)^{-1} \chi^0 P_m,$$

which can be written as

$$\begin{pmatrix} \chi_{m,m} \\ 0 \end{pmatrix} = \begin{pmatrix} \chi_{m,m}^0 \\ 0 \end{pmatrix} + \begin{pmatrix} \chi_{m,r}^0 \\ 0 \end{pmatrix} \times \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}^{-1} \begin{pmatrix} \chi_{r,m}^0 \\ \chi_{r,r}^0 \end{pmatrix} + \begin{pmatrix} \chi_{m,m}^0 \\ \chi_{m,r}^0 \end{pmatrix} \times \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}^{-1} \begin{pmatrix} \chi_{r,m}^0 \\ \chi_{r,r}^0 \end{pmatrix} \times \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}^{-1} \begin{pmatrix} \chi_{m,m}^0 \\ \chi_{m,r}^0 \end{pmatrix}.$$  (3)

Here $\chi^0/\chi$ are four point functions which are set up in an electron-hole pair basis. The matrix notation $\chi_{i,j}$ denotes that the holes/electrons are restricted to the subspace $i/j$ where $i, j \in m, r$. The fact that $\chi^0$ takes a diagonal form in this block representation follows from the assumption of vanishing overlap of wave functions belonging to the molecule and substrate, respectively. The assumption of vanishing overlap between the wave functions of the two subsystems should be a good approximation, e.g., for weakly physisorbed molecules, and represents a simplifying approximation for more strongly bound molecules. After expanding Eq. (3) [see appendix Eq. (A2)] we set $\chi_{m,r}^0 = 0$ and $\chi_{r,m}^0 = 0$. In the following we are only interested in the first block of the matrix which describes the neutral excitations of the molecule in the presence of the substrate

$$\chi_{m,m} = \chi_{m,m}^0 + \chi_{m,m}^0 v [1 - \chi_{m,m}^0 v - \chi_{r,r}^0 v]^{-1} \chi_{m,m}^0.$$  (4)

In contrast, if we had disregarded the orbitals of the substrate from the beginning, we would have incorrectly obtained

$$\tilde{\chi}_{m,m} = \chi_{m,m} + \chi_{m,m} v [1 - \chi_{m,m} v]^{-1} \chi_{m,m}.$$  (5)

To elaborate on the differences we transform Eq. (4) by extending with $1 \equiv (1 - \chi_{r,r}^0 v)^{-1}(1 - \chi_{r,r}^0 v)$,

$$\chi_{m,m} = \chi_{m,m}^0 + \chi_{m,m}^0 v (1 - \chi_{r,r}^0 v)^{-1} \times (1 - \chi_{r,r}^0 v) [1 - \chi_{r,r}^0 v - \chi_{m,m}^0 v]^{-1} \chi_{m,m}^0$$

$$= \chi_{m,m}^0 + \chi_{m,m}^0 v [1 - \chi_{r,r}^0 v]^{-1} \chi_{m,m}$$

$$\equiv \chi_{m,m}^0 + \chi_{m,m} v \text{sc} [1 - \chi_{m,m} v \text{sc}]^{-1} \chi_{m,m}.$$  (6)

Comparing $\chi_{m,m}$ with $\tilde{\chi}_{m,m}$ in Eq. (5) we find that additional screening is introduced by the surface. In Fig. 1 this is shown in terms of Feynman diagrams. We find that $\tilde{\chi}_{m,m}$ in Eq. (5) becomes $\chi_{m,m}$ if the bare Coulomb is replaced with a Coulomb interaction $v \text{sc} = v (1 - \chi_{r,r}^0 v)^{-1}$ that is screened by part $r$, i.e., by the states excluded from the BSE. We note that $\chi_{r,r}^0$ does not include excitonic effects and reduces to a two-point function which is calculated within the RPA [24].

Again we underline that this result implies that we are describing two separate parts between which the “overlap” $\chi_{m,r}^0$ can be neglected. However, we note that we expect further (but smaller) modifications for the exchange if bands of the same subsystem are not included, e.g., if only the highest occupied molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of the molecule are used.

$$\chi_{m,m} = \begin{pmatrix} + & + & + & + & \ldots \\ + & + & + & + & \ldots \\ + & + & + & + & \ldots \\ + & + & + & + & \ldots \\ + & + & + & + & \ldots \end{pmatrix} \chi_{m,m}.$$  

FIG. 1. Equation (6) in terms of Feynman diagrams. The noninteraction response functions corresponding to the surface $\chi_{r,r}$ are indicated in red while those of the molecule $\chi_{m,m}$ are black.
III. IMPLEMENTATION

After we have rewritten the BSE for the exchange part using \( v_{scr} \) [Eq. (6)] we add the direct interaction again and transform it to an eigenvalue problem \([20,21]\) with matrix elements (in the Tamm-Dancoff approximation \([29]\)),

\[
(v_{c} F^{(0)} v_{c}^{*}) = (\epsilon_{c} - E) \delta_{v_{c}v_{c}^*} - \left( W_{v_{c}v_{c}^*} - V_{v_{c}v_{c}^*}^{scr} \right).
\]

The matrix elements of the direct interaction \( W(r, r') = \int \epsilon^{-1}(r, r'')V(r'', r')d^3r'' \) are screened by the dielectric function of the complete system, i.e., by the screening of the nanostructure as well as the dielectric substrate including \( \delta_{v_{c}v_{c}^*}^0 \). In addition the bare exchange has been replaced by the "substrate-screened” exchange

\[
V(r, r') \rightarrow V^{scr}(r, r') = \int \delta^{-1}(r, r'')V(r'', r')d^3r'',
\]

i.e., \( \delta \) is the dielectric screening of the substrate (\( \delta_{v_{c}v_{c}^*}^0 \)) only.

In our DFT we employ norm-conserving pseudopotentials in the Kleinman-Bylander form \([30,31]\) and a basis of localized atom-centered Gaussian orbitals of \( s, p, d, \) and \( s^* \) symmetry \([32]\). For the benzene molecule we employ all 15 occupied and 15 unoccupied orbitals consistent in all DFT, \( GdW \), and BSE calculations. The screening of benzene is calculated employing the RPA and mapped onto atom-resolved model functions; the surface screening is described by metallic model functions. For a detailed discussion of the many-body approach and the dielectric function we refer to Refs. \([23,33]\).

IV. BENZENE ON GOLD(111)

After the derivation and the implementation of the BSE for a nanostructure above a substrate in Secs. II and III, we will employ this approach for a benzene molecule above the metallic Au(111) surface.

Benzene \([\text{Figs. 2(a) and 2(b)}] \) is the most simple aromatic molecule consisting of a ring of six carbon atoms with one hydrogen atom attached to each of them. The molecule is planar and its bond lengths are given by \( d_{CC} = 1.41 \) Å and \( d_{CH} = 1.11 \) Å. Employing the \( GdW(\text{LDA}) \) approximation \([25]\) in vacuum we find a HOMO-LUMO gap of 10.68 eV in very good agreement with our \( GdW \) result of 10.66 eV and the literature (10.51 eV) \([16]\).

In the next step we examine the benzene molecule in the vicinity of an Au(111) surface. The system is employed in a \( 6 \times 6 \) supercell with six layers of Au; the surface is included by its dielectric polarizability \([25]\). For different distances \( d \) the resulting quasiparticle HOMO-LUMO gap is shown in Fig. 2(c) (black dots). Its dependency has been fitted by 10.68 eV–7.93 eV/\( d - 0.21 \) Å. We note that for distances \( d < 3 \) Å the overlap is no longer negligible and the results should be interpreted with care. The optical HOMO-LUMO gap as result of the BSE is compared using the bare exchange (blue) and the surface-screened exchange (red). For large \( d \) both excitation energies are almost identical, because the screening due to the surface vanishes. Two important effects can be observed at smaller distances: (i) The exciton energy employing the bare exchange is nearly constant (slightly blueshifted) if the molecule moves closer to the surface. In contrast to this \( V^{scr} \) reduces the energy of the exciton, which is physically expected \([7]\). (ii) Consequently, employing \( V \) leads to an electronic gap below the optical gap at a distance smaller than 2.8 Å. In the picture of excitons as bound electron-hole states this behavior is counterintuitive. Using the surface-screened exchanged \( V^{scr} \) the excitation energy is found below the \( V \) gap with a decreased exciton binding energy. A further consequence of the surface-screened exchange \( V^{scr} \) is the renormalization of the singlet-triplet splitting \([\text{see Fig. 2(d)} \) for the \( E_{1u} \) state]. We find a noticeable reduction of 0.22 eV for a distance of 3 Å employing \( V^{scr} \) while the splitting is nearly constant excluding the surface-screened exchange. We note in passing that a replacement of \( V^{scr} \) with a fully screened \( W \) would lead to much stronger effects, i.e., the splitting \( \Delta E \) would reduce to 0.8 eV nearly independent of the distance \( d \).

We note that the energy of the QP gap follows a \( 1/d \) behavior due to the image charge effect. Therefore, the calculation (or measurement) of the vacuum band gap (i.e., HOMO-LUMO gap) requires a huge distance (\( \gtrsim 5 \) Å) to further polarizable dielectric media/atoms. On the other hand, the modification of the excitation energy due to the screening
of the exchange $V_{\text{ex}}^{\text{cr}}$ is weaker and we find that it only becomes significant if the adsorbt is closer than $\sim 4.5$ Å. The exchange matrix elements $V_{\text{ex}}^{\text{cr},c}$ in Eq. (7) mediate between an excitation $v \rightarrow c$ (at $r$) and $v' \rightarrow c'$ (at $r'$). As only dipole (and higher) moments occur for the exchange, its interaction decays more rapidly as compared to the direct term.

Benzene on a metallic Al(111) surface has been investigated previously [22]. In qualitative agreement to our unscreened results, it was found that the optical gap can drop the quasiparticle gap. Due to different substrates and the numerical different treatment it was already observed for a distance of $d = 4.5$ Å. Here we conclude that the incorrect ordering of the optical and QP gaps can be explained by uncorrected usage of the exchange interaction in the BSE. In comparison to the case of carbon nanotubes [24] the renormalization of the optical band gap of benzene is distinctly stronger. This emphasizes the importance of a balanced modification of the direct and exchange interaction due to the surface screening.

V. CONCLUSION

In summary, we have implemented a correction for the exchange interaction employed in the BSE. The correction should be employed in calculations of nanostructures in the vicinity of a surface/polarizable substrate whenever the states of the substrate are only included implicitly in the BSE via the dielectric screening. In this case the dielectric screening has to be included in the exchange. Thus the largest effects can be expected near metallic surfaces in systems with large exchange contributions. For benzene on Au(111) we find that this screening corrects the unphysical behavior of the quasiparticle HOMO-LUMO gap dropping below the optical HOMO-LUMO gap as observed in previous studies [22]. In general the substrate screening reduces the exchange and therefore redshifts the excitons.
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APPENDIX

For a block matrix it is well known that it can be inverted by

$$
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}^{-1} = \begin{pmatrix}
S^{-1} & -S^{-1}BD^{-1} \\
-D^{-1}CS^{-1} & D^{-1} + D^{-1}CS^{-1}BD^{-1}
\end{pmatrix}
$$

(A1)

with the Schur complement $S = A - BD^{-1}C$. For the special form of (we assume both subsystems to have the same number of bands)

$A = 1 - X, \quad B = -X, \quad C = -Y, \quad \text{and} \quad D = 1 - Y$

$S$ simplifies to $(1 - Y)(1 - X - Y)^{-1}$. Thus the inversion in Eq. (A1) can be rewritten as

$$(1 - X)(1 - X - Y)^{-1} = \begin{pmatrix}
1 - Y & 1 - Y \\
-1 & 1
\end{pmatrix}^{-1} (1 - Y)(1 - X - Y)^{-1}X(1 - Y)^{-1}
$$

$$
(1 - Y)^{-1} + Y(1 - X - Y)^{-1}X(1 - Y)^{-1}
$$

(A2)
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