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Abstract—This paper proposes a dynamic tariff-subsidy (DTS) method for congestion management in distribution networks with high penetration of photovoltaics (PV), heat pumps (HPs) and electric vehicles (EVs) with vehicle-to-grid (V2G) function. The DTS method is an extension of the dynamic tariff method proposed in the previous study. With the DTS, the regulation prices can be positive (tariff) or negative (subsidy). The study shows that the negative regulation price is necessary and very effective to solve congestion due to feed-in power flows, such as PVs and EVs in the V2G mode. In the study, dual decomposition of a convex quadratic model is proposed in addition to a conventional method for the DTS calculation. The case studies on the Roy Billinton Test System (RBTS) demonstrate the efficacy of the DTS method for congestion management in distribution networks.

Index Terms-- Congestion management, distribution system operator (DSO), dynamic tariff-subsidy, electric vehicle (EV), heat pump (HP), photovoltaics (PV).

I. NOMENCLATURE

Sets

N_B set of aggregators
N_T set of planning periods
N_L set of lines
N_d set of demand bus

Parameters

A_{i,t,r} coefficient matrix, describe the relations between the power consumption and temperature change of the household (°C/kW)
B power tariff in matrix form (DKK/kWh/kWh)
D power transfer distribution factor (PTDF)
E_i customer to load bus mapping matrix
F_i line loading limit of active power (kW)
K_{a,i}^{min} lower temperature limit (°C)
K_{a,i}^{max} upper temperature limit (°C)

Vector Variables

v_i \bar{F} voltage lower/upper limit (p.u.)
y_0 voltage at node 0 (p.u.)
Y_{LL} the matrix obtained by removing the first row and column of the nodal admittance matrix (S)
Z the inverse matrix of Y_{LL} (ohm)
c_i forecast baseline energy price (DKK/kWh)
d_{i,t} discharging power of EVs due to driving (kW)
e_{i}^{min} lower limit of the state of charge (SOC) level (kWh)
e_{i}^{max} upper limit of the SOC level (kWh)
e_{i,0} initial SOC level (kWh)
p_{i,t}^{max} discharging/charging power limit of EVs (kW)
\hat{p}_{i,t}^{max} power limit of HPs (kW)
p_{i,t}^{c} active conventional power at each load point (kW)
p_{i,t}^{pv} PV active power (kW)
q_i reactive power at each load point/bus (kVar)
u_{i,t} constant vector
\alpha step size
\Delta t planning period (1 hour in this paper)

Other Symbols

n_{c} cardinality of N_c, i.e. n_{c} = |N_c|
A^{T} transpose of matrix
\bar{z} element-wise conjugate of complex vector/matrix

II. INTRODUCTION

FUTURE power systems and electricity markets are expected to be largely influenced by renewable energy, which provides higher and higher share of the total energy...
production. Intermittent renewable energy production, such as wind and photovoltaics (PV) power, can cause significant balance issues to the power system. Also, electricity prices fluctuate a lot due to intermittent renewable energy production in the system. The price is not only a signal that reflects the balance of the production and consumption of the systems, but also a means that can influence the production and consumption profiles.

Nowadays, distribution networks have gained more and more attention because a large number of distributed energy resources (DERs), such as electric vehicles (EVs), heat pumps (HPs) and PVs, are integrated into them. DERs can support the power systems in many ways. However, the potential congestion in distribution networks due to DERs must be handled.

In previous studies, a number of coordination methods have been proposed to solve the congestion problems. Such methods include direct control methods and indirect control methods or market-based methods [1]. Direct control methods, e.g., reconfiguration [2], direct active power control [3] and direct reactive control [4], do not consider the individual needs of the customers. However, these methods do consider the overall social welfare and are suitable for countries where there are no energy markets. Indirect control methods include both price-based methods and incentive-based methods, e.g., the dynamic tariff (DT) [5]–[8], distribution locational marginal price (DLMP) [9], [10], line shadow price method [11], subsidy-based method [12]–[15], multi-agent system method [16], [17], decentralized protocol [18], [19] and probabilistic congestion management method [20]–[23]. Indirect control methods have customers or aggregators actively involved in the congestion management process and maximize the individual profit (or minimize the individual cost). In the DT method, the individual benefits are in line with the overall benefits. It is also beneficial to combine several of the abovementioned methods.

Most of the abovementioned methods do not consider the PV or PV plus vehicle-to-grid (V2G) cases. There are studies in the literature focusing on PV and V2G. In [24], workplace EVs were employed to consume local PV production to reduce the charging cost. Meanwhile, the V2G function and ancillary service market are considered to maximize the profit. In [25], a probabilistic congestion management method was proposed to manage PVs and EVs including the V2G function. In [26], a coordination strategy to coordinate EVs and PVs was proposed to mitigate PV production uncertainties. However, all these methods are based on direct control; they either do not consider prices, or they function as price takers and pricing strategies are not considered.

In this paper, market-based methods are employed for congestion management in distribution networks with high penetration of PVs, HPs and V2G enabled EVs. This paper extends the DT method to handle congestion management caused by PV and V2G. The main contributions of this paper are summarized as follows: 1) Propose a dynamic tariff-subsidy (DTS) method for congestion management in distribution networks. In the DTS method, the regulation price can be negative. A negative regulation price can be considered as a subsidy for the owners/aggregators of DERs, and it can effectively solve congestion problems due to feed-in power flows from PVs or EVs in the V2G mode (overloading in the upward direction). A comparison between the DTS method and the previous DT method and dynamic subsidy method [15] is shown in Table I; 2) Formulate two models for the DTS calculation. One model employs a single optimization based on forecasted parameters of DERs. The other model has an iterative process based on the dual decomposition. The two models obtain the same optimal planning if all the parameters are the same.

The rest of the paper is organized as follows. The market structure and DTS concept are presented in Section III. The DTS calculation by a single optimization method is presented in Section IV. The equivalence between the single optimization and distributed aggregator optimization is also discussed in this section. Then, a dual-decomposition-based method for the DTS calculation is described in Section V. In Section VI, case studies are presented and discussed, followed by conclusions.

### III. MARKET STRUCTURE AND DTS

In this section, the market basis and mechanism of the DTS method for congestion management in distribution networks is presented.

#### A. The Underlying Markets

Similar to the DT method, the DTS method works along with a day-ahead electricity market. The day-ahead market settles the bids of the retailers/aggregators and producers. The bids are settled for the next day with an hourly base (or smaller periods). The Nordic day-ahead spot market is an example of such markets.

Traditionally, retailers forecast the consumption profile for the next day and submit bids to the day-ahead market according to the forecast. Nowadays, as more and more renewable energy and flexible demands, such as EVs and HPs, enter the market, forecasting and making optimal energy plans are challenging for aggregators. Aggregators are replacing retailers due to their new roles: buying and/or selling energy for DERs, including EVs, HPs, PVs, etc.

Another challenge is that the day-ahead electricity market is at the transmission network level and there is no mature market at the distribution network level yet. As a significant share of the DERs is connected to distribution networks, especially the PVs, potential congestion must be properly handled when the penetration level is high. Aggregators must coordinate with the DSO for congestion management when they submit their bids to the day-ahead market. In this paper, the
The DTS method is proposed for such coordination. It is based on the market mechanism explained in the following subsection.

B. The DTS Method

The DT method proposed in [7] can manage congestion problems caused by EVs and HPs, i.e., flexible demands only. In order to manage congestion problems caused by PVs and EVs (V2G), i.e., feed-in power flows, the DTS contains both positive and negative rates. The negative rates can be considered as subsidies as the name ‘DTS’ indicates.

The DTS rates are determined by the DSO before the day-ahead market. Therefore, when the aggregators make optimal planning for the day-ahead market, they are expected to consider the DTS together with the forecast of day-ahead market prices. The DTS is a distribution network regulation price. It is determined in a way such that the aggregators’ energy planning based on DTS is expected not to cause congestion in the distribution network.

In addition to the ability to manage congestion, another important feature of the DTS method is that it leads to an overall minimized cost (maximized social welfare) of the whole distribution network, as the DT method does [7]. This feature is kept during the extension from the DT to the DTS. The key is to prove that the overall optimization at the DSO side (minimize the total cost or maximize the total social welfare) respecting the network constraints is equivalent to the distributed optimizations at the aggregators side. Without this, a price-based congestion management will not lead to the overall maximized social welfare, even though each individual optimization of the aggregators is achieved.

As shown in [7], the quadratic program based on sensitivity is the key for the success of the proof of equivalence. In [27], it is pointed out that the power tariff can substitute the sensitivity to formulate quadratic programs for the DSO and aggregators optimizations. In this paper, a small fixed power tariff (FPT) is employed to formulate quadratic programs (see detailed formulation in Section IV.A). Hence, the aggregators will make their optimal planning based on the FPT (fixed rate for a month or a season) and the received DTS daily from the DSO.

C. Procedure of The DTS Method

The procedure of the DTS method for congestion management has two options. The difference between the two options is the DTS calculation method. The first option is to calculate DTS rates by a single optimization at the DSO side, which is similar to the DT method [7]. The second option is to calculate the DTS rates by an iteration process with back and forth interactions between the DSO and aggregators, like the distributed DT method [28].

The detailed procedure for the first option is illustrated in Fig. 1. The DSO obtains necessary information for the DTS calculation. The aggregators report information of DERs to the DSO (an optional step). The DSO calculates the DTS and sends them to the aggregators. The aggregators make optimal planning based on the power tariff, forecast energy prices and DTS. The aggregators submit bids to the day-ahead market. The aggregators report the final schedules in an aggregated form to the DSO.

The detailed procedure for the second option is illustrated in Fig. 2. The DSO sends initial DTS (all zeros) to the aggregators. The aggregators make optimal planning based on the forecasted energy price, power tariff and DTS. The aggregators report the schedules (an aggregated form) to the DSO. Then repeat this process until there is no congestion. The DSO obtains the final DTS. The aggregators submit the bids to the day-ahead market.
hold. Constraint (3) gives the input power limits of HPs. The HP power variable \( \hat{p}_{i,t} \) is always positive, representing power consumption. In the objective function, parameter \( B \) (a diagonal matrix with identical elements equal to the power tariff) represents the constant power tariff rate, fixed for a month or a season. The power tariff is introduced to smooth the energy planning; moreover, the quadratic terms can avoid multiple solutions which compromises the DR effect of the aggregators [7] (see Appendix B for further explanation). The total power tariff cost is proportional to the square of the HP power \( \hat{p}_{i,t} \).

Parameter \( c \) represents the forecasted day-ahead energy price for each hour.

The PV production is modelled as negative power, \( p_{v,i}^\text{p} \), representing power production. Its reactive power is neglected.

The EVs are modelled as follows:

\[
\min_{p_{i,t}} \sum_{i \in N_T, j \in N} (p_{i,t}^T B_{i,j} + (c_i 1) p_{i,t}),
\]

subject to,

\[
e_i \leq \Delta t \sum_{i, j} (p_{i,t} - d_{i,t}) + e_{i0} \leq e_i \text{ max}, \quad i \in N_B, \forall t \in N_T,
\]

alternatively,

\[
\sum_t (p_{i,t} - d_{i,t}) = 0, \quad i \in N_B,
\]

\[
-p_{i \text{ max}} \leq p_{i,t} \leq p_{i \text{ max}}, \quad i \in N_B, \forall t \in N_T.
\]

The EV power variable, \( p_{i,t} \), is either positive (G2V, charging) or negative (V2G, discharging). Constraint (5) limits the SOC of the EV battery within the allowed range, e.g., 10%-90% of the maximum SOC level. Alternatively, constraint (6) can be used to achieve a similar goal. With (6), it is to balance the total charging/discharging and the total consumption due to driving \( (d_{i,t}) \); therefore, the SOC at the end of the whole planning period (24 hours according to the day-ahead market) is kept the same as the initial SOC. Which one to be employed depends on the agreement between the aggregators and their customers. In this paper, (5) is chosen. Since both are linear constraints, the choice will not affect the analysis in the rest of the paper.

**B. DTS Calculation by a Single Optimization**

The DSO is responsible for the DTS calculation. It is assumed in this subsection that the DSO has obtained all the parameters of HPs, EVs and PVs by forecast.

Putting all the DER models together, adding the network constraints, the optimization at the DSO side for the DTS calculation is obtained as:

**Optimization I:**

\[
\min_{p_{i,t}, \hat{p}_{i,t}} \sum_{i \in N_T, j \in N} (p_{i,t}^T B_{i,j} + (c_i 1) p_{i,t}),
\]

subject to (2), (3), (5), (7) and,

\[
-F_i \leq \text{DRe}(s_i) \leq F_i, \forall t \in N_T, \quad (\lambda^*, \lambda_i^*),
\]

\[
\frac{V}{V_0} \leq 1 - \frac{1}{V_0^2} \frac{\text{Re}(Z\text{c})}{\text{Re}(Z\text{c})} \leq \frac{V}{V_0}, \forall t \in N_T, \quad (\omega_i, \omega_i^*),
\]

\[
\Re(s_i) = p_i^T + \sum_{i \in N_T} E_i(p_{i,t} + p_{i,t} + \hat{p}_{i,t}), \forall t \in N_T,
\]

\[
\text{Im}(s_i) = q_i^T, \forall t \in N_T.
\]

Constraints (9) and (10) are to compare the power flow and voltage level with the network limits, i.e., line flow and voltage limits, respectively. DC power flow is employed in this paper to determine the line flows from the nodal power. Parameter \( q_i \), representing the total reactive power at each bus, including the conventional demands, HPs and compensators, is employed to estimate the voltages. As the DTS is only for active power, reactive power is not part of the planning variables in this work. The method to estimate an approximate voltage level for each bus was proposed by [29]. The maximum errors of line flow and voltage were analyzed in [15], [29], respectively. With careful selection of the line flow and voltage limits and careful analysis of the optimization results, DCOPF should be sufficient for the DTS method.

Lagrange multipliers \( \lambda^*, \lambda_i^*, \omega_i, \omega_i^* \) (\(- 0\) represents the left inequality; \( + \) represents the right) in (9)-(10) will be used to calculate the DTS. Matrix \( Z \) is the inverse matrix of the partial nodal admittance matrix \( Y_{i,i} \), which is a submatrix of the full admittance matrix \( Y_{i,n} \) represents the slack bus),

\[
Y = \begin{bmatrix}
Y_{00} & Y_{01} \\
Y_{10} & Y_{11}
\end{bmatrix}.
\]

After solving the DSO side optimization, the optimal solution is obtained as \( (p_{i,t}^*, \hat{p}_{i,t}^*, s_i^*, \lambda_i^*, \lambda_i^*, \omega_i^*, \omega_i^*) \). Then, the DTS, \( r_i \), can be determined by,

\[
r_i = D^T (\lambda_i^* - \lambda_i^*) - \frac{\text{Re}(Z\text{c})}{V_0^2} (\omega_i^* - \omega_i^*) .
\]

The DTS determined by (13) has two parts: one is related to line flow constraints and the other is related to voltage constraints. If the negative line flow constraint (left inequality of (9)) is binding, the corresponding \( \lambda_i^* \) is zero while \( \lambda_i^* \) is positive. This means that the DTS tends to be negative when the feed-in power, such as the PV generation, is strong and hits the line flow limit. A negative DTS is a subsidy, which can attract EVs to charge their batteries, and by doing this, the congestion due to strong feed-in power is mitigated. A similar principle applies to the voltage congestion. If voltage hits the upper limit, meaning too much feed-in power, \( \omega_i^* - \omega_i^* \) will be positive and the DTS tends to be negative as well.

**C. Aggregator Side Optimization and Equivalence**

The DSO sends \( r_i \) to all the aggregators. An aggregator, \( i \), can map the received DTS, which is the regulation price per bus per hour, to the regulation price per household per hour by \( E_i^T r_i \). Then use the following optimization to make optimal planning for the households that it has contracts with. For aggregator \( i \),

\[
\min_{p_{i,t}, \hat{p}_{i,t}} \sum_{i \in N_T} (p_{i,t}^T B_{i,j} + (c_i 1 + E_i^T r_i) p_{i,t}),
\]

subject to (11), (12), (14).
subject to,

$$K_{i,j}^{\min} \leq \sum_{t \leq s} A_{i,j,t} \hat{p}_{i,t} + u_{t} \leq K_{i,j}^{\max}, \quad \forall t \in N_{T},$$  

$$0 \leq \hat{p}_{i,t} \leq \hat{p}_{i,j}^{\max}, \quad t \in N_{T},$$

$$e_{i,t}^{\min} \leq \Delta \sum_{t \leq s} (p_{i,t}^{\max} - d_{i,t}) + e_{i,t} \leq e_{i,t}^{\max}, \quad \forall t \in N_{T},$$

$$-p_{i,j}^{\max} \leq p_{i,j} \leq p_{i,j}^{\max}, \quad \forall t \in N_{T}.$$  

Notice that, for aggregator $i$, subscription $i$ in (14)-(18) is fixed, and $i \in N_{k}$ is no longer needed.

As shown in [7], equivalence means that the optimization at the DSO side has the same optimal solution ($p_{i,j}^*, \hat{p}_{i,j}^*$) as for the optimization problems at the aggregator side. This can be proven by comparing the KKT conditions of these optimization problems, plus the fact that all these problems are quadratic program and each has a unique optimal solution.

It should be noted that the objective function has different values for the DSO side problem and the aggregator side problems, as the aggregator side objective function has extra cost due to the DTS. The DSO will not earn profit from the DTS, i.e., the DTS collected by the DSO will eventually be spent to benefit the customers themselves. Therefore, it can be neglected when it comes to the total social welfare. This means, by using the DTS method, the optimal planning at the aggregator side can achieve the same social welfare (the minimized total energy cost) as the DSO side optimization does.

**D. Discussions on the modelling**

The modelling of the DERs in the above subsections are mainly for the day-ahead planning. The congestion management in this paper is focusing on medium voltage networks, e.g., 10 kV in many countries. Therefore, the aggregated power of hundreds of customers at each load point is relevant to the DSO and the aggregators, rather than the individual power of each DER. Although the above modelling is detailed down to each DER, only the aggregated power of each aggregator at each load point at the operation time is required to be the same as the planned. This modelling method has several advantages. One of them is that the aggregators can use this simplified model to do the day-ahead planning. At the operation time, when there is more accurate information about their DERs, control the DERs according to their individual characteristics and requirements, i.e., whether the HPs have thermostatic regulators or the availability and SOC of EVs. However, this paper will not go into details about the operation time control.

If uncertainty is considered, the modelling needs some changes. Take the dual decomposition formulation of the DTS method (Section V) as an example. The dual decomposition has two parts: the aggregator’s optimization and the DSO calculation of DTS. If price uncertainty is considered, the aggregator’s optimization model will change its objective function and turn into a stochastic program. If the uncertainty of EVs and HPs is considered, the model at the aggregators side will be a chance constrained optimization. All these happen at the aggregator side and the DSO side will not change. The aggregators are free to choose deterministic or stochastic models as they prefer. The DSO will handle the uncertainties of the traditional loads and PVs (negative loads). If the uncertainties are modelled by Normal distributions, the chance constraints can first be transformed into deterministic constraints, then the dual decomposition method for calculating DTS can be used.

If uncertainty is considered for the single optimization formulation of the DTS method (Section IV.B), the method in [23] can be employed to handle this situation.

**V. DTS calculation by dual decomposition**

Due to the potential forecast error of the DER parameters, the DTS calculated by a single optimization at the DSO side (Optimization I) may not be able to solve the congestion accurately. This section introduces a DTS calculation method by the dual decomposition [30], which is an iterative method. The same idea has been employed for the distributed optimization based DT method in a previous study [28]. In the current study, the model is generalized to allow feed-in power flow and V2G function. Also, negative DT, i.e., a subsidy, is allowed.

Since Optimization I is a quadratic program and is strictly convex, its duality gap is zero (assume Optimization I is feasible; otherwise, the congestion is not solvable and additional means must be employed by the DSO, such as incentive-based methods or, partly solve the congestion and use incentive-based methods for the remaining congestion). The dual problem of Optimization I (only dualize the coupling constraints (9)-(10)) is,

$$\max \left\{ \min_{\{p_{i,j}^*, \hat{p}_{i,j}^*\} \in \mathbb{R}^{N_{k} \times N_{T}}} \sum_{i \in N_{k}} (p_{i,j}^* Bp_{i,j} + (c_{i}^{1})^{T} p_{i,j} + \hat{p}_{i,j} B \hat{p}_{i,j} + (c_{i}^{1})^{T} \hat{p}_{i,j}) + \sum_{i \in N_{T}} (\lambda_{i}^{1} (D \text{Re}(s_{i}) - F_{i}) - \lambda_{i}^{2} (D \text{Re}(s_{i}) + F_{i}) + \lambda_{i}^{3} \text{Re}(Z_{i}) - V) \right\},$$

subject to (2), (3), (5), (7), and, (11)-(12). Drop $s_{i}$ and (11)-(12), the dual problem will be: (20) subject to (2), (3), (5), (7).

$$\max \left\{ \min_{\{p_{i,j}^*, \hat{p}_{i,j}^*\} \in \mathbb{R}^{N_{k} \times N_{T}}} \sum_{i \in N_{k}} \sum_{t \leq s} \left( p_{i,j}^{T} Bp_{i,j} + (c_{i}^{1} + E_{i}^{1} (D^{T} \lambda_{i}^{1} - \lambda_{i}^{2}) - \frac{\text{Re}(Z_{i})}{V} (\alpha_{i} - \alpha_{i}^{0}))^{T} p_{i,j} + \hat{p}_{i,j}^{T} B \hat{p}_{i,j} + (c_{i}^{1} + E_{i}^{1} (D^{T} \lambda_{i}^{1} - \lambda_{i}^{2}) - \frac{\text{Re}(Z_{i})}{V} (\alpha_{i} - \alpha_{i}^{0}))^{T} \hat{p}_{i,j} \right) \right\},$$

subject to (2), (3), (5), (7), and, (11)-(12). Drop $s_{i}$ and (11)-(12), the dual problem will be: (20) subject to (2), (3), (5), (7).
result of dualizing the coupling constraints (9)-(10). The outer optimization is respect to dual variables \((\lambda^*, \lambda^t, \omega^t, \omega^s)\), and can be solved by the subgradient method [31].

The procedure to solve the dual problem is as follows.

Firstly, initial values for the dual variables \((\lambda^*, \lambda^t, \omega^t, \omega^s)\) are determined, e.g., all zeros, as an initial solution for the outer problem. Then the initial DTSs are also all zeros.

Secondly, the DTSs are sent to aggregators. As the inner problem is decomposable, each subproblem of the inner problem is solved by the corresponding aggregator using (14)-(18).

Thirdly, the aggregators report the solution to the DSO. Then the DSO solves the outer problem by the subgradient method. The subgradients are calculated according to constraints (9)-(10). Then the dual variables \((\lambda^*, \lambda^t, \omega^t, \omega^s)\) are updated by a small constant step size \(\alpha\):

\[
(\lambda^*)^{(k+1)} = (\lambda^*)^{(k)} + \alpha (D \Re(s_i^{(k)}) - F_i), \forall t \in N_T ,
\]

\[
(\lambda^t)^{(k+1)} = (\lambda^t)^{(k)} + \alpha (-D \Re(s_i^{(k)}) - F_i), \forall t \in N_T ,
\]

\[
(\omega^t)^{(k+1)} = (\omega^t)^{(k)} + \alpha (1 - \frac{1}{V_0} \Re(Z_{\omega}^{(k)}) - \frac{V}{V_0}), \forall t \in N_T ,
\]

\[
(\omega^s)^{(k+1)} = (\omega^s)^{(k)} + \alpha (-1 + \frac{1}{V_0} \Re(Z_{\omega}^{(k)}) + \frac{V}{V_0}), \forall t \in N_T ,
\]

where \(s_i^{(k)}\) is from the results of the solution of the inner problem and (11)-(12). Notice that the condition \((\lambda^*, \lambda^t, \omega^t, \omega^s) \geq 0\) should be checked; the violated ones are replaced by zeros.

Fourthly, the DTS is updated by the DSO using,

\[
r_i^{(k+1)} = D^T ((\lambda^*)^{(k+1)} - (\lambda^t)^{(k+1)}) - \frac{\Re(Z^T)}{V_0^2} ((\omega^t)^{(k+1)} - (\omega^s)^{(k+1)}) .
\]

At last, the convergence is checked, i.e., whether the subgradients tend to zero. If it is converged, the process stops and the DTSs determined in the fourth step are final. Otherwise, go back to the second step.

In fact, the above procedure is consistent with the procedure illustrated in Fig. 2. It should be noted that, in the third step, when the aggregators report their solutions to the DSO, they do not have to report a detailed solution, but the aggregated demands at each bus. As such, they can protect the privacy of their own businesses.

VI. CASE STUDIES

A. Case study parameters

The four-feeder distribution network of the Roy Billinton Test System (RBTS) [32] is used for the case studies and the single line diagram of the system is shown in Fig. 3. Line segments of the first feeder are labeled in Fig. 3, among which L2, L4, L6, L8, L9, L11, and L12 refer to the transformers connecting the corresponding load points (LP1 to LP7). The study is focused on this feeder because it has the most diversity among all the feeders; 5 residential load points with different peak conventional demands and two commercial load points. The detailed data of these load points are listed in Table II. Line parameters are listed in Table III. The peak conventional demands of residential customers are assumed to occur at 18:00 when people arrive home and start cooking. Assume that the EVs and HPs have unit power factor. The DSO has improved the power factor of the conventional consumption by reactive power compensation, and the remaining reactive power consumption is 10% of the conventional active power consumption.

The key parameters of the simulation are listed in Table IV. The EV availability shown in Fig. 4 is from the driving pattern study in [33]. The heat demand of each household depends on its size. In this study, the household size is chosen randomly in the range between 100 and 200 (m²). Assume that there are 200 households per residential load points (LP1-5). Each household has one EV, one HP and one PV. A typical day with peak power 10 kW per PV is chosen for the study. The 24-hour production profile follows the data from Energy Data [34] provided by the Danish TSO, ‘Energinet’.

Two aggregators are considered in this study. One has contracts with 160 households per bus, while the other has contracts with the rest 40 households per bus.

![Fig. 3. Single line diagram of the distribution network](image)

**TABLE II**

<table>
<thead>
<tr>
<th>Load Point Data</th>
<th>Peak Conv. Power (kW)</th>
<th>Peak Conv. React. Power (kVar)</th>
<th>Number of Customers per Point</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP1-LP4</td>
<td>886.9</td>
<td>88.69</td>
<td>200</td>
</tr>
<tr>
<td>LP5</td>
<td>813.7</td>
<td>81.37</td>
<td>200</td>
</tr>
<tr>
<td>LP6, LP7</td>
<td>671.4</td>
<td>67.14</td>
<td>10</td>
</tr>
</tbody>
</table>

![Fig. 4. EV availability](image)
TABLE III
LINE PARAMETERS

<table>
<thead>
<tr>
<th>Line/Trans</th>
<th>r (ohm)</th>
<th>x (ohm)</th>
<th>x/r ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1210</td>
<td>0.0370</td>
<td>0.3058</td>
</tr>
<tr>
<td>2</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>3</td>
<td>0.4233</td>
<td>0.0943</td>
<td>0.2228</td>
</tr>
<tr>
<td>4</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>5</td>
<td>0.3722</td>
<td>0.0829</td>
<td>0.2227</td>
</tr>
<tr>
<td>6</td>
<td>0.4403</td>
<td>0.0981</td>
<td>0.2228</td>
</tr>
<tr>
<td>7</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>8</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>9</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>10</td>
<td>0.3091</td>
<td>0.0689</td>
<td>0.2229</td>
</tr>
<tr>
<td>11</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
<tr>
<td>12</td>
<td>0.3000</td>
<td>3.0000</td>
<td>10.0000</td>
</tr>
</tbody>
</table>

TABLE IV
KEY PARAMETERS OF THE SIMULATION MODEL ([33], [35])

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EV battery size</td>
<td>25 kWh</td>
</tr>
<tr>
<td>Peak charging power</td>
<td>11 kW (3 phase)</td>
</tr>
<tr>
<td>Energy consumption per km</td>
<td>150 Wh/km</td>
</tr>
<tr>
<td>Minimum SOC</td>
<td>10%</td>
</tr>
<tr>
<td>Maximum SOC</td>
<td>90%</td>
</tr>
<tr>
<td>Average driving distance</td>
<td>40 km</td>
</tr>
<tr>
<td>Coefficient of performance (COP) of HP</td>
<td>2.3</td>
</tr>
<tr>
<td>Min Temp. of the House</td>
<td>20 °C</td>
</tr>
<tr>
<td>Max Temp. of the House</td>
<td>24 °C</td>
</tr>
<tr>
<td>Voltage rating</td>
<td>$V_o$</td>
</tr>
<tr>
<td>Lower/upper voltage limit</td>
<td>0.94/1.06 p.u.</td>
</tr>
<tr>
<td>L2-4 limit (kW)</td>
<td>1100/7000/2700</td>
</tr>
<tr>
<td>Power tariff (DKK/kWh/kWh)</td>
<td>0.01</td>
</tr>
</tbody>
</table>

B. Case study results

For brevity, only the dual decomposition method for DTS calculation is simulated in this study. The simulation was carried out using the GAMS optimization software [36] for the aggregator optimization, and a Matlab script for the iteration control, convergence check and the DSO side DTS calculation. Interface between GAMS and Matlab for communicating DTS signal and DR results is through ‘GAMS Data eXchange’ (GDX).

1) Congestion Management Results:

Initially, the DTSs are zeros. The aggregators perform the optimal scheduling with zero DTSs. The results are reported to the DSO, who then put the results together to have the overall load flow profile. For privacy concerns, the aggregators do not report planning of EV, HP and PV separately. But here, in order to see the efficacy of the DTS method for DER management, line flows of EV, HP and PV are plotted separately first. Then the total line flow profiles are plotted, as shown in Fig. 5. For brevity, only line flows of L2-4 are plotted. Voltage profiles are not plotted because voltage congestion does not occur in this study.

From the results, it can be seen that in addition to the morning and evening peaks/congestion, the day-time feed-in power congestion occurs due to too much PV power. The V2G function is also observed in several hours, especially in hour 1, 2, 14 and 16 due to relatively high forecast day-ahead energy prices (see the base price in Fig. 6). The day-ahead energy prices are largely influenced by wind and other renewable energy forecast. EVs are expected to charge at lower prices and discharge (V2G) at higher prices to make profits. Without coordination (DTS=0), DERs can cause severe congestion problems to the distribution networks as in this case.

Then the iteration starts and the information is exchanged between the DSO and aggregators. Finally, the congestion due to DER is resolved and the results are shown in Fig. 6 and Fig. 7.

For downward power flow (from the external grid to the distribution network) congestion, it can be resolved by increasing the DTS rates. When the forecast energy price plus the DTS is high, EVs and HPs are expected to reduce power consumption and the congestion is resolved. Also, V2G is encouraged due to high prices and it helps congestion mitigation. This is the case for morning and evening peak hour congestion. DTSs are increased in hour 5-7 and 18-24, and the EVs and HPs reduce their consumption due to high DTSs.
On the other hand, for upward power flow congestion due to PV and V2G, it can be resolved by reducing DTS rates, including negative rates. This is the case for hour 12-14. Because of heavy PV production, DTS rates become negative in order to increase EV and HP consumption and reduce V2G power. It can be concluded that the DTS method has successfully coordinated the DERs in the distribution network and the congestion has been resolved in both directions.

2) Convergence Observation:
   The key variables, including the line flow (L2, transformer), corresponding marginal prices $\lambda_1^v, \lambda_1^n$, and DTS rates (LP1) are observed in the iteration process. The results are shown in Fig. 8. It can be seen that the iteration process is quite stable, indicating a stable algorithm of the dual decomposition. The process is settled after about 150 iterations (further observation thereafter is for the study purpose). The marginal prices $\lambda^v$ of L2 are positive for hour 14 and zero for other hours (the second subplot of Fig. 8).

   The computational complexity is low since the dual decomposition method is employed. Each decomposed problem (down to each EV or HP) is quite small and can be solved in much less than one second. The bottleneck is the communication time. When implementing the DTS method in a real-life application, the iteration process and the communication between the DSO and aggregators should be automated. The communication time for each iteration should be kept within 1 or 2 seconds.

VII. CONCLUSIONS

This paper proposes the DTS method for congestion management in distribution networks with high penetration of PVs, HPs and EVs with V2G function. The DTS method is a very important extension of the DT method. With this extension, the regulation prices can be negative, which can effectively solve the congestion problems due to feed-in power flows. Also, the extension allows EVs to work at both G2V and V2G modes. Therefore, the DTS method can be employed for efficient congestion management of all kinds of DERs, as PV, HP and EV with V2G can represent almost all types of DERs in distribution networks.

VIII. APPENDIX

A. DT Concept

A brief description of the DT is explained here while more details can be found in [7]. The procedure of using the DT concept to solve the congestion problem in a decentralized manner can be summarized as follows. Firstly, the DSO obtains the flexible demand data, such as energy requirements and the availability, from the aggregators or by its own prediction. The DSO also needs the network information and the predicted spot price. Secondly, the DTs are calculated through the optimal plan respecting the network constraints, and the DTs are published to all the aggregators. Thirdly, after receiving the DTs, the aggregators make their own optimal plans independently with both the predicted spot prices and the DTs. At last, the aggregators submit their energy plan/bids to the spot market.
B. The B Matrix and Quadratic Programming

As proven in [7], quadratic programming can solve the ‘multiple-solution’ problem that may appear in linear programming formulation of the DT method. Multiple-solution means that the aggregators have many possible optimal solutions for a given price set (forecast energy price + DT), leading to a failure of the congestion management since many of the optimal solutions do not respect the network constraint. Linear programming can also have the converge problems if multiple-solution appears for the case of dual decomposition.

A proper cause of the quadratic terms is either as suggested in [7] using the concept of price sensitivities (the final energy price is the forecast price + a sensitive part which is proportional to the planed power of the flexible demands), or as in this paper using the power tariff concept. The B matrix is a diagonal matrix, whose elements are identical power tariffs in this paper.

C. HP Modelling

In this subsection, the HP modelling is presented. The full version of the derivation can be found in [7]. The heat transfer process of the air source HP can be represented by an electric circuit [37] which is illustrated in Fig. 9. Thus, the following thermal balance equations can be derived [37].

\[
Q'_e + S'_i - k_i(K'_i - K) - k(x_i - K'_i) = C_e(K'_e - K'_i), \quad \forall i \in N_e, \tag{26}
\]

\[
S'_i + k_i(K'_i - K) - k(x_i - K'_i) = C_i(K'_i - K), \quad \forall t \in N_T. \tag{27}
\]

Fig. 9. Heat transferring process of the house

Equations (26) and (27) can be solved iteratively. As a result, the house inside air temperature \(K'_i\) will be a linear combination of all the previous and current thermal energy \(Q'_e\) plus the initial state. Because \(Q'_e\) has a linear relation (by the coefficient of performance (COP)) to the active power \(\hat{p}_i\) consumed by the HP, the house inside air temperature can be expressed as:

\[
K_i = \sum_{i \in N_e} a_{i,e} \hat{p}_e + u_i \quad \forall i \in N_T. \tag{28}
\]

Finally, the matrix form for (28) is written as:

\[
K_{i,t}^{\text{min}} \leq \sum_{i \in N_e} a_{i,e} \hat{p}_{e,t} + u_i \leq K_{i,t}^{\text{max}}, \quad \forall i \in N_e, t \in N_T \tag{29}
\]

where, \(a_{i,e}\) is a diagonal matrix and \(u_i\) is a constant vector, obtained by combining the varying part (power related) and the constant part of (26) - (27), respectively.
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