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Structure of the dissertation

The dissertation proceeds chapter by chapter as the complexity of the presented numerical model increases: Chapter 1 introduces a Fourier-based Poisson solver for a mixture of unbounded, periodic and homogeneous Dirichlet or Neumann boundary conditions. Chapter 2 outlines the base flow solver; a vortex-particle method for incompressible fluid flow simulation in the absence of solid bodies. The method relies on the Poisson solver from Chapter 1. In Chapter 3 the method is extended to three dimensional flow past solid bodies using the iterative Brinkman penalization technique. The method is applied for low Reynolds number ($Re \leq 10^3$) and simple shapes. Local refinement using a multiresolution formulation of the Poisson solver and multilevel particle-vorticity redistribution is presented in Chapter 4. The procedure is verified by simulating the Taylor-Green vortex in 3D and the transitional flow past a 3D section of a circular cylinder. Chapter 5 regards large-eddy-simulation and subgrid-scale stress modeling based on a Smagorinsky model and a Lagrangian averaged dynamic variation of this. These are tested for simulating homogeneous turbulence and the flow past a square cylinder at a moderate Reynolds number ($Re \geq 10^4$). Chapter 6 describes an application of the method for numerical investigation of aerodynamic instability.
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Vortex metoden udvides til at omfatte faste legemer i tredimensionelle strømninger ved brug af en Brinkman penaliseringsteknik af Hejlesen et al. (2015a).

En god opløsning af de faste legemers overflade er en nødvendighed for at kunne simulere strømninger med høj nøjagtighed, derfor bruges en multi-opløsningsformulering af metoden baseret på lokale forfiningsnet. Multi-opløsningsformuleringen anvendes for strømning om en circular cylinder ved lavt Reynoldstal (Re = 300) i tre dimensioner. Resultaterne, der opnås herved, er i god overensstemmelse med det der rapporteres i litteraturen med hensyn til kraftkoefficienter, vækstrate- og topologien af den dominerende modalform i transitionen fra to- til tredimensionel strømning.

Large-eddy-simulation ved brug af to forskellige subgrid-scale stress modeller bliver heretter implementeret og verificeret for problemer bestående af homogen turbulens. Dernæst anvendes metoden for strømning om faste legemer ved moderat høje Reynoldstal (Re ≥ 10⁴). En kvalitativ god overensstemmelse med eksperimentelle og numeriske resultater opnås herved, men der identificeres dog nogle udfordringer for metoden anvendt til løsning af sådanne problemer.
Abstract

This dissertation presents a vortex-particle mesh method for bluff body aerodynamics using iterative Brinkman penalization, local mesh refinement and large-eddy-simulation. The method relies on regularized Green’s function solutions to the unbounded Poisson equation. The Poisson solver is based on the convolution approach by Hockney and Eastwood (1988) and is extended to a mixture of unbounded, periodic and homogeneous Dirichlet or Neumann conditions. A mixture of unbounded and periodic conditions is achieved using the technique of Chatelain and Koumoutsakos (2010), where the Poisson equation is initially Fourier transformed in the periodic directions. For each discrete wavenumber a modified Helmholtz equation of reduced dimensionality is then solved. The rate of convergence corresponds to the order of the regularization function used, either Gaussian or an ideal low-pass filter, which is demonstrated for test problems. Homogeneous Dirichlet or Neumann conditions are achieved using the method of images. The Poisson solver is implemented in parallel and demonstrated to be highly scalable. It is used within a remeshed vortex-method and the consistency of this combination is demonstrated for a semi-periodic problem of an unstable system of two parallel vortex pairs also considered by Chatelain and Koumoutsakos (2010).

The vortex method is extended to handle solid bodies using the iterative Brinkman penalization technique by Hejlesen et al. (2015a) for three dimensional flow. An accurate prediction of bluff body flow requires that the solid interface is well resolved, hence a multiresolution formulation of the method is applied based on refinement patches. The technique depends on a superposition of solutions to a scale-decomposed Poisson equation, which are obtained level wise in a mesh hierarchy. The multiresolution method is applied for the flow past a circular cylinder at low Reynolds number (Re = 300) in three dimension. The obtained results are found to be in excellent agreement with what is reported in the literature, in terms of force coefficients, growth rate and the topology of spectral profile of the primary unstable mode of the transition from two- to three dimensional flow.

Large-eddy-simulations using two different subgrid-scale stress models are implemented and verified for benchmark cases of homogeneous turbulence. Subsequently, the models are applied for bluff body flow at moderate Reynolds number (Re ≥ 10^4). A qualitative good agreement is obtained with experimental and numerical results from the literature, but several challenges of the method applied for such applications are also identified.
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Introduction

The ability to predict the motion of fluid flow and its interaction with solid structures is essential for engineering design. Examples include the design of tall buildings and long span suspension bridges. The aerodynamic loads on such structures may lead to failure, due to aerodynamic instability. Perhaps, the best known example is the first Tacoma Narrows Bridge in 1940, which collapsed after being set into large amplitude torsional oscillations by the oncoming wind as seen in Fig.1. A posterior investigations revealed that the H-shaped design of the free-span cross section was especially prone to vortex induced vibrations caused by unsteady separation of the boundary layers due to sharp corners at the leading edge.

Through experiments, engineers must carefully establish such error-prone designs to be able to guarantee the mechanical integrity before construction and operation. Computer simulation may be a cost efficient complement to physical experiments. However, computers can only handle a limited amount of data, hence they will necessarily be based on a simplified reality. The main challenge of simulation is to resemble the physics sufficiently well to be able to draw the relevant conclusions from the simulated results.

During the many last decades continuing development of the simulation models has been undertaken and a wide range of different methods have been proposed. One branch of methods is vortex-particle methods. They rely on a Lagrangian approach due to the high spatial adaptivity, numerical stability and accuracy that may be achieved with those. If combined with a computational mesh the methods are sometimes referred to as the vortex-particle mesh (VPM) methods. The applications of VPM methods range from simulation of wind turbine wakes (Chatelain et al., 2013; Backaert et al., 2015; Branlard et al., 2015) to prediction of animal locomotion (Gazzola et al., 2011a; Gazolla et al., 2012). Further, simple methods based on two dimensional (2D) analysis has been applied as a complementary design tool for bridge aerodynamics (Walther and Larsen, 1997; Larsen and Walther, 1997, 1998; Rasmussen et al., 2010; Hejlesen et al., 2015c) The extension of such a tool to three dimensions (3D) is relevant as bluff body flow even at moderate Reynolds numbers exhibit a high degree of three-dimensionality and turbulent nature (Sohankar et al., 1999; Luo et al., 2003).

Unlike Eulerian methods, where the solid bodies are captured directly by enforcing no-slip boundary conditions on the solid interface with body fitted meshes, vortex methods have no natural way to do this accurately and efficiently. Another major challenge is to preserve a high numerical accuracy while minimizing computational efforts. These are still ongoing topics of research and the ones addressed in this dissertation.
Figure 1: Large amplitude torsional oscillations of the first Tacoma Narrows Bridge in 1940.
Chapter 1

A Fourier-based solver for the Poisson Equation

This chapter introduces a solver for the Poisson equation for problems of mixed boundary conditions. Parts of the chapter are based on the paper “A regularization method for solving the Poisson equation for mixed unbounded-periodic domains” published in Journal of Computational Physics 2018 (Spietz et al., 2018).

The solution to the scalar Poisson equation

$$\nabla^2 u(x) = -f(x)$$ (1.1)

is by application of Green’s theorem the convolution in $d$ dimensions

$$u(x) = \int_{-\infty}^{\infty} G(x - x') f(x') \, dx' \iff u(x) = G(x) \ast f(x),$$ (1.2)

where the notation $\int d^d x$ should be interpreted as $\int \int \int d x_1 d x_2 d x_3$ in the following, here exemplified for $d = 3$. $G(x)$ in Eq.(1.2) is the Green’s function that satisfies the elementary equation

$$\nabla^2_x G(x, x') = -\delta(x - x').$$ (1.3)

By integration of Eq. (1.3) over a hyper-sphere of radius $r = |x - x'|$ centered at $x'$

$$\int \nabla_x \cdot \nabla_x G(x, x') \, dV = \int -\delta(x - x') \, dV$$ (1.4)

and further by applying Gauss’ theorem

$$\int \nabla_x G(x, x') \cdot n \, dS = -1,$$ (1.5)

it is easy to verify that the Green’s function solutions are

$$G(x, x') = \begin{cases} 
-\frac{1}{2}|x - x'| + c_1 & \text{in 1D} \\
-\frac{1}{2\pi} \ln(|x - x'|) + c_2 & \text{in 2D} \\
\frac{1}{4\pi|x - x'|} & \text{in 3D}
\end{cases}$$ (1.7)

with $c_1$ and $c_2$ being arbitrary constants. The condition of the solution to be unbounded or free-space refers to the behavior $u(x) \to 0$ for $|x| \to \infty$. Only in 3D the Green’s function goes
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to zero at infinity, which implies that the solution obtained by Eq. (1.2) does the same if the right hand side is compact. In 2D however the derivative of the Green’s function vanish at large distances, which is what is of primary interest in methods considered here.

The solution to Eq. (1.2) may be obtained either by applying a quadrature technique directly to determine the integral, with an appropriate treatment of the singularity, or by computing the convolution sum via Fourier-space

\[ u(x) = G(x) * f(x) \iff \hat{u}(k) = \hat{G}(k) \hat{f}(k). \]  

(1.8)

In Eq. (1.8) \( k \) is the wavenumber vector and \( \hat{u}(k) \) is the Fourier coefficients obtained with the Fourier transform for the space of dimensionality, \( d \) defined as

\[ \hat{u}(k) = \int_{-\infty}^{\infty} u(x) e^{-ik \cdot x} \, dx. \]  

(1.9)

The solution is recovered from the Fourier coefficients by applying the inverse transform defined as

\[ u(x) = \left( \frac{1}{2\pi} \right)^d \int_{-\infty}^{\infty} \hat{u}(k) e^{ik \cdot x} \, dk. \]  

(1.10)

The Fourier transform of Eq. (1.3) gives the Fourier coefficients of the Green’s function directly as

\[ -k^2 \hat{G}(k) = -1 \implies \hat{G}(k) = \frac{1}{k^2}, \]  

(1.11)

where \( k = |k| \) is the magnitude wavenumber vector.

For numerical simulation a Fourier-space representation of the elementary function as Eq. (1.11) would be sufficient, but the singularity of Eq. (1.11) prevents the direct use of the spectral function in Fourier-space.

Hejlesen et. al (Hejlesen et al., 2013; Hejlesen, 2016; Hejlesen et al., 2017) and Vico et al. (2016) demonstrated that by requiring the Green’s function to be bounded in either real- or Fourier-space the representation in the complementary-space becomes regular and smooth.

Vico et al. (2016) truncated the real-space functions Eq. (1.7) using a radial box filter to derive regular Fourier-space expressions for various linear operators. By truncating the Green’s function at a radius larger than the maximum distance between any two sources in the problem, the solution procedure obtains the spectral accuracy imposed by the trapezoidal integration-rule used with the discrete Fourier transform (DFT). The Fast Fourier Transform (FFT) which is a fast DFT-algorithm is commonly used to compute unbounded convolution using the domain doubling technique by Hockney and Eastwood (1988). In this case the extended domain must cover twice the truncation radius (2\( R \)) to avoid error from the truncated convolution integral (Vico et al., 2016). In 3D for the unit domain the truncation radius may conservatively be chosen as \( R = 2 > \sqrt{3} \) which impose a extended domain of \( (4N)^3 \), where \( N \) is the unit resolution along in all directions. The necessary length of the transforms may be reduced the original \( (2N)^3 \) after a precomputation step based on the \( (4N)^3 \) transform. However in the general case the truncation radius must be larger than the length of leading dimension of the
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domain. Hence for domains with large aspect ratios, this requirement has been found to render
the procedure impractical.

Alternatively, the procedure by Hejlesen et. al (Hejlesen et al., 2013; Hejlesen, 2016; Hejle-
sen et al., 2017) relies on deriving regular Green’s functions in real-space by convolution of
the singular solutions with a filter, whose spectral transfer function \( \zeta(k) \) approximates the ideal
low-pass filter and removes content above the Nyquist wavenumber \( k = \pi/h \)

\[
\hat{\zeta}(k) = \begin{cases} 
1 & k = 0 \\
\frac{\pi}{h} & k = \frac{\pi}{h}.
\end{cases} \tag{1.12}
\]

The ideal regularization function may be derived from the multidimensional Fourier trans-
form of a radial function expressed by the Hanckel transform in \( d \) dimensions

\[
\hat{\zeta}(s) = s^\frac{d-2}{2} \int_0^\infty \left(2\pi\right)^\frac{d}{2} \sigma^d \rho^\frac{d}{2} \zeta(\rho) J_{\frac{d}{2}}(s\rho) \, d\rho,
\tag{1.14}
\]

By introducing the normalized radius, \( \rho = r/\sigma \) and corresponding wavenumber \( s = \sigma k \)

\[
\hat{\zeta}(s) = s^\frac{d-2}{2} \int_0^\infty \left(2\pi\right)^\frac{d}{2} \sigma^d \rho^\frac{d}{2} \zeta(\rho) J_{\frac{d}{2}}(s\rho) \, d\rho,
\tag{1.15}
\]

a property of the integral of a Bessel function product

\[
s^\frac{d-2}{2} \int_0^\infty J_{\frac{d}{2}}(\rho) J(s\rho) \, d\rho = \begin{cases} 
1 & s < 0 \\
\frac{1}{2} & s = 1 \\
0 & s > 1
\end{cases}
\tag{1.16}
\]

may be used to obtain filters which frequency response has bandwidth \( 1/\sigma \). Choosing the
normalization \( \sigma = h/\pi \) the cut-off falls at the Nyquist wavenumber. The ideal filters for \( d \leq 3 \) are

\[
\zeta(\rho) = \frac{J_{\frac{d}{2}}(\rho)}{\left(2\pi\right)^\frac{d}{2} \sigma^\frac{d}{2}} = \begin{cases} 
\sin(\rho) / (\pi \rho) & d = 1 \\
J_1(\rho) / (2\pi \sigma^2 \rho) & d = 2 \\
\sin(\rho) - \cos(\rho) / (2\pi^2 \sigma^3 \rho^3) & d = 3.
\end{cases} \tag{1.16}
\]

By radial integration of Eq. (1.3) convolved with the filters

\[
\nabla^2 G(r) = -\zeta(r) \tag{1.17}
\]

the associated Green’s functions become

\[
G(r) = \begin{cases} 
-\frac{\sigma}{\pi} (\text{Si}(\rho) + \cos(\rho)) + c_1 & d = 1 \\
\frac{1}{2\pi} J_0(\rho) + c_2 & d = 2 \\
\text{Si}(\rho) / (2\pi \sigma \rho) & d = 3.
\end{cases} \tag{1.18}
\]
The constants $c_1$ and $c_2$ are arbitrary because a condition has only be imposed on the derivatives of the Green’s function for $d \leq 2$. The function, $\text{Si}(\rho)$ which occurs in the expressions is the sine-integral function

$$\text{Si}(\rho) = \int_0^\rho \frac{\sin(t)}{t} \, dt,$$  \hspace{1cm} (1.19)

which may be approximated to arbitrary accuracy using a fast evaluation technique based on polynomial expansion. The Bessel-integral of zeroth order

$$J_0(\rho) = \int_0^\rho \frac{J_0(t) - 1}{t} \, dt,$$  \hspace{1cm} (1.20)

may be evaluated by a similar approximation technique based on a rapidly converging expansion in Chebyshev polynomials (Luke, 1962, Tab. 9.3).

An alternative method for truncating the spectral function is based on high order Gaussian filters, which are constructed by approximate deconvolution (Hejlesen et al., 2013). By multiplying the Gaussian function with the $m/2$ first terms of the Taylor expansion of its inverse ($D_m$)

$$\hat{\zeta}_m(k) = e^{-\frac{k^2}{2}} D_m(k) \quad \text{where} \quad D_m(k) = \sum_{n=0}^{m/2-1} \frac{1}{n!} \left( \frac{k^2}{2} \right)^n,$$  \hspace{1cm} (1.21)

the $m$-first derivatives are nullified at $k = 0$

$$\left. \frac{d^\beta \hat{\zeta}_m}{dk^\beta} \right|_{k=0} = \int_{-\infty}^{\infty} r^\beta \zeta_m(r) \, dr = 0 \quad \text{for} \quad \beta = 0, 2, ..., m - 2.$$  \hspace{1cm} (1.22)

This corresponds to conserving moments of the corresponding real-space function. Note that $m$ is an even number and that the moments for odd integers of $\beta$ are automatically satisfied due to the radial symmetry of the function. The filter does not satisfy $\hat{\zeta}(\pi/h) = 0$ due to the infinite support of the Gaussian function. So, again a normalization of the coordinates as $\rho = r/\sigma$ and the wavenumber $s = k\sigma$ through a smoothing radius ($\sigma = \alpha h$) is introduced, here to ensure that the filter is well resolved when sampled

$$\hat{\zeta}_m(s) = \hat{D}_m(s) e^{-\frac{s^2}{2}} \quad \text{where} \quad \hat{D}_m(s) = \sum_{n=0}^{m/2-1} \frac{1}{n!} \left( \frac{s^2}{2} \right)^n.$$  \hspace{1cm} (1.23)

At the maximum resolved wavenumber $k_{\text{max}} = k_s/2 = \pi/h$ the truncation of the regularization function is $\hat{\zeta}(\pi\alpha)$. Hence the choice of normalization ensures that the truncation is independent of the mesh resolution. The regularised kernels by radial integration of Eq. (1.17) are given in (Hejlesen et al., 2013; Hejlesen, 2016) for 2D and 3D and in Appendix A for 1D.

Spectral transfer functions of various filters have been plotted in Fig. 1.1 and the corresponding Green’s functions in Fig. 1.2 for comparison.
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Figure 1.1: Spectral transfer function of filters used to derive regular Green’s function solution for free-space problems: Gaussian function for \( m = 2 \) and \( \alpha = 2 \) (---) Gaussian function for \( m = 4 \) and \( \alpha = 2 \) (-----) Gaussian function for \( m = 10 \) and \( \alpha = 2 \) (-----) and ideal regularization function (---).

1.1 Mixed free-space and periodic boundary conditions

To obtain a Green’s function representation in the case of a mixture of free-space and periodic boundary condition the procedure by Chatelain and Koumoutsakos (2010) is applied that consists of initially Fourier transforming the Poisson equation (Eq. (2.4)) in the periodic directions. Subsequently, a modified Helmholtz equation of reduced dimensionality is solved for each wavenumber before applying the inverse transform.

E.g. in 2D with one periodic (the \( y \)-direction) and one free-space (the \( x \)-direction) boundary condition, the partly transformed regularized elementary equation is

\[
\nabla_x^2 \hat{G}(x, k_y) - k_y^2 \hat{G}(x, k_y) = -\hat{\zeta}(x)\hat{\zeta}(k_y),
\]

(1.24)

The solution to Eq. (1.24) using normalized coordinates, is

\[
\hat{G}(\rho_x, s_y) = \sigma \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \frac{\hat{\zeta}(\sqrt{s_x^2 + s_y^2})}{s_x^2 + s_y^2} e^{i \rho_x s_x} ds_x,
\]

(1.25)

where \( s_x = \sigma k_x, \ s_y = \sigma k_y, \) and \( \rho_x = |x|/\sigma. \) A closed form expression for Eq. (1.25) has been derived in Hejlesen (2016); Spietz et al. (2018). A discrete spectral representation is sufficient to compute the discrete convolution. Rather than solving the integral Eq. (1.25), it is noted that the singularity lies on the line \( s_y = 0. \) For \( s_y = 0 \) the problem Eq. (1.24) reduces to a 1D Poisson equation which regularized solution has already been derived.

The Fourier transform of the Green’s function for the combination of a free-space condition (\( x \)-direction) and a periodic condition (\( y \)-direction) may be written semi-explicitly as

\[
\hat{G}(s_x, s_y) = \begin{cases} 
\hat{G}^{1D}(s_x) & \text{for } s_y = 0 \\
\frac{\hat{\zeta}(s_x)}{s^2} & \text{otherwise}
\end{cases}
\]

(1.26)
Figure 1.2: Free-space Green’s functions for the Laplace operator in 1D (a), in 2D (b) and in 3D (c): Singular (→), Gaussian regularization for $\alpha = 2$ and $m = 2$ (→), $m = 4$ (→), $m = 10$ (→) and ideal regularization (→).
The discrete convolution kernel in Fourier-space is obtained by taking the DFT of $G^{1D}(\rho_x)$ from either Eq. (1.18) or Eq. (A.2) on the strip $s_y = 0$ and by direct evaluation of the non-singular spectral expression for $s_y \neq 0$.

Similarly in 3D the Green’s function in fourier-space for a single free-space condition ($x$-direction) and two periodic conditions ($x$, $y$-directions) is obtained by taking the DFT of the regularised 1D Green’s function on the strip $s_y = s_z = 0$

$$\hat{G}(s_x, s_y, s_z) = \begin{cases} \hat{G}^{1D}(s_x) & \text{for } s_y = s_z = 0 \\ \frac{\hat{\zeta}(s)}{s^2} & \text{otherwise. } \end{cases} \text{ where } s^2 = s_x^2 + s_y^2 + s_z^2 \quad (1.27)$$

For a two free-space conditions ($x$, $y$-directions) and a single periodic condition ($z$-direction) we use the regularised 2D Green’s function from Eq. (1.18) or (Hejlesen et al., 2015b) on the slice $s_z = 0$

$$\hat{G}(s_x, s_y, s_z) = \begin{cases} \hat{G}^{2D}(\sqrt{s_x^2 + s_y^2}) & \text{for } s_z = 0 \\ \frac{\hat{\zeta}(s)}{s^2} & \text{otherwise. } \end{cases} \text{ where } s^2 = s_x^2 + s_y^2 + s_z^2 \quad (1.28)$$

### 1.1.1 Verification of the consistency of the Poisson solver for mixed free-space and periodic boundary conditions

We verify the consistency of the proposed FFT-based solver with mixed unbounded and periodic conditions using a test function that is bounded within the computational domain in the unbounded directions and fully continuously differentiable in the periodic directions.

For simplicity we consider only the scalar poisson equation here. The unbounded scalar Poisson kernels in 1D and in 2D provide solutions that are arbitrary up to a constant. Hence we require the integral of the test function ($u_{\text{test}}$) in the unbounded directions to be zero so that the dependency of the constant is removed. This could also have been achieved by comparing derivatives of the solution only.

To meet these requirements we use sine functions for the periodic directions and a normalized bump function distribution in the unbounded directions, which both are of class $C^\infty$ i.e. it has an infinite number of continuous derivatives. The bump function is defined as

$$b(q) = \begin{cases} \exp \left( c \left[ 1 - \frac{1}{1 - q^2} \right] \right) & \text{for } |q| < 1 \\ 0 & \text{for } |q| \geq 1, \end{cases} \quad (1.29)$$

where $c$ is an arbitrary positive constant. For the presented cases $c = 400$ is used. Further we ensure that test function is non-zero when averaged in the periodic direction to verify a consistent treatment of the singularity.

For the 2D case with one unbounded ($x$) and one periodic ($y$) direction, we solve the scalar equation of Eq. (1.1) using the test function solution

$$u_{\text{test}}(x, y) = b(x) \left[ 1 + \sin \left( 2\pi y \right) \right]. \quad (1.30)$$
Similarly, for the 3D case with one unbounded \((x)\) and two periodic \((y\) and \(z\) directions, we use the test function solution
\[
\begin{align*}
\text{u}_{\text{test}}(x, y, z) &= \text{b}(x) \left[ 1 + \sin(2\pi y) \sin(2\pi z) \right]. \\
(1.31)
\end{align*}
\]
For the 3D case with two unbounded \((x\) and \(y\) and one periodic \((z)\) directions
\[
\begin{align*}
\text{u}_{\text{test}}(x, y, z) &= \text{b}\left(\sqrt{x^2 + y^2}\right) \left[ 1 + \sin(2\pi z) \right]. \\
(1.32)
\end{align*}
\]
When solving
\[
\begin{align*}
\nabla^2 u &= -f, \quad \text{where } f = -\nabla^2 u_{\text{test}} \\
(1.33)
\end{align*}
\]
we measure the error as the second norm of the deviation on the mesh points
\[
\begin{align*}
\text{error} &= \left( \sum_{i=1}^{N} \frac{(u(x_i) - u_{\text{test}}(x_i))^2}{\sum_{i=1}^{N} u_{\text{test}}(x_i)^2} \right)^{1/2} \\
(1.34)
\end{align*}
\]
The error for the various cases is shown in Fig. 1.3 where it is compared to the non-regularized method of Chatelain and Koumoutsakos (2010). It is seen that the method obtains the convergence rate corresponding to the respective design parameters of the Green’s functions. The regularized method is shown to quickly produce an error which is significantly lower than that of Chatelain and Koumoutsakos (2010) for \(m > 2\). Using the ideal regularization function the error decays exponentially until it flattens out near the level arithmetic precision.

### 1.2 Homogeneous Dirichlet and Neumann conditions

Homogeneous Dirichlet and Neumann conditions may also be imposed. This is achieved using the method of images. The method of images is a domain extension technique convenient for simple symmetric domains such as cuboids, where image charges are added outside the original domain to satisfy the conditions on the original boundaries. By the uniqueness theorem an extended solution that complies with the boundary conditions is also the correct solution within the original domain.

E.g. the elementary solution to the half-unbounded 2D problem
\[
\begin{align*}
\nabla^2 G_D(x, x') &= -\delta(x - x'), \quad x \geq 0, -\infty < y < \infty \\
G_D(x, x') &= 0, \quad x = 0 \\
(1.35) \quad (1.36)
\end{align*}
\]
may be obtained solving the extended problem with the unit source at \(x = (x, y)\) oddly reflected in \((x = 0, y)\) corresponding to the location \(\tilde{x} = (-x, y)\)
\[
\nabla^2 G_D(x, x') = -\delta(x - x') + \delta(x - \tilde{x}'), \quad -\infty < x, y < \infty. \\
(1.37)
\]
The solution for this problem is the superposition of the free-space Green’s functions. Clearly the boundary condition is satisfied for a radially symmetric Green’s function \(G(x, x') = G(|x - x'|)\)
\[
\begin{align*}
G_D(x, x')|_{x=0} &= G(|x - x'|) - G(|x - \tilde{x}'|) = 0 \\
(1.38)
\end{align*}
\]
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Figure 1.3: Error obtained when solving mixed free-space and periodic Poisson equation for periodic-free 2D problem (a), periodic-periodic-free 3D problem (b) and periodic-free-free 3D problem (c). Lines indicate the solution obtained using a non-regularized Green’s function (Chatelain and Koumoutsakos, 2010) (- - -) and using a regularized Green’s function with Gaussian regularization for \( m = 2 \) and \( \alpha = 0.75 \), Gaussian regularization for \( m = 4 \) and \( \alpha = 1.5 \), Gaussian regularization for \( m = 10 \) and \( \alpha = 2.0 \) and ideal regularization. Orders of convergence of convergence from top to bottom \( O(h^2) \), \( O(h^4) \), \( O(h^{10}) \).
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as \(|x - x'| = |x - \tilde{x}'|\) at \(x = 0\).

Similarly, the half-unbounded problem with a Neumann condition
\[
\nabla^2 G_N(x, x') = -\delta(x - x'), \quad x \geq 0, \quad -\infty < y < \infty
\]
\[
dG_N(x, x') = 0, \quad x = 0
\]
is equivalent to
\[
\nabla^2 G_N(x, x') = -\delta(x - x') - \delta(x - \tilde{x}'), \quad -\infty < x, y < \infty.
\]

By differentiation it is confirmed that the boundary condition is satisfied at \(x = 0\) for a radially symmetric Green’s function
\[
\frac{dG_N(x, x')}{dx} = (x - x') \left[ \frac{1}{r} \frac{dG}{dr}_{r = |x - x'|} + (x + x') \left[ \frac{1}{r} \frac{dG}{dr}_{r = |x - \tilde{x}'|} \right] \right].
\]

To achieve a doubly bounded interval \(0 \leq x \leq L\), e.g., with any combination of homogeneous conditions using the method of images an infinite array of images must be considered as illustrated in Fig. 1.4. To impose a condition at \(x = 0\) a single image reflection is added as in Eq. (1.37) or Eq. (1.41), then in order impose the boundary condition at \(x = L\), image reflections of not only the primary charge but also its image reflection about \(x = 0\) must be added. The influence of the newly added images must then be corrected at \(x = 0\) and so on.

It is straightforward to impose a single Neumann or Dirichlet boundary condition by constructing the correct Green’s function by image summation and to use this with the zero-padding technique. To impose a doubly bounded direction this is not practical as the construction of the Green’s function impose a sum of infinite terms. Rather than constructing the Green’s function for the extended problem the extended problem may be solved directly and subsequently the convolution to compute is symmetric-periodic. A survey of various symmetric convolutions and how to compute them using discrete trigonometric transforms (DTTs) was given by Martucci (1994). Further, by the use of a DTT the domain-doubling requirement in that direction is eliminated and the discrete transform coefficients are real valued. For a doubly bounded direction of pure Dirichlet or Neumann conditions the extended problem has a \(2N\) periodicity in the bounded directions, hence the convolution kernel to be used must be for the \(2N\)-periodic problem. Likewise for doubly bounded problems of a mixture of Dirichlet and Neumann type conditions the extended problem has a \(4N\) periodicity in the bounded directions, hence the convolution kernel to be used must be for the \(4N\)-periodic problem in this case. The relevant DTTs and their relation to the DFT has been outlined in App. B.2.

1.2.1 1D examples

The capability of imposing boundary conditions using the method of images is tested in 1D using a normalized Gaussian right-hand-side
\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{x^2}{2\sigma^2} \right).
\]
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Figure 1.4: A doubly bounded direction with a mixture of Dirichlet (to the left) and Neumann (to the right) conditions is obtained by including an infinite array of even and odd images of the actual vorticity.

Fig. 1.5 compares the solution for various boundary conditions imposed on the problem. A bounded solution may either be obtained by explicitly extending the computational domain to account for the required images. Alternatively, a symmetric-convolution may be applied for which any derivative of the solution may be approximated by spectral differentiation. Finally, for single bounded directions explicit summation of Green’s functions may be applied with zero-padding technique for the active domain only. By using the last technique the derivatives are not obtainable by spectral differentiation as seen in Fig. 1.5(b) and Fig. 1.5(c). The derivatives obtained hereby show a oscillatory behavior near the boundaries. Derivatives may be obtained by analytic differentiation of the Green’s function sum. Alternatively, the derivatives may be approximated by finite-difference approximation.

It should be noted that the 1D procedure is valid also for multidimensional problems, by applying it in the bounded directions and the usual domain-doubling procedure in the unbounded directions.

1.3 Parallel implementation of the Poisson solver

Computations of convolution sums using DFTs are here carried out using efficient FFT algorithms from the Intel MKL library (Wang, 2014) or the FFTW library (Frigo and Johnson, 2005). The 3D DFT is separable, and is computed by sequentially applying the 1D DFT along the three axis directions.

For parallel computation a pencil-block decomposition of the global mesh-array is employed as illustrated in Fig. 1.6 for a 9 processor example: For each of the three transform directions the global mesh-array is decomposed into blocks of 1D strips aligned with the transform direction, such that the 1D FFT/IFFT may be computed locally on each processor. Subsequently a global mapping operation is required to align the data with the pencil-decomposition of the next transform direction and so on. This approach supports a parallel decomposition using as many processors as entries in any 2D slice of the global mesh array, but implies two array transpositions more than a decomposition based on blocks of 2D slices.

The domain doubling technique by Hockney and Eastwood (1988) increase computational cost from $O(N^d \log(N^d))$ to $O((2N)^d \log((2N)^d))$. The increased cost due to domain doubling may be reduced by discarding redundant regions of the transforms. This is done by only partly extending the pencil-block mesh layouts as needed. The cost may be reduced even further taking into account the symmetries of the DFT. E.g. solving a Poisson equation for real num-
Figure 1.5: The solutions \( u(x) \) (---) to the 1D poisson equation for right-hand-side \( f \) (---) and various boundary conditions. Also indicated the derivative \( \frac{du}{dx} \) obtained by spectral differentiation (---): (a) Unbounded solution. (b) Half-unbounded solution with a Dirichlet condition imposed at \( x = 0 \) by solving the extended problem with free-space conditions (---), by solving the extended problem using zero-padded symmetric convolution via DCT2/DST2 (○) and by solving the extended problem using explicit summation of free-space Green’s functions (×). (c) Half-unbounded solution with a Neumann condition imposed at \( x = 0 \) by solving the extended problem with free-space conditions (---), by solving the extended problem using zero-padded symmetric convolution via DCT2/DST2 (○) and by solving the extended problem using explicit summation of free-space Green’s functions (×). (d) Doubly-bounded solution with a Dirichlet and Neumann condition imposed at respectively \( x = 0 \) and \( x = 2 \) obtained using symmetric convolution via DCT4/DST4.
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Figure 1.6: Decomposition of the global mesh array into pencils for parallel computation of a 3D FFT. Illustrated for 9 processes.

bers implies a real-to-complex transform in the first transform direction. The discrete Fourier coefficients of a real function are Hermitian symmetric \((\hat{x}_{-k} = \hat{x}_{k}^*\), where \((\cdot)^*\) denotes the complex conjugate) hence coefficients \(\hat{x}_{i,j,k}, i = -N/2, ..., -1\) may be discarded on the second and third transform directions (reducing computational efforts and storage by a factor 2). The discarded coefficients can be restored on the inverse transform. This is implicitly done with a real-to-complex (r2c) and complex-to-real (c2r) transform pair from the Intel MKL or FFTW library.

The use of DTTs does not impose additional computational costs as compared to the use of DFTs. On the contrary the discrete trigonometric transforms (DTT) work purely with real numbers (r2r transforms), hence the coefficient takes up half the storage and if the DTT is applied for the first transform direction, Hermitian symmetry may be utilized on the second transform direction. For the \(N\)-point DTTs considered fast algorithms based on the FFT are used, which are at most twice as expensive as the \(N\)-point FFT (Frigo and Johnson, 2005).

The procedure of the convolution using partly extended mesh-arrays and Hermitian symmetry has been illustrated in Fig. 1.7.

The implementation is tested in terms of parallel efficiency in App. C and found to show a good parallel speedup.

1.4 Summary

In this chapter regularised Green’s functions based on either Gaussian filters or the ideal low-pass filter were introduced. The derivations were based on those by Hejlesen et al. (2013); Hejlesen (2016). The solution for unbounded problems was extended to a mixture of unbounded, periodic and homogeneous Dirichlet or Neumann conditions. The Dirichlet and Neu-
Figure 1.7: Layouts of the partly-extended mesh array used for solving the Poisson equation discarding redundant regions and utilizing the Hermitian symmetry of real-to-complex transform. The red regions illustrate a representative mesh-block held by a single process, which is transformed using a 1D FFT algorithm. The dark-gray regions indicate the original computational domain. The light-gray region indicates non-zero input/output to/from the FFT that must be stored in memory and transferred to the next layout for the following transform. The combined light-gray and dashed region indicate the extent of the Green’s function Fourier coefficients: (a) An unbounded problem: zero-padding is applied in all directions. A real-to-complex transform is used in the first direction ($x$) and Hermitian symmetry of the discrete Fourier coefficients is assumed for the subsequent transforms. (b) A mixed doubly-bounded ($x$) and unbounded ($y, z$) problem: A real-to-real transform is used in this direction, hence the real-to-complex transform is applied in the second direction.
mann conditions are well suited for fluid flow simulations, when it is necessary to impose e.g. a through-flow or a no-through condition in one or more directions. It should be noted that a no-through condition based on the homogenous boundary conditions may further be extended to a no-slip condition in vortex-particle mesh methods using a vortex-panel diffusion approach as in Koumoutsakos et al. (1994); Ploumhans and Winckelmans (2000); Ploumhans et al. (2002).
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Chapter 2

Vortex-particle mesh methods

This chapter introduces the vortex-particle mesh method for fluid flow simulation. The implementation is based on the Fourier-based Poisson solver from the previous chapter. Some of the results presented were published in Spietz et al. (2018).

Incompressible fluid flow may be described mathematically by the Navier-Stokes equations in their velocity-pressure form

\[
\frac{Du}{Dt} = \frac{\partial u}{\partial t} + (u \cdot \nabla)u = -\frac{\nabla p}{\rho} + \nu \nabla^2 u, \quad \nabla \cdot u = 0.
\] (2.1)

In the analysis of many flows it is natural to formulate the problem in terms of vorticity \((\omega = \nabla \times u)\). By looking at the vorticity the coherent structures of the flow may be identified directly. Furthermore, in bluff body flows the evolution of vorticity is directly related to the variation of the fluid force.

Vortex methods discretize the vorticity rather than fluid momentum and are based on the Navier-Stokes equations (Eq. (2.1)) recast into the vorticity transport equation

\[
\frac{D\omega}{Dt} = \frac{\partial \omega}{\partial t} + (u \cdot \nabla)\omega = (\omega \cdot \nabla)u + \nu \nabla^2 \omega.
\] (2.2)

A relation between the velocity and vorticity is derived by decomposing the velocity into potential functions as

\[
u = \nabla \times \Psi - \nabla \phi, \quad \nabla \cdot \Psi = 0.
\] (2.3)

By further taking the curl of Eq. (2.3) a Poisson equation for the vector potential is obtained

\[
\nabla^2 \Psi = -\omega, \quad u_\omega = \nabla \times \Psi.
\] (2.4)

2.1 Approximation with particles and meshes

In vortex-particle methods the vorticity in \(d\)-dimensions

\[
\omega(x, t) = \int \omega(x', t) \delta(x - x') \, d^d x'
\] (2.5)

is approximated using discrete particles

\[
\omega(x, t) \approx \sum_p \omega_p(t) v_p \zeta(x - x_p),
\] (2.6)
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where $\zeta(x)$ is a smooth approximation to the Delta function ($\delta(x)$) and $v_p$ is the volume represented by a particle $p$. The quantity $\omega_p v_p$ is denoted the particle-strength, which corresponds to the circulation represented by a particle in 2D with units $m^2/s$. In 3D the particle-strength is a vector quantity of units $m^3/s$. By inserting Eq. (2.6) into Eq. (2.2) a system of coupled differential equations is obtained, which is solved in a Lagrangian frame of reference using explicit time-step schemes

$$\frac{dx_p}{dt} = u(x_p), \quad (2.7)$$

$$\frac{d\omega_p}{dt} = [(\omega \cdot \nabla) u + \nu \nabla^2 \omega]_p. \quad (2.8)$$

Redistribution of particle-strength onto a structured set of points – a mesh (re-meshing) is necessary to preserve the consistency of the method (Koumoutsakos and Leonard, 1995; Koumoutsakos, 1997). By using a mesh of spacing $h$, this impose that the particle volume corresponds to the cell volume, e.g. $v_p = h^3$ in 3D. Further, by distribution of the vortex-particle strength onto a mesh, the right-hand-side of Eqs. (2.7)–(2.8) may be computed using mesh-based approximations. In this case centered finite-difference schemes of fourth order accuracy have been used to approximate partial derivatives. The procedure outlined in Chap. 1 is used to solve the Poisson equation (Eq.(2.4)). The approximated rate-of-change of vorticity and the velocity is then interpolated back to the particles, to advance particle-position and particle-vorticity. The particle mesh interpolation is illustrated in Fig. 2.1.

The distribution of particle-vorticity onto a uniform mesh is written

$$\omega(x,t) \approx \sum_p \omega_p(t)v_p W\left(\frac{x-x_p}{h}\right), \quad (2.9)$$

where $W$ is an interpolation kernel. The multidimensional tensor product of the twice differentiable interpolation function $M'_4(x)$ in Eq. (2.11) (Monaghan, 1985) is commonly used for $W$ in
vortex methods. It conserves the first three moments of the distribution interpolated. Also the fourth order accurate function in Eq. (2.12) ($M^*_6$), introduced by Bergdorf (2007), has been considered in the current work. It was shown van Rees et al. (2011) that a kernel based on the $M^*_6$ function significantly improves the accuracy of the 3D vortex method in marginally resolved and underresolved simulations at the cost of increased computational cost. The 3D stencil of the discrete interpolation operator based on $M'^4_4$ has a support of $3^3$ grid points whereas $M^*_6$ requires $4^3$. For completeness, also the second order kernel with $2^3$ support ($M_2$) is given in Eq. (2.10), which is positive and conserves the first two moments. The interpolation functions have been plotted in Fig. 2.2 in real-space and Fourier-space.

\[
M_2(x) = \begin{cases} 
0 & \text{for } |x| > 1 \\
1 - |x| & \text{for } |x| \leq 1,
\end{cases} \quad (2.10)
\]

\[
M'_4(x) = \begin{cases} 
0 & \text{for } |x| > 2 \\
\frac{1}{2}(2 - |x|)^2(1 - |x|) & \text{for } 1 < |x| \leq 2 \\
1 - \frac{3|x|^2}{2} + \frac{3|x|^3}{2} & \text{for } |x| \leq 1.
\end{cases} \quad (2.11)
\]

\[
M^*_6(x) = \begin{cases} 
0 & \text{for } |x| > 3 \\
-\frac{1}{24}(|x| - 2)(|x| - 3)^3(5|x| - 8) & \text{for } 1 < |x| \leq 2 \\
\frac{1}{24}(|x| - 1)(|x| - 2)(25|x|^3 - 114|x|^2 + 153|x| - 48) & \text{for } 1 < |x| \leq 2 \\
-\frac{1}{12}(|x| - 1)(25|x|^4 - 38|x|^3 - 3|x|^2 + 12|x| + 12) & \text{for } |x| \leq 1.
\end{cases} \quad (2.12)
\]

Evaluation of the particle velocity by solving the Poisson equation Eq. (2.4) constitute a critical part of vortex-methods in terms of accuracy and computational efficiency. The Poisson equation is an elliptic equation hence the solution at one point relies on information from all other points in the problem. The basis of most approaches to this problem is to formulate the solution as a convolution of the right-hand-side with the elementary solution to the Poisson equation ($G$) known as the Green’s function solution

\[
\Psi(x) = \int_{-\infty}^{\infty} G(x - x') \omega(x') \, dx', \quad \nabla^2 G = -\delta(x - x') \quad (2.13)
\]

\[
u_\omega(x) = \int_{-\infty}^{\infty} \nabla G(x - x') \times \omega(x') \, dx'. \quad (2.14)
\]

Using the particle approximation (Eq. (2.6)) it follows that the potential and velocity are approximated correspondingly as

\[
\Psi(x) = \sum_{p}^N G(x - x_p) \omega(x_p) v_p, \quad \nabla^2 G = -\zeta(x - x') \quad (2.15)
\]

\[
u_\omega(x) = \sum_{p}^N \nabla G(x - x_p) \times \omega(x_p) v_p. \quad (2.16)
\]

The direct evaluation of Eq. (2.15) or Eq.(2.16) requires $O(N^2)$ arithmetic operations. The Fast Multipole Method (FMM) (Greengard and Rokhlin, 1987; Carrier et al., 1988) achieves optimal
Figure 2.2: Interpolation kernels using $M_2$ (---), $M'_4$ (---), $M^*_6$ (---): (a) Real-space. (b) Fourier-space. $h$ is the mesh spacing and $k$ is the wavenumber.
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$O(N)$ scaling of operation by including only the nearest neighbor particles in the direct summation and otherwise the lumped charges (by multipole expansion) of well separated particles in larger and larger clusters, using a hierarchical decomposition of the computational domain. This method is very versatile in the sense that it handles well a non-uniform distribution of the particles.

Particle-mesh methods may utilize fast mesh-based Poisson solvers, by either convolution via the fast Fourier transforms and the domain doubling technique by Hockney and Eastwood (1988) to achieve unbounded directions or by inversion of the discrete Laplacian operator (e.g. constructed by finite-difference approximations) using fast linear solvers such as Multigrid. In the later case the boundary conditions are restricted to be of type Dirichlet, Neumann or periodic. Previous work have achieved unbounded directions by combining the FMM with the solvers that are not based on convolution. In that case, FMM is responsible for computing the Dirichlet conditions required by the mesh-based solver. This has also been done to achieve efficient adaptive multilevel decomposition without the need to perform Schwarz-iterations (Bergdorf et al., 2005; Cocele et al., 2008)

This work use the Fourier-based solver introduced in Chap. 1. The reader is referred to the references (Langston et al., 2011; Malhotra and Biros, 2015) for details on higher-order FMM methods for partial differential equations in general and (Gholami et al., 2016) for a detailed comparison of the computational efforts required by the various methods mentioned.

2.2 Constraints on the time-step size

The use of explicit time stepping in vortex-methods constrains the size of the time-step for numerical stability. The convective transport term \((u \cdot \nabla)\omega\) does not explicitly appear in the Lagrangian formulation Eq. (2.7) and Eq. (2.8), hence the time step used with the method is not limited by the usual Eulerian CFL condition. Instead, the time step is limited by a strain time scale

\[
\|\omega\|_\infty \Delta t < C_{\text{L CFL}},
\]

where \(C_{\text{L CFL}} \approx O(1)\) (Chatelain et al., 2008). In addition, the spatiotemporal discretization of the solution yields a Fourier condition due to the viscous term as in Eulerian methods

\[
\frac{\nu \Delta t}{h^2} < C_{\text{Fo}},
\]

The constant \((C_{\text{Fo}})\) depends on the time stepping scheme. Here, explicit Runge-Kutta schemes are considered with \(C_{\text{Fo}} \geq \frac{1}{4}\).

2.3 Vorticity re-projection

In vortex-particle methods the velocity field is computed from the vorticity field by solving Eq. (2.4), which ensures that the velocity is divergence free (to the level of accuracy of the discrete approximation). This is not ensured for the vorticity. To avoid an accumulation of divergence of the vorticity field during simulation, the intermediate vorticity field ($\tilde{\omega}$) is typically
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re-projected onto a divergence-free field \( \omega = \nabla \times u \) once every few time-steps by applying a Helmholtz decomposition to the vorticity field

\[
\tilde{\omega} = \nabla \times u - \nabla a, \quad \nabla \cdot u = 0.
\] (2.19)

A Poisson equation (Eq. (2.20)) is solved for the scalar potential \( a \) which is used to correct intermediate vorticity as

\[
\nabla^2 a = -\nabla \cdot \tilde{\omega}
\] (2.20)

\[
\omega = \tilde{\omega} + \nabla a.
\] (2.21)

It is noted that the re-projection (Eq. (2.21)) does not modify the vorticity field if the vorticity divergence is zero. The correction is conveniently applied in Fourier-space when solving for the velocity using that

\[
a = \nabla \cdot \Psi.
\] (2.22)

Hence the additional computational efforts of this operation are those associated with the inverse DFT of the corrected vorticity Fourier coefficients.

### 2.4 Instability of counter rotating vortex pairs

We illustrate an application of the FFT-based Poisson solver with the VPM method for a problem with mixed boundary conditions (two unbounded and one periodic direction) by simulating the evolution of two counter rotating vortex pairs from an initial state (Winckelmans et al., 2005; Chatelain et al., 2008; Chatelain and Koumoutsakos, 2010). For the Poisson solver we use the Green’s function derived by Gaussian regularization with \( m = 10 \) and \( \alpha = 1.5 \).

The initial vorticity field consists of two counter rotating vortex-pairs given as

\[
\omega = \sum_{i=1}^{2} \frac{\Gamma_i}{\pi} \left( \frac{\phi}{p_i^2 + \phi^2} \right)^2 e_z - \sum_{i=1}^{2} \frac{\Gamma_i}{\pi} \left( \frac{\phi}{q_i^2 + \phi^2} \right)^2 e_z,
\] (2.23)

\[
p_i^2 = (x + b_i)^2 + (y - e)^2, \quad q_i^2 = (x - b_i)^2 + (y - e)^2,
\] (2.24)

where \( z \) is the periodic direction and \( p_i, q_i \) are the perturbed radii of the respective vortices in the unbounded plane. Following (Winckelmans et al., 2005; Chatelain et al., 2008; Chatelain and Koumoutsakos, 2010) we use \( \Gamma_2 / \Gamma_1 = -0.3, b_2/b_1 = 0.3, \phi_1/b_1 = 0.075 \) and \( \phi_2/b_1 = 0.05 \) and define the timescale and the Reynolds number based on the initial circulation \( \Gamma_0 = \Gamma_1 + \Gamma_2 \) and centroid \( b_0 = [\Gamma_1 b_1 + \Gamma_2 b_2] / \Gamma_0 \)

\[
T = 2\pi b_0^2 / \Gamma_0, \quad \text{Re} = \Gamma_0 / \nu = 3500.
\] (2.25)

The system is primarily unstable to the mode of wave length \( \lambda_z / b_0 = 0.76 \) (Winckelmans et al., 2005; Chatelain et al., 2008). To onset the instability the perturbation is set as \( \epsilon(z) = 10^{-5} b_0 \sin(2\pi z / \lambda_z) \). The computational domain spans a single wave length of this mode in the periodic direction \( (L_z = \lambda_z) \) and the span in the unbounded directions is adapted to encapsulate vortex-particles for which \( |\omega_p| > 10^{-4} |\omega|_{\text{max}} \).
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We measure the time variation of the enstrophy ($\Omega$) and the distribution of kinetic energy among wave numbers ($E(k_z)$)

$$\Omega = \int \omega(x, y, z) \cdot \omega(x, y, z) \, dV \quad (2.26)$$

$$E(k_z) = \int \int \frac{1}{2} \left( \hat{\Psi}^*(x, y, k_z) \cdot \hat{\omega}(x, y, k_z) + \hat{\omega}^*(x, y, k_z) \cdot \hat{\Psi}(x, y, k_z) \right) \, dx \, dy. \quad (2.27)$$

The enstrophy evolution has been plotted in Fig. 2.3(a). It may be seen that the obtained results converge (with mesh refinement) towards the same solution as obtained in (Chatelain and Koumoutsakos, 2010) (for $h/L_z = 256$). Furthermore the time history of kinetic energy associated with first three modes has been plotted in Fig. 2.3(b) and shows very similar growth rates as in (Chatelain and Koumoutsakos, 2010) though the current results are slightly delayed possible due different perturbation applied or other variations in the algorithms (e.g. time stepping and projection-scheme). isocontours of the vorticity magnitude have been plotted at several times in Fig. 2.4. These show a transition from a 2D state into a 3D state primarily through the perturbed wave length. The 3D dynamic involves a stretching of one pair member around the other and creation of smaller scales in the solution through non-linear interaction.

2.5 Summary

In this chapter the VPM method was outlined and demonstrated for a mixture of free-space and periodic boundary condition by simulating the break down of two counter rotating vortex pairs.
Figure 2.3: (a) Evolution of enstrophy. (b) Evolution of kinetic energy associated with first three modes: $0^{th}$ (solid), $1^{st}$ (dashed), $2^{nd}$ (dotted). Line colors indicate results from: (Chatelain and Koumoutsakos, 2010) (---), simulation for $h/L_z = 64$ (---), simulation for $h/L_z = 128$ (---), simulation for $h/L_z = 256$ (---).
Figure 2.4: Isocontours of the vorticity magnitude from blue to red $|\omega b_1^2/\Gamma_0| = [1, 4, 8, 12, 16, 20, 24, 28, 32]$ at various times for simulation with $h/L_z = 128$. 
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Chapter 3

Solid bodies

This chapter regards modeling of fluid flow past solid bodies. The chapter is an edited version of the paper “Iterative Brinkman penalization for simulation of impulsively started flow past a sphere and a circular disk” published in Journal of Computational Physics 2017 (Spetz et al., 2017a). Further, it include some new material.

Conventionally, the analysis of fluid-structure interaction requires the use of conformal meshes to enforce the no-slip boundary condition on computational points located at the solid-fluid interface. The solid boundary condition may also be enforced with non-conformal meshes using immersed boundary methods Peskin (1972); Goldstein et al. (1993) or fictitious domain methods which rely on a modification of the governing equations. These methods may be interesting since they avoid time consuming generation of high quality, non-orthogonal grids, that require non-trivial solution algorithms.

One immersed boundary method is the Brinkman penalization method (Angot et al., 1999; Khadra et al., 2000; Kevlahan and Ghidaglia, 2001). The principle of the method is to model a fluid flow in a porous medium by adding volume forcing to the governing equations. The porous medium flow tends to the primary flow past a non-porous immersed body as the permeability is reduced to zero in the part of the flow occupied by the solid body.

The main challenge of the penalization method is that it may lead to mollified interface. Another interesting branch of the immersed boundary methods for particle methods aims at providing sharp interfaces, by introducing control points on the interface itself not neccesarily coinciding with the background mesh (Ponct, 2009; Marichal et al., 2016; Gillis et al., 2018). The main complexity of these immersed interface methods lies in the adaptation of the numerical schemes near the interface.

In the field of vortex methods several numerical schemes are based on the penalization method (Coquerelle and Cottet, 2008; Rossinelli et al., 2010; El Ossman and Ponct, 2010; Rasmussen et al., 2010; Hejlesen et al., 2015a; Gazzola et al., 2011b; Mimeau et al., 2015, 2016). Hejlesen et al. (2015a) proposed an iterative variation of the explicit scheme for the simulation of 2D fluid flow past solid obstacles with the VPM method. This iterative method uses a split-step scheme that overcomes a drawback of the conventional non-iterative schemes for vorticity-velocity formulation of the Navier-Stokes equations. For the non-iterative schemes an accurate enforcement of the solid boundary condition restricts the time step size because the numerical formulation lacks the global coupling of the Poisson equation. In this chapter we present this technique and show that it is extendable to 3D flows.

The proposed method is applied to the impulsively started flow past a sphere and the results are compared to those of Mimeau et al. (2016) and Ploumhans et al. (2002). The work by Mimeau et al. (2016) includes a study of the flow past a sphere using the non-iterative implicit penalization. The focus of their studies is on the space-developing simulations since the
velocity-vorticity relation is solved using a periodic Poisson solver with a velocity correction step to account for outflow of vorticity in the stream wise direction. Results are obtained for Re = 300 and Re = 1000 in simulated times long enough for the flows to reach a steady state. In this chapter, we focus on the impact of the iterative process on accelerated flows, hence our approach avoids potential artifacts due to outflow boundary conditions. However, this limits the time span of the simulation due to growing extent of domain with time. In Sec. 3.4.3 we briefly assess the need to modify the unbounded boundary condition when using wake truncation in bluff body flow. Ploumhans et al. (2002) studied the flow past a sphere at various Reynolds numbers using a particle vortex method combined with a boundary element method (BEM) and panel-vortex diffusion to enforce the no-slip condition at the fluid-solid interface. They did not use outflow boundary conditions, but a mapping to a non-uniform grid to reduce the computational costs. Moreover, we present results for the simulation of the impulsively started flow normal to a circular disc of finite thickness at Re = 500.

3.1 The Brinkman penalization method

We solve the incompressible Navier-Stokes equations in a domain (Ω) consisting of a solid region (S ∈ Ω) and a fluid region (F = Ω \ S) cf. Fig.3.1. We introduce the Brinkman term that penalizes the difference between the solid velocity (us) and the flow fluid velocity (u) within the solid body to be close to zero (Angot et al., 1999). Here we consider the vorticity-velocity formulation of the Navier-Stokes equations

\[
\frac{\partial \omega}{\partial t} + (u \cdot \nabla)\omega = (\omega \cdot \nabla)u + \nu \nabla^2 \omega + \nabla \times \left[ \lambda \chi (u_s - u) \right],
\]

where \( \lambda \) is a penalization parameter, which may be seen as the inverse permeability of the solid region and \( \chi \) is the characteristic function of \( S \)

\[
\chi(x) = \begin{cases} 1 & \text{for } x \in S \\ 0 & \text{for } x \in F. \end{cases}
\]

We note that the Brinkman penalization term may be expanded as

\[
\nabla \times [\lambda \chi (u_s - u)] = \lambda \nabla \chi \times (u_s - u) + \lambda \chi (\omega_s - \omega),
\]
Solid bodies

where $\omega_s = \nabla \times u_s$. The term causes a production of vorticity in Eq. (3.1) due to residual in the velocity field ($u_s - u$) and vorticity field ($\omega_s - \omega$). $\nabla \chi$ is a vector field with non-zero magnitude only at the fluid-solid interface and is orientated normal to the interface. Hence, this production term is zero where the residual velocity ($u_s - u$) is also normal to the interface. As a consequence, when the Brinkman term is approximated separately from the elliptic kinematic relation between the dependent variables, the enforcement of the solid boundary condition will be delayed in time. This short-coming is distinctive in accelerated flows past objects, whose geometries have the majority of the surface area normal to the flow direction. This effect has been illustrated by Hejlesen et al. (2015a) for the impulsively started flow normal to a flat plate and it is the motivation for considering the impulsively started flow normal to a circular disc in the present study.

3.2 Numerical implementation of the Brinkman penalization method in a re-meshed vortex method

We solve the modified vorticity transport equation (Eq. (3.1)) in a split-step algorithm

\[
\frac{\partial \omega}{\partial t} = \nabla \times [\lambda \chi (u_s - u)], \tag{3.4}
\]

\[
\frac{D\omega}{Dt} = (\omega \cdot \nabla)u + \nu \nabla^2 \omega. \tag{3.5}
\]

Using the discrete approximation, Eq. (3.5) becomes a system of coupled ordinary differential equations, which is solved in the Lagrangian frame of reference

\[
\frac{dx_p}{dt} = u(x_p, t) \tag{3.6}
\]

\[
\frac{d\omega_p}{dt} = [(\omega \cdot \nabla)u + \nu \nabla^2 \omega]_p. \tag{3.7}
\]

We denote the solution to Eq. (3.4) $\omega^*$ and the corresponding velocity field $u^*$. We write the solution as a correction ($\xi$) to the vorticity field prior to this step ($\omega$)

\[
\omega^* = \omega + \xi. \tag{3.8}
\]

The correction may be determined by discretizing Eq. (3.4) using either the explicit or the implicit Euler scheme as respectively

\[
\xi_{\text{exp}} = \nabla \times (\Delta t \lambda \chi v_0) \tag{3.9}
\]

or

\[
\xi_{\text{imp}} = \nabla \times [\Delta t \lambda \chi (u_s - u^*)] = \nabla \times \left( \frac{\Delta t \lambda \chi v_0}{1 + \Delta t \lambda \chi} \right), \tag{3.10}
\]

where $v_0 = u_s - u$ is the velocity residual to be penalized. With the Brinkman technique $\lambda$ is controlling how effectively the solid boundary condition is enforced, hence it is desirable to set it as large possible. The explicit scheme (Eq. (3.9)) is stable for $0 < \lambda \leq \frac{2}{\Delta t}$ whereas the
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The implicit scheme (Eq. (3.10)) is unconditionally stable and thus formally better suited for the discretization. However, Rasmussen et al. (2011) noticed that when the explicit scheme is used with \( \lambda = \frac{1}{\Delta t} \) the two schemes are essentially the same and differs only in the way the mollified characteristic function of the solid blends into the fluid. We note that

\[
\lim_{\lambda \to \infty} \frac{\Delta t \lambda}{1 + \Delta t \lambda} \chi = \chi.
\]

Consequently, if the mask (\( \chi \)) is a Heaviside function the implicit scheme, in the limit of \( \lambda \to \infty \), is equivalent to the explicit scheme using \( \lambda = \frac{1}{\Delta t} \).

When the Brinkman method is used in a discrete vorticity formulation as Eq. (3.9) or Eq. (3.10), the mesh points where penalization vorticity (\( \xi \)) may be produced in a single time step depend on velocity residual within the solid (\( u_s - u^n \)) and on the geometry of the solid cf. Eq. (3.3). Hence, only if the penalization vorticity is found, while invoking the elliptic relation between vorticity and velocity cf. Eq. (2.4), a strong coupling between the two dependent variables may be enforced in the general case. To achieve this we compute the correction (\( \xi \)) in a number of iterations (\( N_i \)) as Eq. (3.12) and Eq. (3.13) using an update based on a generalization of Eq. (3.9).

\[
\xi^{k+1} = \xi^k + \eta \nabla \times \left[ \chi \left( v_0 - u^k \right) \right], \quad (3.12)
\]

\[
\nabla^2 u^{k+1} = -\nabla \times \xi^{k+1} \quad \text{for} \ k = 1, 2, \ldots, N_i, \quad (3.13)
\]

Here \( \eta \) is a relaxation parameter, and the process is stable for \( 0 < \eta \leq 2 \). The reader is referred to Hejlesen et al. (2015a) for the details on the derivation of Eq. (3.12) and Eq. (3.13).

Termination of the process we base on a criteria using the second norm of vorticity (\( \mathcal{E} \)) introduced between iterations as

\[
\frac{|\mathcal{E}^{k+1} - \mathcal{E}^k|}{\mathcal{E}^k} < \varepsilon, \quad \mathcal{E}^k = \int \xi^k \cdot \xi^k \, dV, \quad (3.14)
\]

where \( \varepsilon \) is a specified tolerance.

The accuracy of the Brinkman method may be quantified by considering the residual velocity (\( ||u_s - u|| \)) within the solid. When the Brinkman method is used in the velocity-pressure formulation the \( L_\infty \)-norm of the residual velocity has been related to \( \lambda \) as \( O (\lambda^{-0.5}) \) by Angot et al. (1999). This relationship does not hold in the general case as the geometry of the solid may have a significant influence as shown by Hejlesen et al. (2015a), who considered the vorticity formulation.

In the iterative process (Eq. (3.12) and Eq. (3.13)) \( \lambda \) has been eliminated as a free parameter and replaced it by a relaxation parameter (\( \eta \)) and a termination criteria governing the number of iterations (\( N_i \)). We observe from experiments that using the iterative process the residual may be reduced with the iteration number asymptotically as \( O (N_i^{\beta}) \), where \( \beta = -0.5 \) independent of the global time step.

In the present method \( \xi \) will be non-zero only in the immediate vicinity of the solid body if a compact approximation to the curl in Eq. (3.12) is applied. In flows where the solid region is small compared to extent of the vorticity field, the computational efforts associated with solving the Poisson equation for \( u^\xi \) every iteration is reduced by computing \( \xi \) separately from \( \omega \) using a smaller sub-set of the computational mesh as indicated in Fig. 3.2.
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2. $\xi = \Delta t \chi \nabla \times [\chi (v_0 - u_\xi)]$, \hspace{1cm} $\nabla^2 u_\xi = -\nabla \times \xi$

1. $v_0 = u_s - u$

3. $\xi$

4. $\omega^* = \omega + \xi$

5. $\nabla^2 u^* = -\nabla \times \omega^*$

Figure 3.2: The penalization vorticity may be solved on a subdomain enclosing the solid body. The procedure is summarized in the steps 1–5.

In other implementations of the Brinkman penalization method (Rossinelli et al., 2010; Rasmussen et al., 2010; Gazzola et al., 2011b) $\chi$ have been replaced by a smooth approximation, since it is a Heaviside function, and the derivative of a Heaviside function is a singularity. In the present study we approximate the curl of the term $\chi(u_s - u)$ (that may be discontinuous) by second order finite difference (unless otherwise specified) to avoid the dependency on an additional mollification length. The high order, regularized Poisson solver guarantees a smooth velocity field and in addition, the vorticity due to penalization is smoothed explicitly to be consistent with the regularized solution obtained with the higher order Poisson solver. This we do by linear convolution of the vorticity field with a the regularization kernel used for the Poisson equation

$$\xi_\epsilon = \zeta \ast \xi.$$ (3.15)

Another view on the iterative penalization method was given by Gillis et al. (2017). Here, the penalization vorticity is found by solving the linear system

$$A\xi = b, \quad b = \nabla \times [\chi v_0],$$ (3.16)

where the linear operator ($A$) is defined as

$$A: \xi \rightarrow \nabla \times [\chi u_\xi],$$ (3.17)

Gillis et al. (2017) proposed to solve the matrix equation (Eq. (3.16)) using Krylov based iterative solvers for non-symmetric systems e.g. by generalized minimum residual type solvers or the bi-conjugate-gradient-stabilized solution technique, both which do not require the evaluation of the transpose of $A$. Further, Gillis et al. (2017) applied solution-recycling to increase the efficiency. We, note that our approach cf. Eq. (3.12)–Eq. (3.13) corresponds to solving the matrix equation (Eq. (3.16)) using a relaxed Richardson iterative solver

$$\xi^{k+1} = \xi^k + \eta(b - A\xi^k).$$ (3.18)
Further, that \( A \) involves the inverse Laplacian \((\nabla^2)^{-1}\) i.e. it requires the solution of the Poisson equation (Eq. (3.13)). In preliminary studies it was observed that by applying the more advanced iterative solvers, the solution \( (\xi) \) becomes highly oscillatory. This we relate to the low-pass filtering associated with the Poisson solver in the current method, which implies high-pass filtering in the inverse direction, hence solving Eq. (3.16) is actually discrete deconvolution. The challenges observed are analogues to those of Beale’s method (Beale, 1988) (see discussion in Cottet and Koumoutsakos (2000)). In comparison the studies in Gillis et al. (2017) were carried out for singular Green’s functions. We observed that with the proposed Poisson solver the use of the relaxed Richardson solver followed by a regularization step cf. Eq. (3.15), although less efficient, results in stable convergence of the residual and in non-oscillatory solutions in time.

3.3 Calculation of the aerodynamic force and moment

The total aerodynamic force \( (F) \) and moment \( M_c \) acting on a solid body may be computed from the rate of change of the first and second order moment of the vorticity distribution and an inertia term cf. Wu (1978). For a rigid body moving with solid body velocity \( (\bar{u}_s) \) the force and moment in \( d \)-dimensions are given by

\[
F = -\rho \frac{1}{d-1} \frac{d}{dt} \int_{\Omega} x \times \omega \, dV + \rho \frac{d}{dt} \int_{S} \bar{u}_s \, dV, \tag{3.19}
\]

\[
M_c = -\rho \frac{1}{2} \frac{d}{dt} \int_{\Omega} |x - x_c|^2 \omega \, dV + \rho \frac{d}{dt} \int_{S} (x - x_c) \times \bar{u}_s \, dV, \tag{3.20}
\]

where \( \rho \) is the density of the fluid and \( x_c \) is the geometrical center of the solid. We note, that Eq. (3.19) requires an integration over the entire vorticity field extending e.g., to the far wake of the flow. In Ploumhans et al. (2002) it was noted, that this global formulation may be inaccurate when having a coarse spatial resolution in the far wake and found the local control volume approach by Noca et al. (1997, 1999) to be more accurate. In the present work it has been noticed that the global approach is also sensitive to truncation, introduced when the vorticity is advected out of the computational domain, which in practice is necessary to limit the computational effort in space-developing simulations. Instead we utilize that a change in the first moment of vorticity may only be due to non-conservative external forcing in the momentum equation (Saffman, 1992), which in the present study is due to the penalization function. Following Hejlesen et al. (2015a) we therefore exploit the vorticity decomposition Eq. (3.8) in Eq. (3.19) to obtain

\[
F = -\rho \frac{1}{d-1} \frac{d}{dt} \int_{\Omega} x \times \xi \, dV + \rho \frac{d}{dt} \int_{S} \bar{u}_s \, dV, \tag{3.21}
\]

\[
M_c = -\rho \frac{1}{2} \frac{d}{dt} \int_{\Omega} |x - x_c|^2 \xi \, dV + \rho \frac{d}{dt} \int_{S} (x - x_c) \times \bar{u}_s \, dV. \tag{3.22}
\]

This is a local measure and by using this for the evaluation of the total aerodynamic force and moment we avoid the aforementioned issues. The numerically evaluated total aerodynamic force by the two different expressions has been found in agreement if the rate of change of vorticity due to diffusion and stretching is integrated in time by the explicit Euler method such that it is treated consistently with the penalization term.
When computing aerodynamic force and moment it should noted that Eq. (3.19) and Eq. (3.20) are only applicable for unbounded flow. In the control volume formulation by Noca et al. (1997, 1999) the pressure is eliminated by the use of Stokes’ theorem, which may only be applied if the whole body can be encompassed by a closed control surface, otherwise a modification is required (Tan et al., 2005). For the case of infinite-periodic structures, to obtain force and moment one option is to explicitly calculate the pressure. However, in that case, we propose to exploit tat the force and moment may be obtained directly by integration of the penalization term following Angot et al. (1999); Kolomenskiy and Schneider (2009) as

\[ F = \rho \lim_{\lambda \to \infty} \int_\Omega \lambda \chi (u - u_s) \, dV + \rho \frac{d}{dt} \int_S \tilde{u}_s \, dV, \]  

(3.23)

\[ M_c = \rho \lim_{\lambda \to \infty} \int_\Omega \lambda \chi (x - x_c) \times (u - u_s) \, dV + \rho \frac{d}{dt} \int_S (x - x_c) \times \tilde{u}_s \, dV, \]  

(3.24)

Since, the iterative sequence cf. Eqs. (3.12)–(3.13) may be viewed as a series of explicit Euler sub-steps, force and moment can be approximated as the average force and moment applied during iterations

\[ F \approx \rho \eta \Delta t \sum_{k=1}^{N_i} \int_\Omega (u^k - u_s) \, dV + \rho \frac{d}{dt} \int_S \tilde{u}_s \, dV, \]  

(3.25)

\[ M_c \approx \rho \eta \Delta t \sum_{k=1}^{N_i} \int_\Omega (x - x_c) \times (u^k - u_s) \, dV + \rho \frac{d}{dt} \int_S (x - x_c) \times \tilde{u}_s \, dV. \]  

(3.26)

### 3.4 Results

**3.4.1 The impulsively started flow past a sphere at \( \text{Re} = 1000 \)**

We simulate the impulsively started flow past a stationary sphere at \( \text{Re} = 1000 \) as sketched in Fig. 3.3. The Reynolds number and dimensionless time, drag and lift coefficient are defined as respectively

\[ \text{Re} = \frac{UD}{\nu}, \quad t^* = \frac{tU}{D}, \quad C_D = \frac{F_x}{\left( \frac{1}{2} \rho U^2 \right) \left( \frac{1}{4} \pi D^2 \right)}, \quad C_L = \frac{F_y}{\left( \frac{1}{2} \rho U^2 \right) \left( \frac{1}{4} \pi D^2 \right)}. \]  

(3.27)

where \( D \) is the diameter of the sphere. We use a grid spacing of \( h = 128/D \) (unless otherwise stated). A second order explicit Runge-Kutta scheme is applied for the advancement of particles with time step size \( \Delta t^* = 0.005 \). This time step has been found to give accurate results and is identical to the time step used by Ploumhans et al. (2002). The extent of the domain is updated every 50th time step to prevent truncation of vortex particles that satisfy the threshold \( |\omega_p|/|\omega_p|_\infty \geq 10^{-5} \). For the iterative scheme we employ a default convergence criteria of \( \varepsilon = 0.05 \).
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Figure 3.3: Impulsively started flow past a sphere of diameter \((D)\). A Cartesian coordinate system \((x, y, z)\) and a spherical coordinate system \((r, \theta, \phi)\) have also been indicated. The origin of the coordinate systems is in the sketch displaced from their actual origin being the center of the sphere.

**The potential flow solution and the axisymmetric stream function**

The potential flow past a sphere may be described as a singular distribution of vorticity at the surface of the sphere. The potential flow is axisymmetric. Hence, it has zero variation with the polar angle \((\phi)\) in a spherical coordinate system cf. Fig. 3.3. The vortex sheet is \(\text{(Batchelor, 1967)}\)

\[
\gamma = -\frac{3}{2} U \sin(\theta), \quad (3.28)
\]

We compare the analytic solution (Eq. (3.28)) to our split-step result at the first time step of the impulsively started flow simulation. We refer to this as the solution at time \(t^* = 0^+\). Though our simulation does not result in a singular distribution of vorticity at \(t^* = 0^+\), we estimate the vortex sheet by interpolating the split-step vorticity onto a spherical grid \((N_r \times N_\theta \times N_\phi = 100 \times 50 \times 100)\) and integrate in the radial direction as

\[
\gamma = \int_0^\infty \omega_\phi^r dr. \quad (3.29)
\]

Fig. 3.4(a) and Fig. 3.4(b) shows that the iterative scheme using the relaxation parameter \(\eta = 1\) results in a sheet that is in excellent agreement with the potential flow solution. The obtained sheet is approximately constant in the polar direction and the variations may be explained by errors due to having sampled the geometry of the sphere on a Cartesian grid when discretizing the characteristic function of Eq. (3.2).

Fig. 3.4(c) shows the vortex sheet by the iterative scheme using \(\eta = 1\) compared to the vortex sheet by the non-iterative scheme for \(\eta = 1\), \(\eta = \frac{3}{2}\) and \(\eta = 2\). The initial vortex sheet produced in a single iteration using Eq. (3.12) is \(\gamma(\theta) = -\eta u_{slip}(\theta)\) when the solid is a sphere (in the absence of effects due to finite spatial resolution). The initial slip velocity is \(u_{slip}(\theta) = U \sin(\theta)\), hence the potential solution is produced in a single iteration for \(\eta = \frac{3}{2}\). The figure shows that the non-iterative scheme produces an almost equally well matching solution using \(\eta = \frac{3}{2}\) as expected based on the aforementioned argument. Some oscillations are observed near \(\theta = 0\).
Figure 3.4: The vortex sheet at \( t^* = 0^+ \) by the present 3D Brinkman penalization method. (a) Isocontours of vortex sheet strength (normalized by \( U \)) obtained with the iterative scheme as function of azimuthal angle, \( \theta \) and polar angle \( \phi \). (b) The vortex sheet strength using the iterative scheme and averaged in the polar direction (---) compared to the exact potential solution (- - -). (c) Vortex sheet strength at \( t^* = 0^+ \) by the iterative scheme legendredsolidnone and the non-iterative scheme using \( \eta = 1 \) (- - -), \( \eta = \frac{3}{2} \) (----) and \( \eta = 2 \) (------).

and \( \theta = \pi \) due to finite spatial resolution. Evidently, the vortex sheet strength obtained without iterating is incorrect using other values of \( \eta \).

An axisymmetric stream function \( (\varphi) \) is computed from the simulated vector potential \( (\psi) \), which is interpolated to a cylindrical grid \( (N_r \times N_\phi \times N_x = 100 \times 100 \times 1.5D/h) \) and averaged in the polar direction as

\[
\varphi(r, x) = \frac{1}{2\pi} \int_0^{2\pi} r\psi(r, \phi, x) \cdot e_\phi \, d\phi.
\] (3.30)

Isocontours of the axisymmetric stream function are shown in Fig. 3.5. The figure demonstrates that the iterative scheme is capable of accurately imposing the no-through boundary condition. The overestimation of the vortex sheet strength by using \( \eta = 2 \) with the non-iterative scheme causes a growth in the effective radius of the sphere and a back flow within the sphere at this time step. Setting \( \eta = \frac{3}{2} \) yields a better boundary condition as compared to the two other non-iterative cases shown but is not as smooth and accurate near the surface of the sphere as obtained with the iterative scheme.

Convergence of drag coefficient at the early times of the simulation

We now consider the time interval \( t^* \in [0, 1] \) and verify the consistency of the proposed method by measuring the convergence of the relative error on the drag coefficient for various spatial resolutions against the best resolved case as

\[
\text{error}(t^*) = \frac{|C_D(t^*) - C_D\text{best resolved}(t^*)|}{|C_D\text{best resolved}(t^*)|}.
\] (3.31)
Figure 3.5: Isocontours of axisymmetric stream function in 10 logarithmically spaced levels in the interval $[-1,1]$ at $t^* = 0^+$. (a) Solution for the iterative scheme using $\eta = 1$. (b) Solution for the non-iterative scheme using $\eta = 1$. (c) Solution for the non-iterative scheme using $\eta = \frac{3}{2}$. (d) Solution for the non-iterative scheme using $\eta = 2$.

The study is carried out for the iterative scheme using $\eta = 1$ and mesh spacings $D/h = 16$, 32, 48, 64, 96, 128 and 256. The error is shown in Fig. 3.6 and the temporal variation of the drag coefficient in the case with resolution $D/h = 128$ is shown in Fig. 3.7(a). The decay of the error-norms is approximately second order cf. Fig. 3.6. The rate of convergence is not increased by applying a fourth order finite difference scheme for computation of Eq. (3.12) rather than a second order scheme. This observation is consistent with the dependency of the maximum order of accuracy that may be achieved when solving Poisson equation as Eq. (2.4), on the number of continuous derivative of the vorticity field. In the current method the vorticity field becomes singular as we compute the rate of change of vorticity as the derivative of a Heaviside function ($\chi$). However, the resulting velocity field is ensured to be sufficiently smooth to be used to approximate the solution to the governing equations ($u \in C^2$). We do not find that it is necessary to introduce an ad hoc mollification of $\chi$. Instead we explicitly regularize the penalization-vorticity field by which the observed rate of convergence of the current method corresponds to that reported using a mollified $\chi$ (Gazzola et al., 2011b). The same study was also carried out using the $M^*_6$ interpolation kernel. The results showed an insignificant improvement on the error level and the same rate of convergence as reported for $M^*_4$. We relate this to the explicit regularization that effectively removes singularities at the solid interface before interpolation each time step.
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![Figure 3.6: Convergence of the relative error on the drag coefficient for the impulsively started flow past a sphere at Re = 1000 using the 3D iterative Brinkman method and a fixed time step of $\Delta t^* = 0.005$. The relative error is measured by comparing with the solution obtained using a spatial resolution of $h = D/128$ in the time interval $t^* \in [0, 5]$. $L_\infty$-norm (→) and $L_2$-norm (−−−) using a second order approximation to Eq. (3.12). $L_\infty$-norm (□□) and $L_2$-norm (□□□) using a fourth order approximation to Eq. (3.12). Indication of respectively $O(h^1)$ and $O(h^2)$ convergence (→) .

Comparison of iterative and non-iterative scheme at early times

We compare the drag coefficient obtained using the iterative and the non-iterative scheme using $\eta = 1$ in Fig. 3.7(a). For the impulsively started flow past a sphere at the current Reynolds number there is no visible deviation between the two in the considered time interval.

The velocity residual at the end of the penalization step, for the iterative and the non-iterative scheme, is shown in Fig. 3.7(b). The $L_2$-norm of the residual obtained using the iterative scheme, requiring on average 30 iterations per time step to fulfill the convergence criteria, is approximately one order of magnitude lower than the norm obtained by the non-iterative scheme. This indicates that the iterative scheme enforces the solid boundary condition one order of magnitude more accurately than the non-iterative scheme. This is essentially the same as observed in 2D for the impulsively started flow past a cylinder at Re = 9500 by Hejlesen et al. (2015a).

The rate at which the residual velocity within the solid at various time steps decays with the iteration number ($N_i$) has been plotted in Fig. 3.8. The variation has been measured for up to 1000 iterations at each of these time steps, hence exceeding the number of iterations needed to fulfill the aforementioned termination criteria. In this case, the asymptotic rate is close to $-0.5$ depending on which time step and norm is considered.

The additional cost of iterating the penalization vorticity relative to the cost of not iterating has been measured to be about 260% at time $t^* = 0$. At this time the penalization subdomain constitutes about 40% of the full domain. At time $t^* = 5.0$ the domain has expanded to encapsulate all vorticity with strength above the given threshold and consequently the penalization subdomain constitutes about 10%. This reduces the relative additional cost of iterating to about 120%. This indicates that for simulations with extensive wakes, where the penalization subdo-
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Figure 3.7: Impulsively started flow past a sphere at $Re = 1000$ simulated using $h = D/128$ and $\Delta \tau^* = 0.005$. (a) Time variation of the drag coefficient for the iterative scheme (---) and the non-iterative scheme (- - -). (b) Time variation of the $L_2$-norm of the velocity residual for the iterative scheme (---) and the non-iterative scheme (- - -).

main may be small compared to the full domain, it is cheaper to reduce the velocity residual of the penalization by performing iterations rather than by reducing the global time step of the simulation.

Qualitative comparison of perturbed flow at later stages

Following Ploumhans et al. (2002) and Mimeau et al. (2016), we calculate the variation in time of the drag and lift coefficient in the interval $\tau^* \in [0, 20]$ having applied a perturbation to the free-stream velocity that breaks the axisymmetry

$$U_y = \begin{cases} 
0.1 \sin(\pi \tau^* - 3) & \text{if } 3 < \tau^* < 4 \\
0 & \text{else}
\end{cases}$$

(3.32)

Due to the perturbation a vortical structure is shed in the near wake from $\tau^* = 10–14$ forming a complex 3D wake. This shedding causes significant variations in the force coefficients as shown in Fig. 3.9(a).

The force coefficients are found in good qualitative agreement with the results of Ploumhans et al. (2002) and Mimeau et al. (2016) cf. Fig. 3.9(a). In the current simulation, the magnitudes of the obtained coefficients are slightly higher and the two extrema of the drag coefficient time history at $\tau^* \simeq 10.3$ and $13.3$ are delayed as compared to Ploumhans et al. (2002), which is the same tendency seen in the results by Mimeau et al. (2016).

Ploumhans et al. (2002) further reported the maximum mesh Reynolds number ($Re_{h_{\text{max}}} = \|\omega| h^2/\nu\|_{\infty}$) as a diagnostic of the effective flow resolution in their simulation. The mesh Reynolds number in the present simulation is shown in Fig. 3.9(b). The figure shows that in present study the maximum mesh Reynolds number is at its maximum close to $\tau^* = 0$ due to the singularity occurring in the impulsively started flow. It rapidly decays to a value below 4 as the flow develops. Ploumhans et al. (2002) reported a maximum mesh Reynolds number increasing
Figure 3.8: Impulsively started flow past a sphere at $Re = 1000$ simulated using $h = D/128$ and $\Delta t^* = 0.005$. Decay of $L_2$-norm (solid lines) and $L_\infty$-norm (dashed lines) of the velocity residual within the solid body as function of the iteration number ($N_i$) tested at time step 1 ($t^* = 0$) (---), 200 ($t^* = 1.0$) (--) and 1000 ($t^* = 5.0$) (---).

from approximately 4 to 15–20 in their entire domain but approximately 3 in the boundary layer. The later is close to the present result since the grid resolution near the solid body is about the same.

It is reasonable to believe that the wake is better resolved in the present simulation as consequence of the uniform resolution. Ploumhans et al. (2002) used a reduced resolution in the far wake to gain computational efficiency.

The vortical structures of the flow may be identified from a rendering of the immediate vorticity magnitude at various times shown in Fig. 3.10. The structures observed at $t^* = 20$ in the present study appear more entangled than those reported by Ploumhans et al. Ploumhans et al. (2002). This may be due to a suppression of instabilities in the shed structure caused by the presumed coarser spatial resolution of the wake in that study.

The number of particles simulated increase from $\approx 2 \times 10^6$ to $\approx 7 \times 10^7$ in the current simulation, which is significantly more than the $\approx 4.6 \times 10^5$ to $\approx 2.3 \times 10^6$ particles that were used in the simulation by Ploumhans et al. (2002). The present simulation requires approximately 100 hours on 256 cores of the Intel Xeon E5640 processors.

### 3.4.2 Impulsively started flow normal to a disc at $Re = 500$

The impulsively started flow normal to a circular disc at $Re = 500$ is considered next. The setup is sketched in Fig. 3.11. The Reynolds number and non-dimensionless time, drag force we define respectively as

$$Re = \frac{UD}{\nu}, \quad t^* = \frac{tU}{D}, \quad C_D = \frac{F_x}{\frac{1}{2} \rho U^2 D^2},$$

where $D$ is the diameter of the disc. The thickness of the disk is $B = D/16$. Again the second order explicit Runge-Kutta scheme is applied for the advancement of particles and the extent of the domain is updated as in the sphere simulation. Simulations were performed for spatial
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Figure 3.9: Time variation of simulations diagnostics in the impulsively started and perturbed flow past a sphere at $Re = 1000$. (a): Drag coefficient (--) and lift coefficient (- -) from present study. Drag coefficient (---) and lift coefficient ( - -) from Ploumhans et al. (2002). Drag coefficient (-----) and lift coefficient (-----) from Mimeau et al. (2016). (b) Time variation of the maximum mesh Reynolds number.

resolution $h = D/128$ and $h = D/256$ corresponding to a disc thickness of 8 cells and 16 cells respectively.

Comparison of iterative and non-iterative scheme

The drag coefficient obtained for the disc flow is, unlike the sphere flow, significantly affected by the choice of penalization scheme. The drag coefficients obtained from the iterative and the non-iterative scheme using $\eta = 1$ and $h = D/256$ are compared in Fig. 3.12(a). The figure shows that the iterative scheme match the reference well, when using a time step of $\Delta t^* = 0.001$. Using the same time step the non-iterative scheme significantly overestimates the drag coefficient for $t^* < 0.2$, since this scheme requires several time steps to impose the boundary conditions accurately on the surface of the disc. This scheme requires a time step of $\Delta t^* = 0.0001$ to match the reference solution.

As in the simulation of the flow past the sphere, the iterative method impose a visibly accurate boundary condition from the first time step depending on the spatial resolution. This may be seen from the isocontours of the axisymmetric stream function shown in Fig. 3.13. It was observed that results obtained for $h = D/256$ complied better with the reference results as compared to $h = D/128$ independent of global time step and penalization scheme. We relate this to the additional degrees of freedom within disc where the penalization vorticity may be non-zero and to the reduced smoothing of the boundary at the higher resolution.

In this case the maximum residual velocity for the non-iterative scheme is $O(1)$ until $t^* = 0.1–0.5$ (not shown) whereas it is lower but still significant ($O(0.1)$) for the iterative scheme (cf. Fig. 3.13) using the criteria $\varepsilon = 0.05$ which require approximately 30 iterations per time step for both spatial resolutions.

However it is noted that the $L_2$-norm of the residual for the iterative scheme is at any time less than 0.004 which is not the case for the non-iterative scheme until after approximately 1000
Figure 3.10: Visualization of vorticity intensity ($|\omega D/U|$) at various times: (a) $t^* = 10$. (b) $t^* = 12$. (c) $t^* = 14$. (d) $t^* = 16$. (e) $t^* = 18$. (f) $t^* = 20$. 

Solid bodies
time steps at $t^* = 1$ when using a time-step of $\Delta t^* = 0.001$ as shown in Fig. 3.12(b).

It is observed that the maximum residual in the iterative scheme is located at the edges of the disc, where we see streamlines cross the solid boundary. The regularization applied when solving the Poisson equation ensures a smooth velocity field across the boundary, hence the edges of the solid is effectively rounded and one may expect a velocity residual here larger than elsewhere in the solid at any time. This area near the edge may be reduced by increasing the spatial resolution as may be seen in Fig. 3.14, which shows the isocontours of the axisymmetric stream function and the averaged velocity residual within the solid at time $t^* = 1.0$ for grid sizes $h = D/128$ and $h = D/256$.

Fig. 3.15 shows the rate at which the residual velocity within the solid decays with the iteration number ($k$). As for the impulsively started flow past the sphere, the asymptotic rate is around $-0.5$. The rate is steeper the first few iterations of the first time step because of the geometry in this case. So indeed it is possible to reduce the velocity level even further by increasing the number of iterations, but the rate at which the residual decays is slow.

3.4.3 Assessment of the need to modify the unbounded condition in truncated flow

Finally, we assess the necessity of modifying the unbounded boundary conditions for flows that are essentially not unbounded. This we do by considering a space-developing flow with wake truncation. In this case the flow with a free-stream velocity $U$ past a sphere of diameter $D$ and a Reynolds number of $Re = 300$. It is simulated in a finite domain as sketched in Fig. 3.16 with the non-iterative penalization scheme, as the iterations cannot be performed separately in this case.

It may be argued that in order to ensure a physical behavior of the velocity field at the interface of the domain, inlet and outlet conditions are required (Cocle et al., 2008; Chatelain et al., 2013). For the bluff body flows considered in this project, the appropriate condition would be to impose the free-stream velocity $U$ in the normal direction ($u \cdot n = U, \frac{\partial u}{\partial n} \cdot t = 0$)
at the domain inlet, where vorticity is clipped e.g. in case of non-zero turbulent intensity in the oncoming flow, with a “through-flow” condition at the outlet. The later ensures that structures leave the domain in the normal direction \((\mathbf{u} \cdot \mathbf{t} = 0, \frac{\partial \mathbf{u}}{\partial \mathbf{n}} \cdot \mathbf{n} = 0)\).

The inlet condition is enforced by imposing the image
\[
\omega_n^- = \omega_n^+, \quad \omega_t^- = -\omega_t^+.
\]  

(3.34)

Similarly the through-flow plane with zero tangential velocity is enforced by imposing the image
\[
\omega_n^- = -\omega_n^+, \quad \omega_t^- = \omega_t^+.
\]  

(3.35)

As described in Sec. 1.2 the use of both an inlet and an outlet condition, implies that the Poisson equation should be solved, not only with the two images cf. Eqs. (3.34)–(3.35), but with an infinite array of images. This is efficiently computed using a periodic Green’s function and a combination of DTTs for the convolution.

For various truncation lengths, solutions for entirely unbounded conditions are compared to solutions obtained with the inlet/outlet combination. A uniform mesh of spacing \(h = D/64\) and a time-step adapted according to \(C_{l,CFL} = 0.125\) is applied in all cases. With the Poisson solver a Gaussian kernel with \(m = 10\) and \(\alpha = 1.5\) is used. The Reynolds number and force coefficients are calculated as Eq. (3.27). Results in terms of force coefficients and Strouhal number \((St = fD/U)\) are given in Tab. 3.1. It may be seen that all results are quite similar and compares well with those found in the literature. The evolution of the force coefficients has been plotted in Fig. 3.17 for the unbounded and the bounded solution for the cases with \(x_{outlet} = 12D\).

The immediate vorticity every quarter period of single shedding cycle has been compared to that of Ploumhans et al. (2002) for the bounded simulation in Fig. 3.18–3.18. Also, an illustration of the 3D structures at \(tU/D = 200\) is given in Fig 3.20.
Figure 3.13: Impulsively started flow normal to disc at $Re = 500$ at $t^* = 0^+$. Isocontours of the stream function in 10 logarithmically spaced levels in the interval $[-1, 1]$ and indication of velocity residual within disc averaged in polar direction (grayscale). Zoom of the disc tip shows the maximum velocity residual is localized at the upstream edge, where streamlines may be seen to cross the interface. (a) Solution for spatial resolution $h = D/128$. (b) Solution for spatial resolution $h = D/256$. 
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Figure 3.14: Impulsively started flow normal to disc at \( Re = 500 \) at \( t^* = 1 \). Isocontours of the stream function in 10 logarithmically spaced levels in the interval \([-1, 1]\) (---) and indication of velocity residual within disc averaged in polar direction (grayscale). Zoom of the disc tip shows the maximum velocity residual is localized at the upstream edge, where streamlines may be seen to cross the interface. (a) Solution for spatial resolution \( h = D/128 \). (b) Solution for spatial resolution \( h = D/256 \).

Figure 3.15: Impulsively started flow normal to a disc at \( Re = 500 \) simulated using \( h = D/256 \) and \( \Delta t^* = 0.001 \). Decay of \( L_2 \)-norm (solid lines) and \( L_\infty \)-norm (dashed lines) of the velocity residual within the solid body as function of the iteration number (\( k \)) tested at time step 1 (\( t^* = 0 \)) (●) 200 (\( t^* = 0.2 \)) (●●) and 1000 (\( t^* = 1.0 \)) (●●●).
The results imply that the simplified model using unbounded conditions give acceptable results for truncated bluff body flows. One explanation of this, is that the use of the regularized Green’s functions ensures a smooth velocity field, even where vorticity is clipped.

Because the DTT method, which was used in this example, is not applicable to account for other images than those that are reflections of the mesh vorticity about the mesh boundaries, the vorticity splitting cf. Eq. (3.8) is not easily used with doubly bounded conditions. A doubly bounded direction used with the vorticity splitting would require constructing a doubly bounded Green’s function by explicit summation (Cottet and Koumoutsakos, 2000; Hejlesen, 2016) when solving the Poisson equation on penalization subdomain. Alternatively, a contribution from a sum of shifted multipole expansions corresponding to the array of images, could be added to an unbounded solution, in a manner ala Kabadshow (2012) for the FMM method. The later would however greatly increase the complexity of the algorithm and has not been pursued.

3.5 Summary

A 3D iterative Brinkman method for accurate simulation of unsteady flows was presented. The work is based on the 2D method proposed by Hejlesen et al. (2015a).

The method was validated for the impulsively started flow past a sphere at Re = 1000. The iterative scheme produces a vortex sheet at the first time-step of the simulation (t* = 0+) that agrees with the exact potential flow solution. At later stages the unsteady force coefficients obtained were found to be comparable to results obtained by Ploumhans et al. (2002) and Mimeau et al. (2016) using a boundary element method in a vortex particle method and vortex penalization method respectively.

The impulsively started flow normal to a circular disc of finite thickness at Re = 500 was also considered and found to be a challenging problem for the Brinkman penalization method due to the geometry having the majority of its surface area orientated normal to the free-stream. This introduces a delay in the enforcement of the solid boundary condition for the non-iterative
Figure 3.17: Time history of force coefficients for \( x_{\text{outlet}} = 12 \) with condition in \( x \)-direction as unbounded (---) inlet/outlet (-----) (a) drag coefficient. (b) lift coefficient.

### Table 3.1: Results obtained for simulations with different boundary conditions in the \( x \)-direction and measured in the interval \( tU/D \in [100; 200] \) in terms of mean force coefficients (\( \bar{C}_D, \bar{C}_L \)), lift coefficient oscillation amplitude (\( \Delta C_L = \frac{1}{2}(C_{L_{\text{max}}} - C_{L_{\text{min}}}) \)) and dimensionless shedding frequency identified from the lift signal. Also results from the literature are presented.

<table>
<thead>
<tr>
<th>Boundary Condition</th>
<th>( x_{\text{outlet}} )</th>
<th>( \bar{C}_D )</th>
<th>( \bar{C}_L )</th>
<th>( \Delta C_L )</th>
<th>( \text{St} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>unbounded</td>
<td>( 6D )</td>
<td>( 6.74 \times 10^{-1} )</td>
<td>( -6.8 \times 10^{-2} )</td>
<td>( 1.8 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>unbounded</td>
<td>( 8D )</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.8 \times 10^{-2} )</td>
<td>( 1.7 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>unbounded</td>
<td>( 12D )</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.8 \times 10^{-2} )</td>
<td>( 1.8 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>inlet/outlet</td>
<td>( 6D )</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.7 \times 10^{-2} )</td>
<td>( 1.9 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>inlet/outlet</td>
<td>( 8D )</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.7 \times 10^{-2} )</td>
<td>( 2.0 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>inlet/outlet</td>
<td>( 12D )</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.7 \times 10^{-2} )</td>
<td>( 1.9 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>Johnson and Patel (1999)</td>
<td>-</td>
<td>( 6.56 \times 10^{-1} )</td>
<td>( -6.9 \times 10^{-2} )</td>
<td>( 1.6 \times 10^{-3} )</td>
<td>0.137</td>
</tr>
<tr>
<td>Mimeau et al. (2016)</td>
<td>-</td>
<td>( 6.73 \times 10^{-1} )</td>
<td>( -6.6 \times 10^{-2} )</td>
<td>( - )</td>
<td>0.133</td>
</tr>
<tr>
<td>Ploumhans et al. (2002)</td>
<td>-</td>
<td>( 6.83 \times 10^{-1} )</td>
<td>( -6.1 \times 10^{-2} )</td>
<td>( 1.4 \times 10^{-2} )</td>
<td>0.135</td>
</tr>
<tr>
<td>Tomboulides and Orszag (2000)</td>
<td>-</td>
<td>( 6.71 \times 10^{-1} )</td>
<td>( - )</td>
<td>( - )</td>
<td>0.136</td>
</tr>
</tbody>
</table>
Figure 3.18: Isocontours of $\omega_z$ in the $xy$-plane ($z = 0$) for the flow past a sphere at $Re = 300$ plotted every quarter period. Comparison between Ploumhans et al. (2002) (right) and present results (left). Levels are the same as in Ploumhans et al. (2002).
Figure 3.19: Isocontours of $\omega_x$ in the $xz$-plane ($z = 0$) for the flow past a sphere at $Re = 300$ plotted every quarter period. Comparison between Ploumhans et al. (2002) (right) and present results (left). Levels are the same as in Ploumhans et al. (2002).
Figure 3.20: Instantaneous vorticity structures identified by the $Q$-criterion (Wray et al., 1988) at time $tU/D = 200$ for solution with $x_{\text{outlet}} = 12$ and inlet/outlet boundary conditions.

scheme. This is a consequence of the lack of global coupling otherwise imposed by the elliptic kinematic relation between vorticity and velocity. The iterative Brinkman method accounts for this and has been found to produce a time variation of the simulated drag coefficient in agreement with a reference solution using a time step that is five to ten times larger than what is required with the corresponding non-iterative scheme.

We note that at times away from the impulsive start the iterative and non-iterative solutions are comparable in the presented cases, thus the benefit of the iterative process on the solution is negligible at these time stages.
Chapter 4

Multiresolution

Parts of this chapter were prepared for a presentation at the ECCOMAS conference 2016 entitled “Simulation of bluff-body flows using iterative penalization in a multiresolution particle-mesh vortex method” (Spietz et al., 2016).

It is relatively simple to solve the Poisson equation (Eq. (1.1)) on a uniform grid using the Fourier based convolution approach with an appropriate Green’s function and the technique by Hockney and Eastwood (1988). When the charge of the problem has a sparse spatial distribution in the computational domain, this procedure becomes expensive as all regions have to be resolved on the same uniform mesh. In this work we adopt a method based on a multilevel decomposition of the potential (or any derivative of it) using a hierarchy of nested uniform meshes to achieve local refinement.

4.1 Multilevel decomposition

A hierarchy of nested meshes is defined from a base mesh with spacing $h_0$, that spans the entire computational domain as sketched in Fig. 4.1. Each level ($l$) is associated with a set of particles and a uniform mesh with spacing

$$h_l = \frac{1}{2^l} h_0.$$  \hfill (4.1)

The solver is inspired by the particle-particle particle-mesh (P3M) approach by Hockney and Eastwood (1988), where the solution is separated into a short-range part computed directly from particle-particle interaction and a smooth long-range part computed on a uniform mesh using FFT. The P3M method was extended to the adaptive particle-particle particle-mesh (AP3M) by Couchman (1991). Here, the short-range part is further separated into a number of band-limited components dependent on the local resolution requirement. These are then solved for using a hierarchy of meshes to minimize the number of particles in the direct summation.

In this case a purely mesh-based computation of the potential (or any of derivative of it) is decomposed into a sum of band-pass filtered solutions, which are defined using a smoothing function ($S$)

$$\Psi = \Psi_0 + \sum_{l=1}^{l_{\text{max}}} \Psi_l = \left( G_0 + \sum_{l=1}^{l_{\text{max}}} G'_l \right) \ast \omega$$ \hfill (4.2)

with $\widehat{G}_0 = \frac{\widehat{S}_0}{k'^2}$ and $\widehat{G}'_l = \frac{\widehat{S}_l - \widehat{S}_{l-1}}{k'^2}$. \hfill (4.3)
$G'_l$ is the Green’s function for the band of scales between the two smoothing functions $S_l$ and $S_{l-1}$. Following Hejlesen and Walther (2016) the smoothing functions are here taken as the high order, moment conserving filters (Eq. (1.23)) used to obtain regular solutions to the Poisson equation. Hence a base level Green’s function and $(G_{0,m})$ refinement Green’s function $(G'_{l,m})$ of order $m$ are defined for mesh refinement by a factor of 2 as

$$
\hat{G}_{0,m} = \frac{\zeta_m(\sigma k)}{k^2} \quad \text{for} \quad \sigma = \alpha h_0, \quad (4.4)
$$

$$
\hat{G}'_{l,m} = \frac{\zeta_m(\sigma k) - \zeta_m(2\sigma k)}{k^2} \quad \text{for} \quad \sigma = \alpha h_l. \quad (4.5)
$$

Eqs. (4.4)–(4.5) may be used obtain solutions $(\Psi'_l)$ level-by-level from which the full solution may be reconstructed cf. Eq. (4.2). The advantages of this approach are:

1. The refinement Green’s function (Eq. (4.5)) is compact, i.e. it has short-range; a point charge only induce a non-zero potential in a finite radius. This limited radius reduce the amount of zero-padding and overlap with other meshed required when obtaining a solution.

2. For the same reason far field conditions imposed by the method of images require only that the immediate neighbors are taken into consideration.

The 3D refinement Green’s function for $m = 4$ and $\alpha = 1.0$ has been plotted in Fig. 4.2(a). The compactness of the refinement kernel depends on the normalization parameter $\alpha$ as shown in Fig. 4.2(b). A smaller $\alpha$ implies a faster decay of the real-space function. By choosing $\alpha$ too low, the real-space function may become underresolved when sampled on the mesh introducing alias errors, which are associated with a break down of the convergence rate as demonstrated in Hejlesen et al. (2015b). The optimal $\alpha$ is a compromise between accuracy and efficiency.
Figure 4.2: (a) Regularized free-space Green’s functions for $m = 4$ and $\alpha = 1.0$: Regularization as $\sigma = \alpha h$ (---), regularization as parent level $\sigma = 2\alpha h$ ( - - ) and the difference the two corresponding to the refinement Green’s function (-----). (b) Decay of various refinement functions $m = 2$ (---), $m = 4$ ( - - ) and $m = 10$ (-----) for $\alpha = 1.0$ (---), $\alpha = 1.5$ ( - - ) and $\alpha = 2.0$ (-----).


\section*{Multiresolution}

\subsection*{4.2 Mesh-to-mesh interpolation between levels}

The approach in practice implies that additional operators must be defined, to transfer data up and down in the mesh hierarchy. These add algorithmic complexity to the method and the properties of these operators affect the global accuracy of the method not only in transition regions between different meshes, but also in the interior regions.

A coarsening operator \((D)\) is required

\begin{equation}
\omega_{l-1} \approx D_{l \rightarrow l-1} \{\omega_l\},
\end{equation}

to take a mesh field (the right-hand-side of the Poisson equation i.e. the vorticity) from level \(l\) to \(l-1\) as the vorticity will be evolved on the finest mesh available at any given spatial location but is needed also on the lower levels, when solving the Poisson equation.

Similarly, when reconstructing the full (regularized) potential at level \(l > 0\) cf. Eq. (4.2) a lifting operator \((U)\) is required

\begin{equation}
\Psi_l = \Psi_0 + \sum_{i=1}^{l} \Psi'_i \approx U_{l \rightarrow l+1} \{\Psi_{l-1}\} + \Psi'_l.
\end{equation}

The process of mesh field coarsening is a two step operation consisting of (1) low-pass filtering the input sequence and (2) down-sampling the filtered sequence at a reduced rate. Low-pass filtering before sample rate reduction is required to suppress aliasing (Crochiere and Rabiner, 1981). Similarly, when up-sampling a sequence, images of the Fourier coefficients due to the periodicity of these, will be present in the output sequence (Crochiere and Rabiner, 1981). Subsequent, low-pass-filtering is required to supress imaging.

The ideal discrete low-pass filter is not compact in real-space and hence impractical to use to achieve local refinement. In stead the interpolation filters also used for particle-mesh interpolation (Eqs. (2.10)–(2.12)) are considered in the current work. These are compact (in real-space) approximations to the ideal discrete low-pass filter with spectra shown in Fig. (2.2)(b). The degree of smoothness i.e. the number of continuous derivatives of the real-space function determines how fast the Fourier coefficients decay. The lack of flatness of the Fourier coefficients within the band-pass region can be amended for by including the additional smoothing in the refinement operator using the Fourier transform of the discrete interpolation functions as

\begin{equation}
\hat{G}'_{l,m} = \frac{\hat{\zeta}_m(\sigma k)}{k^2} - \sum_n \tilde{W}(2k_n)^2 \hat{\zeta}_m(2\sigma k)
\end{equation}

for \(\sigma = \alpha h_l,\ k_n = k + n2\pi/h_l,\ n \in \mathbb{Z}^3\).

Although the modal-coupling imposed by down-sampling and up-sampling (aliasing and imaging) does not imply a loss of information, it is not simple to amend for these errors e.g. by modifying \(G'\). For the summation in Eq. (4.8) only indices \(n = [-1, 0, 1]^3\) are included as the imaging and aliasing error were observed to dominate for high order interpolation.

\subsection*{4.3 Convergence test of the multilevel Poisson solver in 1D}

Using \(m = 4\) and \(\alpha = 1.0\) for the Gaussian functions cf. Eq. (1.23) in Eq. (4.8) for multilevel decomposition and 6 ghost cells, the unbounded Poisson equation is solved for the right hand
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Figure 4.3: Setup for convergence test in 1D: The test function \( f \) (–––) and also indication of a multiresolution mesh with cell centers (○). Vertical lines (---) indicate the interface between mesh levels.

The side constructed from the test function

\[
\begin{align*}
    u_{\text{ana}}(x) &= \begin{cases} 
    \exp\left( e \left[ 1 - \frac{1}{1-x^2} \right] \right) & \text{for } |x| < 1 \\
    0 & \text{for } |x| \geq 1.
    \end{cases} 
\end{align*}
\]

(4.10)

as \( f = -\nabla^2 u_{\text{ana}} \). The right-hand-side has been plotted in Fig. 4.3 with an indication of a multiresolution mesh. The \( L_2 \)-norm of the error

\[
\text{error}(x) = u(x) - u_{\text{ana}}(x)
\]

(4.11)

is plotted in Fig. 4.4. The convergence of the error is restricted to \( O(h^2) \), \( O(h^3) \), \( O(h^4) \) for interpolation by \( M_2 \), \( M'_4 \) and \( M_6^* \) respectively. The distribution of the error for the coarsest mesh considered has been plotted in Fig. 4.5 for interpolation using the three different functions. It is notable to observe that the error does not go to zero away from the center of the \( f \) distribution, which is significant for the lower order interpolation. This is because the zero moment is not exactly conserved, when re-sampling \( f \) by down-sampling. This is also discussed in the next section. For \( M_2 \) this error dominates, whereas for \( M'_4 \) a smooth oscillating error in the coarse regions is also significant, which is related to the regularization. A high frequency error is observed in the refinement region due to mesh-to-mesh interpolation. If the \( M_6^* \) function is used the high frequency error from aliasing and imaging decay with the same rate as the filter function \( (m = 4) \), and is not dominating.
Figure 4.4: $L_2$-norm of error for the multilevel poisson solver with $m = 4$ and $\alpha = 1.0$ and $M_2$ interpolation (→) $M'_4$ interpolation (→) $M'_6$ interpolation (→). Also indicated order of convergence from top to bottom: $O(h^2)$, $O(h^3)$, $O(h^4)$ (→).

Figure 4.5: Multilevel poisson solver for $m = 4$ and $\alpha = 1.0$ and mesh-to-mesh interpolation with $M_2$ (top), $M'_4$ (middle), $M'_6$ (bottom). Vertical lines indicate the interface between mesh levels.
4.4 Multilevel particle-strength redistribution

A multiresolution particle-method also requires a particle-strength redistribution scheme, which is explained using the same two level example as for the Poisson convergence test. A combined set of particles representing the two mesh levels has been illustrated in Fig. 4.6(a). Redistribution of the particle-strength onto the non-uniform grid is done in two steps:

1. Level wise, the strength of particles and ghosts particles whose volume correspond to the cell volume on the mesh at the current level, is redistributed onto interior- and ghost cells using classic particle-mesh interpolation with the $M'_4$ kernel, as illustrated in Fig. 4.6(b).

2. The ghost layers are populated by mesh-to-mesh interpolation by coarsening and lifting of the vorticity at higher- and lower levels respectively as illustrated in Fig. 4.6(c). Ghost particles are created by re-meshing the ghost regions at the first stage of every time step, for consistent particle-mesh interpolation at the subsequent stages and at the first stage of the following time-step. In order to transfer correctly a particle from one level to another, the ghost region must have a certain width relative to size of the time-step, which impose a CFL like condition (we refer readers to Rasmussen et al. (2011) for further details).

It should be noted that this redistribution scheme favors smoothness of the interpolated fields over exact moment-conservation as the overlapping interpolation is not conservative at the interfaces. This could be improved by correcting the stencil of the discrete interpolation operator near the interface as done by Rossinelli et al. (2011) for average interpolation wavelets. However, the operators considered here are wider than those used with wavelet adapted multiresolution, which makes the correction quite complex. This has not been studied further, as exact momentum-conservation would also involve the correction of vorticity-fluxes.

We test the error on the redistribution of the particle set and on the derivatives of the redistributed variables approximated with fourth order centered finite-differences. The particle-strengths are obtained from the test function Eq. (4.10). The error on the mesh field and its two first derivatives with respect two the analytic solution have been plotted on Fig. 4.6. It may be seen that the mesh-to-mesh interpolation scheme produce an additional error in the ghost regions. This error may be reduced by applying a scheme based on mesh-to-mesh interpolation with $M'_6$ when using $M'_4$ for particle-mesh interpolation on the individual levels, but this has small effect on the error of the derivatives. It is observed that the error on the derivatives computed from the redistributed field converge with mesh refinement, but at a reduced rate as compared to $O(h^3)$. As seen in Fig. 4.8 for this problem the rate is $O(h^{2.5})$ and $O(h^{1.5})$ for the first and second derivative respectively when using mesh-to-mesh interpolation with $M'_4$ and $M'_6$ and $O(h^{1.5})$ and $O(h^{0.5})$ when using mesh-to-mesh interpolation with $M_5$. Redistribution is in the following carried out using $M'_4$ for both particle-mesh interpolation and mesh-mesh interpolation.

4.5 Remarks on the implementation

The proposed method is implemented for predefined local refinement and time marching is done using a global time-step for simplicity.
Figure 4.6: Redistribution of particle strength onto a mesh with a single refinement region. The unfilled markers represent ghost particles or ghost mesh points. (a) The combined mesh and set of particles for both levels (excluding ghost particles and ghost cells). (b) Level wise particle redistribution on meshes. (c) Mesh-to-mesh interpolation to populate mesh points in ghost regions. Ghost particles are subsequently created by re-meshing of the ghost regions.
Figure 4.7: (a) Redistribution error, $\text{error} = u - u_{\text{ana}}$ on mesh (interior and ghosts cells): $l = 0$ (→) $l = 1$ (....). (b) Error on derivatives on mesh (interior only): $\text{error} = \left( \frac{d u}{d x} - \frac{d u}{d x}_{\text{ana}} \right) h$ (→) and $\text{error} = \left( \frac{d^2 u}{d x^2} - \frac{d^2 u}{d x^2}_{\text{ana}} \right) h^2$ (....) From top to bottom mesh-to-mesh interpolation by $M_2$, $M'_4$ and $M^*_6$. Vertical lines indicate the interface between mesh levels.

Figure 4.8: $L_2$-norm of the error on multilevel redistribution with $M^*_4$ used for particle to mesh interpolation and mesh-to-mesh interpolation by $M_2$ (→), $M'_4$ (→) $M^*_6$ (→). Line types indicate: Error on first order derivative (→), error on the second order derivative (- -) and order of convergence from top to bottom as $O(h^{0.5})$, $O(h^{1.5})$, $O(h^{2.5})$ (....).
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The procedure is implemented by level wise applying the single level parallel solution procedure; all processes contain a single subdomain of each mesh on every level (a patch). Subdomains belonging to a single processor are not necessarily overlapping. This hinders patches from being arbitrarily small and sparsely distributed over the computational domain. Further, the communication overhead when interpolating mesh fields between levels may be high for this reason. An efficient parallel decomposition as a block-structured multilevel mesh layout, as commonly used with adaptive mesh refinement (AMR) (Berger and Colella, 1989), would be an obvious improvement of the method. This would allow local adaptivity, as smaller mesh-blocks can dynamically be selected for refinement or coarsening. Further, it would allow preservation of the data for interpolation on the same processor, thereby minimizing inter-processor communication. By taking advantage of the compactness of the refinement kernel, the Poisson equation may further be solved sequentially for each subdomain on levels \( l > 0 \). This is practical if the overlap can be kept at 4-6 cells, especially when taken into consideration, that the global data mapping associated with the FFT convolution will no longer be required. We note that such parallel implementations for particle dynamics already exist e.g. ENZO by Bryan and et. al (2014). An adaptation of the current method into such framework would indeed be possible (see a similar solver for cosmology simulations by Passy and Bryan (2014)).

4.6 Verification of the combined procedure

To test the combined procedure of multilevel Poisson solver and multilevel redistribution of particle vorticity we consider the Taylor-Green Vortex in a triple-periodic cuboid domain of side length \( L \) with initial condition as

\[
\omega_x = -\frac{2\pi}{L} U \cos\left(\frac{2\pi}{L} x\right) \sin\left(\frac{2\pi}{L} y\right) \sin\left(\frac{2\pi}{L} z\right) \quad (4.12)
\]

\[
\omega_y = -\frac{2\pi}{L} U \sin\left(\frac{2\pi}{L} x\right) \cos\left(\frac{2\pi}{L} y\right) \sin\left(\frac{2\pi}{L} z\right) \quad (4.13)
\]

\[
\omega_z = \frac{4\pi}{L} U \sin\left(\frac{2\pi}{L} x\right) \sin\left(\frac{2\pi}{L} y\right) \cos\left(\frac{2\pi}{L} z\right) \quad (4.14)
\]

We use length scale \( \frac{L}{2\pi} \) and velocity scale \( U \) to define a Reynolds number as

\[
\text{Re} = \frac{U \frac{L}{2\pi}}{\nu}. \quad (4.15)
\]

The evolution of the initial condition cf. Eq. (4.12) is simulated for \( \text{Re} = 200 \) in a single resolution setup with mesh spacing \( h/L = 96 \) and a setup with single refinement level such that \( h_0/L = 96, h_1/L = 192 \), where the refinement is located as indicated Fig. 4.9. For comparison both simulations are performed using Gaussian regularization functions for \( m = 4 \) and \( \alpha = 1.0 \) with the Poisson solver and third order Runge-Kutta time-step scheme with time-step size adapted with \( C_{\text{CFL}} = 0.125 \). The overlap region on the refinement patch is 6 cells wide, which has been found sufficient in 3D.

The large scale initial condition develops into smaller scales localized on two parallel planes (see Fig. 4.9). The evolution is associated with an increase in the enstrophy (not shown) and an
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Figure 4.9: Instantaneous vorticity magnitude obtained from multiresolution simulation of Taylor Green Vortex at \( Re = 200 \) with refinement region indicated as the box in the center of the domain. (a) \( |\omega|U/L \in [2; 12] \) (from blue to red) at \( tU/L = 0.0 \) (b) \( |\omega|U/L \in [8; 32] \) (from blue to red) at \( tU/L = 6.3 \).

increased rate of dissipation of kinetic energy \( (E) \). The two shear layers intersect the refinement region, hence the simulation should be sensitive to errors on the interfaces. It is seen from Fig. 4.10(a) that the multiresolution simulation produces a solution that compares equally well with the reference solution by Brachet et al. (1983) as the single resolution does in terms of rate of change of the kinetic energy.

A measure of numerical dissipation may be obtained by comparing the theoretical viscosity to the mean simulated viscosity defined as (Saffman, 1992)

\[
\nu_{\text{eff}} = \frac{1}{\frac{\mathcal{E}}{dt}},
\]

where \( \Omega \) is the enstrophy \( (\mathcal{E} = \int \omega \times \omega \, dV) \).

From Fig. 4.10(b) it is seen that the multiresolution setup results in numerical dissipation that is slightly higher but around the same magnitude (0–1%) as for a single resolution level.

Note that vorticity is re-projected onto a divergence-free field every 5\(^{th}\) time-step which is reflected as an oscillating behavior of the simulation diagnostics, especially the effective viscosity. Also, the numerical dissipation is at times negative, which may be related to the energy being computed from filtered velocities and therefore it is underestimated relative to the enstrophy.

4.7 Multiresolution simulation of the flow past a circular cylinder at \( Re = 400 \)

The circular cylinder is a challenging flow to simulate even at relatively low Reynolds numbers with a VPM method. An accurate prediction of the separation point requires a well resolved interface, especially using the Brinkman penalization technique because of the mollification ef-
Figure 4.10: Comparison of diagnostics obtained from single- and multiresolution simulation of Taylor Green Vortex at Re = 200. (a) Rate of change kinetic energy from simulation with uniform resolution (h/L = 96) (—), simulation with the same base resolution (h₀/L = 96) using a single level of refinement (— - ) and simulation from Brachet et al. (1983) ( - - - ) . (b) Relative error on effective viscosity from simulation with uniform resolution (h/L = 96) (—) and simulation with the same base resolution (h₀/L = 96) using a single level of refinement (— - ).

The 3D flow has also been simulated with a vortex-particle method by Cottet and Poncet (2003); Poncet (2004) at Re = 300 and 400, who applied a Poisson solver with Dirichlet conditions on a body-fitted O-grid, coupled with a panel-diffusion approach to cancel slip velocity at the interface. The impact of truncating the wake at a fixed outer radius, where the free-stream velocity is enforced, was rigorously clarified by Cottet and Poncet (2003) for the 2D flow. Homogeneous convergence of force coefficients and Strouhal number was observed, and a domain truncation about 6 diameters downstream the cylinder was found to be sufficient for acceptable results.

4.7.1 Setup

A section of the cylinder with length \( L_z = 4.125D \) is simulated in the current using the multiresolution approach with mixed periodic and free-space conditions. \( L_z \) corresponds to about 5 times the principal wave length \( (\lambda_z) \) of the principal mode associated with the transition to 3D flow at this Re. The wave length was reported in Barkley and Henderson (1996) as \( \lambda_z/D = 0.82 \) and Poncet (2004) as \( \lambda_z/D = 0.79 \). In the stream wise direction (x) the computational domain extends 8D downstream from the cylinder. The height of the domain (y-direction) is adapted to the immediate vorticity field every 25 time step. 2 nested refinement patches are applied to have
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Figure 4.11: Multi resolution setup for simulation of flow past a circular cylinder with \( h_0 = D/32 \), \( h_1 = D/64 \) and \( h_2 = D/128 \). The domain length in the transverse direction is \( L_z = 4.125D \).

sufficient resolution of the solid interface. In this case we found from a prior 2D studies that a mesh resolution of \( h = D/128 \) resulted in converged results in terms of the force coefficients and Strouhal number (not presented). The mesh resolution is gradually decreased downstream the cylinder using the patch configuration sketched in Fig. 4.11. Moreover, the Reynolds number based on the free stream velocity is \( Re = U/D/\nu = 400 \), corresponding to that of Poncet (2004).

For the advancement of particles a second order Runge-Kutta scheme with constant time-step \( \Delta t U/D = 0.005 \), to satisfy the constraint due to diffusion cf. Eq. (2.18). The Poisson solver used is for \( m = 10 \) and \( \alpha = 1.5 \), hence to be conservative a large buffer region of 16 cells was used for the refinement patches.

The vortex shedding is initialized artificially by ramping the direction of the free stream, with respect to horizontal, from \( 45^\circ \) to \( 0^\circ \) within the first 2 time units of the simulation.

4.7.2 Results

The dimensionless force coefficients are defined as

\[
C_D = \frac{F_x}{\frac{1}{2} \rho U^2 D L_z}, \quad C_L = \frac{F_y}{\frac{1}{2} \rho U^2 D L_z}.
\]  

(4.17)

The forces obtained with Eq. (3.21), Eq. (3.25) and the momentum equation from Noca et al. (1999) in a 2D study, are compared in Fig. 4.12. It may be seen that the forces obtained with Eq. (3.21) and Eq. (3.25) cannot be distinguished from each other, whereas the drag force obtained with the control volume formulation deviates slightly. This is likely since it involves the partial derivatives of the velocity field calculated by finite difference approximations. The deviation between the three expressions is insignificant and it may be concluded that Eq. (3.25) is able to give just as reliable an estimate as the two other formulations. Furthermore, it is valid in 3D and is thus used in the following. The force obtained in the 3D simulation has been plotted in Fig.4.13(a). At about \( tU/D = 40 \) a harmonic signal is observed which is associated with the 2D oscillatory flow. The flow transitions into the 3D at about \( tU/D = 100 \) as seen
Figure 4.12: Drag and lift coefficient obtained with Eq. (3.21) (→), Eq. (3.25) (↔) and the momentum equation from Noca et al. (1999) (→→) in 2D simulation of flow past a circular cylinder at Re = 400: (a) Drag. (b) Lift.

<table>
<thead>
<tr>
<th>2D</th>
<th>3D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current study</td>
<td>1.414 0.22 ± 0.01</td>
</tr>
<tr>
<td>Henderson (1995)</td>
<td>1.414 0.2198</td>
</tr>
<tr>
<td>Cottet and Poncet (2003)</td>
<td>1.408 0.2237</td>
</tr>
</tbody>
</table>

Table 4.1: Mean values of force coefficients and Strouhal number for flow past a circular cylinder at Re = 400.

from the signals and stabilizes around tU/D = 125 as also seen from the immediate vorticity field at various times plotted in Fig. 4.14. Mean values and Strouhal numbers (St = fD/U) for the two distinctive phases are given in Tab. 4.1. The currently obtained mean drag coefficient deviates by less than 0.5% from the results of Henderson (1995) and Cottet and Poncet (2003) and the deviation of the Strouhal number may be larger (0–6% in 2D and 0–24% in 3D) because of the uncertainty of this estimate due to a finite number of shedding cycles sampled.

The degree of three-dimensionality of the flow is quantified using the transverse enstrophy defined as

$$\mathcal{E}_\perp = \frac{1}{2} \int (\omega_x^2 + \omega_y^2) \, dV.$$  \hspace{1cm} (4.18)

As seen Fig. 4.13(b) the transverse enstrophy grows exponentially before saturation is reached at about tU/D = 110. The growth rate 1/b obtained from regression with the expression a exp (btU/D) to the exponential region is b = 1.51. This is only 4% higher than the value (b = 1.45) observed by Poncet (2004). The main growth mode is identified from the peak in axial energy spectrum plotted in Fig. 4.13(c). The wave length of the mode is seen to be λz/D = 0.825 which deviates also about 4% from λz/D = 0.79 reported in Poncet (2004). The minor deviation is likely a consequence of the different span wise domain sizes (Lz = 6.28D in Poncet (2004)). The profile of the transitional mode has been compared to that obtained by Poncet (2004) in Fig. 4.15. The two profiles are also very similar. For this simulation on average 20
iterations were used per time step and the number of particles varied from an average of $60 \times 10^6$ during the 2D stages to about $90 \times 10^6$ during the 3D stages.

4.8 Summary

A multiresolution vortex-particle mesh method based on a multilevel decomposition of the potential has been introduced and its consistency verified. The refinement Green’s functions used, with the multiresolution Poisson solver, are compact. By choosing $\alpha$ sufficiently small the method may be used with an overlap region small enough for practical applications. Moreover, it was demonstrated that the multiresolution approach could be combined with the iterative penalization technique to simulate bluff body flow. This was done for the circular cylinder at $Re = 300$ and a combination of free-space and periodic boundary conditions. Reliable results were obtained hereby, both in terms of force coefficients and in terms of the topological structure of the vortex wake and growth-rate of the primary mode of the transition. The main challenge of the multiresolution method is the use of multilevel reconstruction by interpolation, which impose an additional restriction on the accuracy of the regularized Poisson solver. The smoothing error associated with interpolation is explicitly accounted for using the modification Eq. (4.8), but aliasing and imaging artifacts prevail. Further, work would consist of identifying more optimal interpolation schemes that suppress aliasing and imaging more than the particle-mesh interpolation functions are able to.
Figure 4.13: Flow past a circular cylinder at Re = 400: (a) Evolution of drag coefficient (---), and lift coefficient (—) also indication of mean drag in 2D and 3D phase of the flow (---). (b) Evolution of transverse enstrophy (—) and $a \exp \left( \frac{tU}{bD} \right)$ with $b = 1.51$ (---). (c) Spectrum of transverse energy at $tU/D = 70$ (---), $tU/D = 110$ (---), $tU/D = 180$ (---) and indication of $\lambda_z/D = 0.825$ (---).
Figure 4.14: Isocontours of the immediate vorticity magnitude from blue to red $|\omega|D/U = [2, 4, 6, 8]$ at various times: (a) $tU/D = 70$ (top-view). (b) $tU/D = 110$ (top-view). (c) $tU/D = 180$ (top-view). (d) $tU/D = 110$ (side-view).

Figure 4.15: Isocontours of the spectral profile, $|\hat{u}(x,y,k_z)|^2$: (a) current study for $\lambda_z/D = 0.825$. (b) Poncelet (2004) for $\lambda_z/D = 0.79$. 
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Chapter 5

Large eddy simulation

Parts of this chapter were prepared for a presentation at the APS conference 2017 entitled “A regularized vortex-particle mesh method for large eddy simulation” (Spietz et al., 2017b).

5.1 Modeling

A large eddy simulation approximates a solution to a spatially low-pass filtered variant of the governing equations. The solution is expressed in terms of the filtered variables. By denoting a filtered dependent variable \( f \) the result of a convolution with the filter kernel \( \zeta \) of width \( \Delta \)

\[
\tilde{f}(x, \Delta, t) = f * \zeta = \int_{-\infty}^{\infty} \zeta(x - x', \Delta) f(x', t) \, dx'.
\] (5.1)

and assuming commutation of the filter and the derivative operator, applying the filter to the momentum equation of the Navier-Stokes equation yields

\[
\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial \tilde{u}_i \tilde{u}_j}{\partial x_j} = - \frac{\partial \tilde{p}}{\partial x_i} + \nu \frac{\partial^2 \tilde{u}_i}{\partial x_j^2}. \tag{5.2}
\]

Eq. (5.2) may be rewritten in terms of scales that are conserved by the filter (resolved scales) and a tensor \( \tau_{ij} \) that depends also on scales removed by the filter (unresolved scales)

\[
\frac{\partial \tilde{u}_i}{\partial t} + \frac{\partial \tilde{u}_i \tilde{u}_j}{\partial x_j} = - \frac{\partial \tilde{p}}{\partial x_i} + \nu \frac{\partial^2 \tilde{u}_i}{\partial x_j^2} - \frac{\partial \tau_{ij}}{\partial x_j}. \tag{5.3}
\]

\[
\tau_{ij} = \tilde{u}_i \tilde{u}_j - \bar{u}_i \bar{u}_j. \tag{5.4}
\]

To close the system Eq. (5.3) we require a subgrid-scale (sgs) stress model that approximates the interaction of the unresolved scales with the resolved scales based on resolved quantities only.

Frequently used models are based on an eddy-viscosity \( (\nu_{\text{sgs}}) \) approach to approximate \( \tau_{ij} \), i.e. assuming that the interaction between subgrid scales and resolved scales works in a manner similar to molecular diffusion

\[
\tau_{ij} - \frac{1}{3} \delta_{ij} \tau_{kk} = -2 \nu_{\text{sgs}} \tilde{S}_{ij}, \quad \tilde{S}_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right). \tag{5.5}
\]

Since the trace of \( S_{ij} \) is zero, \( \tau_{kk} \delta_{ij} \) is not modeled. The gradient of \( \tau_{kj} \delta_{ij} \) may in stead be incorporated into a modified pressure, and is thus not important for the dynamics of incompressible flow.
Figure 5.1: The Smagorinsky model is based on the assumption that the production of energy at large scales \( \epsilon_P \), the energy transport through the filter cut-off \( \epsilon_{sgs} \) and the energy dissipation of subgrid-scale energy near the Kolmogorov scale \( \epsilon_v \) are in equilibrium. Indication of a filter cut-off at \( k_c \)

The eddy-viscosity is commonly used with the single coefficient Smagorinsky model (Smagorinsky, 1963)

\[
\nu_{sgs} = (c_s \Delta)^2 |\bar{S}|, \quad |\bar{S}| = \sqrt{2 \bar{S}_{ij} \bar{S}_{ij}}. \tag{5.6}
\]

### 5.1.1 Theoretical foundation

This model is based on the hypothesis that the energy spectrum in the range of the subgrid scales is in equilibrium; the average energy flux through the cut-off \( \langle \epsilon_{sgs} \rangle = \langle \tau_{ij} \bar{S}_{ij} \rangle \) equals the average rate of viscous dissipation over the range spanned by the subgrid scales \( \langle \epsilon_v \rangle \) as sketched in Fig. 5.1 (see e.g. Sagaut (1998))

\[
-\langle \tau_{ij} \bar{S}_{ij} \rangle = \langle \epsilon_v \rangle. \tag{5.7}
\]

Based on dimensional analysis the eddy-viscosity should be modeled as \( \nu_{sgs} \propto l_0^2 t_0^{-1} \), where \( l_0 \) and \( t_0 \) are respectively a characteristic length and time scale. Similarly the rate of viscous dissipation must be modeled \( \epsilon_v \propto l_0^2 / t_0^3 \). The relation Eq. (5.6) is obtained for \( l_0 = \Delta \) and \( t_0 = |\bar{S}|^{-1} \).

Inserting Eq. (5.5) with the ansatz Eq. (5.6) into Eq. (5.7) gives the relation

\[
\langle \epsilon_v \rangle = \langle \nu_{sgs} |\bar{S}|^2 \rangle \simeq \langle \nu_{sgs} \rangle \langle |\bar{S}|^2 \rangle \tag{5.8}
\]

where \( \langle |\bar{S}|^2 \rangle = \langle \bar{\omega} \cdot \bar{\omega} \rangle \) is the average resolved enstrophy density per unit volume, which may
be determined under the assumption of isotropy

\[
\langle |\vec{S}|^2 \rangle = \int_0^{k_c} 2k^2 E(k) \, dk.
\] (5.9)

Following Lilly (1967) the inertial spectrum \( E(k) = K_0 \langle \epsilon \rangle^{2/3} k^{-5/3} \) may be used to obtain an equation for the rate of total energy dissipation (\( \langle \epsilon \rangle \approx \langle \epsilon_w \rangle \)) in terms of \( \Delta \), \( \langle |\vec{S}|^2 \rangle \) and the Kolmogorov constant (\( K_0 \approx 1.5 \))

\[
\langle \epsilon \rangle = \left( \frac{\Delta}{\pi} \right)^2 \left( \frac{3}{2} K_0 \right)^{-3/2} \langle |\vec{S}|^2 \rangle^{3/2}.
\] (5.10)

Combining Eqs. (5.6), (5.8) and (5.10) the model coefficient \( c_s \) may be estimated as

\[
c_s = \frac{1}{\pi} \left( \frac{3}{2} K_0 \right)^{-3/4} \approx 0.17.
\] (5.11)

Using this coefficient, the model is a good approximation, when the flow has an equilibrium range and the kinetic energy spectrum is well described by the inertial spectrum such as in the case of isotropic decaying turbulence. In statistically unsteady or in-homogeneous flow a method using a constant model coefficient in the entire domain may not be appropriate. From the identity \( \langle |\vec{S}|^2 \rangle = \langle \vec{\omega} \cdot \vec{\omega} \rangle \) it is evident that the Smagorinsky model leads to non-zero turbulent-viscosity, whenever vorticity is non-zero. Hence, the model will also be active in laminar flow. Thus it does not display a physical near-wall behavior or can be used to simulate transitional flows accurately.

### 5.1.2 Dynamic variation

Variations of the Smagorinsky model have been proposed to improve its erroneous behavior. Germano et al. (1991) proposed to determine the coefficient adaptively by relating modeled stresses obtained at two separate filter scales. Such a dynamic approach has the advantage that a prior knowledge the model coefficient is not required. However the dynamic approach involve some kind of regularization to ensure numerical stability (Ghosal et al. (1995)). This has traditionally been averaging in one ore more homogeneous directions. This is possible e.g. in turbulent flows with one or more homogeneous directions such as a channel flow. If the problem has a higher degree of heterogeneity a local spatial averaging or an averaging along fluid trajectories may formally be better suited. These approached however introduce a dependency on the extent of the averaging region or a time span of the motion along trajectories considered.

The model coefficients of any sgs stress model may be determined dynamically. For simplicity we consider only an eddy viscosity model based on the Smagorinsky ansatz. The model parameter is adapted by relating sgs stresses \( T_{ij} \) and \( \tau_{ij} \) obtained using two separate filters of width \( \Delta (\bar{\cdot}) \) and \( \gamma \Delta (\hat{\cdot}) \), which is expressed using the Germano identity

\[
L_{ij} = T_{ij} - \hat{\tau}_{ij},
\] (5.12)
Figure 5.2: Indication of a primary filter (assuming spectrally sharp cut-off) of width $\Delta$ with spectral cut-off at $k_c = \frac{\pi}{\Delta}$ and test filter of width $\gamma \Delta$, $\gamma > 1.0$ with cut-off $k_c = \frac{\pi}{\gamma \Delta}$ utilized in dynamic procedure to estimate model coefficient, $c_s^2$. The sgs stress to model for the primary filter is $\tau_{ij}$ and the $T_{ij}$ for test filter.

where $L_{ij}$ is the resolved sgs stress associated with the test filter

$$L_{ij} = \hat{u}_i \hat{u}_j - \hat{u}_i \hat{u}_j, \quad T_{ij} = \hat{u}_i \hat{u}_j - \hat{u}_i \hat{u}_j, \quad \tau_{ij} = \hat{u}_i \hat{u}_j - \hat{u}_i \hat{u}_j.$$ \hspace{1cm} (5.13)

These stresses may be approximated by applying Smagorinsky model to both filtered fields

$$\tau_{ij} = -2c_s^2(\Delta)^2 |\hat{S}|\hat{S}_{ij},$$ \hspace{1cm} (5.14)

$$T_{ij} = -2c_s^2(\Delta)^2 |\hat{S}|\hat{S}_{ij}.$$ \hspace{1cm} (5.15)

By inserting Eq. (5.14)-(5.15) into Eq. (5.12) and assuming that $c_s^2$ has a weak spatial variation over the width of the filters it may be removed from the filter operation in Eq. (5.16)

$$e_{ij} = L_{ij} - 2c_s^2(\Delta)M_{ij} \quad \text{where} \quad M_{ij} = \Delta^2 \left[ |\hat{S}|\hat{S}_{ij} - \beta \gamma^2 |\hat{S}|\hat{S}_{ij} \right] \quad \text{with} \quad \beta = \frac{c_s^2(\gamma \Delta)}{c_s^2(\Delta)}.$$ \hspace{1cm} (5.16)

The standard dynamic model of Germano et al. (1991) uses only a single test filter and assumes that $c_s^2$ is the same at two cut-off scales, which implies that $\beta = 1$ in Eq. (5.16). With this assumption the minimizer of (5.16) in the least square sense is

$$c_s^2(\Delta) = \frac{L_{ij}M_{ij}}{M_{ij}M_{ij}}.$$ \hspace{1cm} (5.17)

This expression may be singular, hence instead a minimizer for an averaged error $\langle e_{ij} \rangle$ is sought

$$c_s^2(\Delta) = \frac{\langle L_{ij}M_{ij} \rangle}{\langle M_{ij}M_{ij} \rangle}.$$ \hspace{1cm} (5.18)
Scale-similarity ($\beta = 1$) may not be a good assumption, when the filters cuts the spectrum outside an inertial range. Either when the simulation approaches a DNS, such that the cut-off filter falls close to the Kolmogorov scale or if the filter cut-off approaches the integral scale in an underresolved or locally underresolved simulation. (Porte-Agel et al., 2000) formulated a scale-dependent dynamic model by assuming a power-law relation of the model coefficient which relies on an additional test filter and thereby increased computational overhead.

5.1.3 Lagrangian averaging

In the present work averaging along particle trajectories as proposed by Meneveau et al. (1996) is applied. The average of the fields along particle trajectories may be written as the integrals

\[
\mathcal{I}_{LM}(x,t) = \int_{-\infty}^{t} L_{ij} M_{ij}(z(t'),t') W(t-t') \, dt' \tag{5.20}
\]

\[
\mathcal{I}_{MM}(x,t) = \int_{-\infty}^{t} M_{ij} M_{ij}(z(t'),t') W(t-t') \, dt' \tag{5.21}
\]

where $z(t)$ is the particle position on the trajectory. By choosing the weighting function $W(t-t')$ as

\[
W(t-t') = \frac{1}{T} e^{-(t-t')/T} \tag{5.22}
\]

a control of the temporal averaging length along trajectories through a parameter ($T$) is ensured and further Eqs. (5.20)–(5.21) become solutions to the transport equations

\[
\frac{D \mathcal{I}_{LM}}{Dt} = \frac{1}{T} (L_{ij} M_{ij} - \mathcal{I}_{LM}) \tag{5.23}
\]

\[
\frac{D \mathcal{I}_{MM}}{Dt} = \frac{1}{T} (M_{ij} M_{ij} - \mathcal{I}_{MM}) \tag{5.24}
\]

To prevent one of the averaged quantities from becoming negative, which may render a numerical method unstable, we use an averaging time as

\[
T = \theta \Delta (\mathcal{I}_{LM} \mathcal{I}_{MM})^{-1/8}, \tag{5.25}
\]

where a constant value $\theta = 1.5$ is based on correlations obtained from DNS of homogeneous isotropic decaying turbulence (Meneveau et al., 1996). Eq. (5.25) is not a universal relation. It may be argued that in flows with higher degree of heterogeneity a shorter time scale would be more appropriate see e.g. Murakami et al. (1999). Verma and Mahesh (2012) even proposed to solve an additional transport equation for the averaging time, but noted that for moderate Reynolds flow past a circular cylinder the results agree reasonably well those obtained from Eq. (5.25) with $\theta = 3$.
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5.2 Implementation in vortex-particle mesh method

The sgs stress is introduced into the vorticity transport equation (Eq. (2.2)) as a vortex force ($g_{sgs}$)

$$\frac{D\bar{\omega}}{Dt} = (\bar{\omega} \cdot \nabla)\bar{u} + \nu \nabla^2 \bar{\omega} + g_{sgs},$$

(5.26)

where $g_{sgs}$ may be expanded as

$$g_{sgs} = \nabla \times (\nabla \nu_{sgs} \cdot [\nabla \bar{u} + (\nabla \bar{u})^T] + \nu_{sgs} \nabla^2 \bar{u}).$$

(5.27)

We use a simplified expression corresponding to that of Mansfield et al. (1998) and compute the vortex force from the divergence-free expression

$$g_{sgs} \approx \nabla \cdot (\nu_{sgs} [\nabla \bar{\omega} - (\nabla \bar{\omega})^T]).$$

(5.28)

Eq. (5.23), Eq. (5.24) and Eq. (5.26) are discretized using the VPM method of Chap. 2; the two averaged quantities are similarly to the vorticity field also carried by the vortex-particles. However due to the requirement of positivity of the averaged quantities to preserve numerical stability, particle-mesh interpolation of these is carried out using linear interpolation, which preserves the sign of the interpolated quantities. The discrete approximation is evolved in the Lagrangian frame of reference as

$$\frac{dx_p}{dt} = \bar{u}(x_p, t)$$

(5.29)

$$\frac{d\bar{\omega}_p}{dt} = [(\bar{\omega} \cdot \nabla)\bar{u} + \nu \nabla^2 \bar{\omega} + \nabla \cdot (\nu_{sgs} [\nabla \bar{\omega} - (\nabla \bar{\omega})^T])]_p$$

(5.30)

$$\frac{dI_{LMp}}{dt} = \left[\frac{1}{T}(L_{ij}M_{ij} - I_{LM})\right]_p$$

(5.31)

$$\frac{dI_{MMp}}{dt} = \left[\frac{1}{T}(M_{ij}M_{ij} - I_{MM})\right]_p.$$  

(5.32)

Second or third order Runge-Kutta schemes are used to advance particle-vorticity and particle-position but explicit Euler for the particle-averages. This is done as it was observed by Meneveau et al. (1996) that a high accuracy on the estimates of the average quantities is not necessary. For simplicity we use the same time-step size for all quantities. The Eqs. (5.23)–(5.24) contain non-linear terms of up to fourth order hence the solution may be highly fluctuating. Vasilyev et al. (2008) proposed to by-pass this problem introducing a diffusive term in the transport equation for the averaged quantities. We have observed that these fluctuations are satisfactorily smoothed from re-meshing with linear interpolation.

The computation of the right hand side of Eqs. (5.31)–(5.31) requires the test filtering of the three velocity components ($\bar{u}_i$) which is done while solving the Poisson equation. Additionally the computation requires test filtering of two symmetric second order tensors ($\bar{u}_i\bar{u}_j$ and $|\bar{S}_{ij}|\bar{S}_{ij}$) with 12 unique components in total, which are computed in real-space from $\bar{u}_i$ and subsequently filtered in Fourier-space. Because these tensor fields may be less compact than the vorticity, even-symmetry is assumed at free-space boundaries and the filtering is therefore carried out using real-to-real fast DCT transforms without zero-padding, which makes filtering less expensive than obtaining a solution to the Poisson equation.
5.3 Verification

5.3.1 Homogeneous isotropic turbulence

A velocity field with properties of isotropic turbulence is synthesized using the procedure by Rogallo and Moin (1984) by generating a distribution of random Fourier coefficients matching a radial target spectrum \( E(|k|) \). This is useful for the generation of initial conditions in simple problems of homogeneous turbulence to study the consistency and accuracy of the sgs model proposed and may be used in a vortex formulation by computing the corresponding vorticity field.

For each wave number a pair of complex random numbers are generated

\[
\begin{align*}
    a &= \sqrt{E(|k|) / (2\pi |k|^2)} \exp(i\theta_1) \cos(\phi) \\
    b &= \sqrt{E(|k|) / (2\pi |k|^2)} \exp(i\theta_2) \sin(\phi),
\end{align*}
\]

where the complex phases \( \theta_1, \theta_2, \phi \in [0, 2\pi] \) are drawn from a uniform distribution. The random complex numbers are then used to construct the Fourier coefficients of the velocity field which by construction is divergence free as the coefficient vector \( \hat{u} \) is parallel to the wave number vector

\[
\begin{align*}
    \hat{u}_1 &= \frac{a |k| k_2 + b k_1 k_3}{|k| \sqrt{k_1^2 + k_2^2}} \\
    \hat{u}_2 &= \frac{b k_2 k_3 - a |k| k_1}{|k| \sqrt{k_1^2 + k_2^2}} \\
    \hat{u}_3 &= -b \sqrt{k_1^2 + k_2^2} / |k|.
\end{align*}
\]

Finally the vorticity field is approximated by spectral differentiation. Hermitian symmetry of the Fourier coefficients ensures a zero imaginary part in real space and is required to generate physically meaningful fields and must be enforced explicitly.

5.3.2 Forced isotropic turbulence

As a first experiment we test the performance of the model to predict a decay of modal energy as \( E(k) \propto k^{-5/3} \) in correspondence with the Kolmogorov law. To do this an initial condition is generated with the outlined procedure matching a \( E(|k|) \propto k^{-5/3} \) radial spectrum. Then an external force \( f \) is applied to the system as proposed by Ghosal et al. (1995) that injects energy into the largest scales at a constant rate

\[
\hat{f} = \left\{ \begin{array}{ll}
\epsilon \frac{\hat{u}}{N_k |\hat{u}|^2} & \text{for } |k| < 2 \\
0 & \text{for } |k| \geq 2,
\end{array} \right.
\]

where \( N_k \) is the number of Fourier coefficients within the shell \( |k| < 2 \). By applying Parseval’s theorem it is seen that the rate of change of energy in the system due to the force is

\[
\frac{\int_V f \cdot u \, dx}{V} = \frac{1}{2} \sum (\hat{f}^* \cdot \hat{u} + \hat{f} \cdot \hat{u}^*) = \epsilon.
\]
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The corresponding vortex force as applied within a vorticity-velocity formulation $g = \nabla \times f$ has the Fourier coefficients

$$
\hat{g} = \begin{cases} 
\epsilon \frac{\hat{\omega}}{N_k|\hat{u}|^2} & \text{for } |k| < 2 \\
0 & \text{for } |k| \geq 2.
\end{cases} \tag{5.40}
$$

In the algorithm the force is applied directly in Fourier space in an Euler time-split-step as

$$
\hat{\omega}^* = \hat{\omega}^n + \Delta t \hat{g}^n. \tag{5.41}
$$

We run simulations assuming the explicit filter is one out of two different filters: the first the smooth Gaussian ($m = 10$) with $\Delta = \alpha h$ and $\alpha = 1.5$ and the second a Fourier cut-off filter. For test filtering $\gamma = 2$ is used. The outlined LES method was derived assuming a well known filter. However, a numerical approximation implies truncation errors. The effect of the approximation is commonly denoted the mesh filter, which is in general not known. LES is commonly carried out assuming a shape of this filter. Alternatively, for methods that do not have spectral accuracy, one may seek to minimize the effect of numerical errors besides the projection, by explicitly applying a filter, for which the sgs stress may then be recovered using variations of the approximate deconvolution model (ADM) (Stolz and Adams, 1999; Stolz et al., 2001). Although appealing, explicit filtering cannot directly, be used in a Lagrangian formulation due to the implicit treatment of the convective term. Replacing the vorticity field by its filtered version every time step ensures a limited frequency content in the solution, but the cumulative effect of multiple filter operations is harmful if

$$
\zeta \neq \zeta \ast \zeta \ast \ldots, \tag{5.42}
$$

as emphasized by Lund (2003). In stead the model is tested in the naive way; only the velocity is explicitly filtered regularly as a consequence of using a regularized Poisson solver. We assume that the mesh filter is that used for regularizing the Poisson equation. A filtered velocity is sufficient to approximate the eddy-viscosity with the Smagorinsky model, when formulated solely in terms of velocity. In case of a sharp Fourier cut-off filter both velocity and vorticity are filtered every time step for consistency, since in that case

$$
\zeta = \zeta \ast \zeta \ast \ldots. \tag{5.43}
$$

Fig. 5.3 and shows the results obtained using respectively the two filters at resolution $h = L/48$. The presented energy spectra are averages of samples taken every time step over 8 integral large-scale turnover times discarding 2 turnover times before approximate steady state was observed. The spectra are close in the medium wave number range $k/k_{max} = 0.1 - 0.7$ and only a slight variation is observed in the high wave number range. When the spectrum is pre-multiplied by $k^{5/3}$ it is seen that there exist only a short range $k/k_{max} = 0.2 - 0.3$ where the gradient is close to zero indicating the inertial subrange. From experiments the Kolmogorov value have been reported to take a value in the range 1.3 – 2.1 (Chasnov, 1991). We expect the pre-multiplied spectrum fall within this range for high wave numbers too since the Kolmogorov scale is infinitely small in this case of vanishing viscosity. However the results are observed to be out of range for $k > 0.4k_{max}$, which is expected for the smooth filter. For the sharp filter
we can relate this to numerical dissipation associated with numerical approximations used with the particle method, especially re-meshing of particle-vorticity. The volume averaged model coefficient, which was initially set to $c_s = 0.17$ according to the theoretical value, levels out in the range $0.17 - 0.18$ corresponding to a slight overshoot as compared to the expected value for the smooth filter indicating that the effective width of the filter is $\Delta > \alpha h$ because of smooth cut-off.

### 5.3.3 Decaying isotropic turbulence

As a second case we test the ability of the model to reproduce the decay of energy in a turbulent flow from an initial radial spectrum measured in a wind tunnel by Comte-Bellot and Corrsin (1971). In the experiment turbulence was generated by leading the flow through a grid of spacing $M = 5.08 \text{ cm}$. Energy spectra were measured at three locations downstream where the Reynolds number based on Taylor’s micro scale was measured within $Re_\lambda = 71.6 - 60.0$. The locations were converted to times assuming that all fluid traveled with the mean cross sectional wind speed, which was measured as a function of downstream distance. Furthermore a wind speed prior to the grid $U_0 = 10 \text{ m/s}$ was reported for the experiment. The simulations are performed in a triple periodic box of side length $L = 10.8M$. The turbulence is initialized through an initial vorticity field using the spectrum obtained at first location in the experiment corresponding to the time $tU_0/M = 42$ filtered according to the filter used with the LES formulation. The viscosity was adapted so that initially the Reynolds number matched the experiment.

The simulated energy spectrum at the three different times are plotted for various grid resolutions in Fig. 5.4(a) and Fig. 5.5(a). There is a notable difference between results using the two different filter types. The smooth filter results in a smooth decay near the cut-off, but also pile-up in the mid wavenumber range. This indicate that the model is too dissipative in the high wavenumber range, which partly obstructs the turbulent cascade. In both cases the total resolved energy compares equally well with the experiments as other studies using the Lagrangian dynamic model (Meneveau et al., 1996; Anderson and Meneveau, 1999) as shown in Fig. 5.4(b) and Fig. 5.5(b). Probability density functions of $c_s^2$ plotted in Fig. 5.4(c) and Fig. 5.5(c) show that in both cases the initial $c_s = 0.17$ develops into smooth distributions with mean value $c_s \approx 0.18 - 0.20$. Clipping of the averaged quantities was found necessary in order to preserve the stability of the Lagrangian averaging procedure, which impose a minimum constrain on the model coefficient as $c_s^2 \approx 1 \times 10^{-5}$. This is reflected in the distributions as the peaks observed close to $c_s = 0$. The clipping occur for 3–5% of the field when using the sharp cut-off filter and 1–2% of the field when using the smooth filter. The flow is simulated for different mesh resolutions, using a fixed filter width. The results in Fig. 5.4 and Fig. 5.5 demonstrate approximate mesh convergence, although only explicitly filtered in case of the sharp filter. This indicates that the results observed are consequences of the sgs stress model and not errors due to approximation of partial derivatives and interpolation. The distribution of model coefficient, however is seen to shifted toward higher $c_s$ for the coarser resolutions, which could be a consequence of the low order interpolation used with the averaged quantities.
Figure 5.3: LES simulations of forced isotropic turbulence: (a) Averaged energy spectrum for sharp Fourier cut-off filter \( k_c = \pi/(\alpha h), \alpha = 1.5 \) (---), for Gaussian filter \( (m = 10, \alpha = 1.5) \) (—) and slope of -5/3 (—-). (b) Averaged energy spectrum pre-multiplied \( k^{5/3} \) for sharp Fourier cut-off filter \( k_c = \pi/(\alpha h), \alpha = 1.5 \) (---) and for Gaussian filter \( (m = 10, \alpha = 1.5) \) (—), (c) Time history of model coefficient for sharp Fourier cut-off filter \( k_c = \pi/(\alpha h), \alpha = 1.5 \) (---) and for Gaussian filter \( (m = 10, \alpha = 1.5) \) (—).
Figure 5.4: LES simulations of decaying isotropic turbulence using spectral velocity kernel and sharp cut-off filter: (a) Spectrum of resolved energy from simulation and (filtered) experiment by Comte-Bellot and Corrsin (1971) at times $tU_0/M = 42, 98$ and $171$ as ($\circ$), ($\square$) and ($\times$). (b) Time variation of resolved energy from compared to (filtered) experiment by Comte-Bellot and Corrsin (1971) ($\diamond$). (c) Distribution of model coefficient at time 171. Line colors indicate different mesh resolutions and filter cut-off as $L/h = 64$ and $k_s = \pi/(1.5h)$ ($\rightarrow$), $L/h = 96$ and $k_s = \pi/(2.25h)$ ($\leftarrow$), $L/h = 128$ and $k_s = \pi/(3.0h)$ ($\Rightarrow$).
Figure 5.5: LES simulations of decaying isotropic turbulence using spectral velocity kernel and Gaussian filter ($m = 10$): (a) Spectrum of resolved energy from simulation and (filtered) experiment by Comte-Bellot and Corrsin (1971) at times $tU_0/M = 42, 98$ and $171$ as ($\circ$), ($\square$) and ($\star$). (b) Time variation of resolved energy from compared to (filtered) experiment by Comte-Bellot and Corrsin (1971) ($\circ$). (c) Distribution of model coefficient at time 171. Line colors indicate different mesh resolutions and filter cut-off as $L/h = 64$ and $\alpha = 1.5$ ($\cdots$), $L/h = 96$ and $\alpha = 2.25$ ($\longrightarrow$), $L/h = 128$ and $\alpha = 3.0$ ($\longrightarrow$).
5.4 Breakdown of counter rotating vortex pairs

We revisit the counter rotating vortex pairs simulated in Sec. 2.4. In case of vanishing viscosity, the instability of the flow results in rapid transition from a 2D state into a complex turbulent state. It serves as a test of the sgs models performance in a transitional flow. This was also studied by Cocle et al. (2007), who simulated inviscid vortex pair using both a pseudospectral method and VPM method and compared various sgs models.

The simulation setup is the same as was used in Sec. 2.4 for mesh resolution is $h/L_z = 128$ and the Gaussian velocity kernel ($m = 10$, $\alpha = 1.5$). The evolution of the total energy and the mean transverse energy are plotted in Fig. 5.6. It may be seen that around time $t/T = 0.6$ the mean and total energy diverge, indicating that the flow becomes 3D, which is also seen from the immediate vortex structures in Fig. 5.7. The ideal simulation would not have dissipation until this point as viscosity is zero and the flow is laminar. This is also obtained using a pseudo-spectral method and high order hyper-viscosity sgs model from Cocle et al. (2007), which dissipates energy only in the high wavenumber range. Clearly the Smagorinsky models do not conserve energy before transition. The dynamic model, for which $c_s = 0$ at $t/T = 0$ is however less dissipative and it may be concluded that the dynamic model is an improvement as compared to the simple model. It still does not compare as well as the multiscale models reported in that study (not shown), which indicate that the Smagorinsky model, even if dynamic, might not be the optimal choice for vortex flow simulation. The transverse energy spectrum has been plotted in Fig. 5.6 for the two models at the final time of the simulation, which both displays an inertial range and significant decay due to the filter for $k_z^2 > 10$. The spectrum obtained with the dynamic model has slightly more energy at high wave numbers.

5.5 Flow past a square cylinder at $Re = 2.2 \times 10^4$

5.5.1 Setup

A challenging case for turbulent bluff body flow simulation using the VPM method is the case of the flow past a square cylinder at a moderate Reynolds number of $Re = UD/\nu = 2.2 \times 10^4$. The case has been thoroughly studied in the literature both experimentally e.g. by Lyn et al. (1995) and numerically using various LES models e.g. by Rodi et al. (1997); Sohankar et al. (2000) and by direct numerical simulation (DNS) by Trias et al. (2015). Here the performance of both the simple Smagorinsky model (SSM) and the dynamic Smagorinsky model (DSM) used with the VPM method is compared to these benchmarks.

The flow is simulated for $C_{LCLFL} = 0.125$ using a third-order Runge-Kutta time-step scheme. The axial extent of the domain is $L_z = 4D$, which has been found sufficient for various simulation configurations by Rodi et al. (1997).

The sharp edges of the body ensure that the points where the boundary layers separates are fixed to the upstream corners of the cylinder, which relaxes the requirement of well-resolved boundary layers in order to capture qualitatively well the large scale dynamics of the flow. This is convenient as the current method does not support anisotropic grids to resolve steep gradients in the wall normal direction. Using a multiresolution setup with a two level refinement region close to the cylinder as sketched in Fig. 5.8, the size of the first cell next to the wall corresponds
Figure 5.6: LES of inviscid break down of counter rotation vortex pairs. (a) The total resolved energy from pseudo-spectral simulation with high order hyper-viscosity sgs model from Cocle et al. (2007) (--), dynamic Smagorinsky model (—) and standard Smagorinsky (—). The resolved energy corresponding to $k_z = 0$ from Cocle et al. (2007) (---), dynamic Smagorinsky model (---) and simple Smagorinsky (---). (b) Resolved energy spectrum at time $t/T = 2.0$ for dynamic Smagorinsky model (——), simple Smagorinsky (——), and -5/3 slope (——).
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Figure 5.7: Isocontours of the vorticity magnitude from blue to red $|\omega b^2_1/\Gamma_0| = [4, 16, 24, 32]$ at various times.
Figure 5.8: Sketch of the computational domain used to simulate the flow past a square cylinder at $Re = 2.2 \times 10^4$. The extent of the domain is fixed in the $x$, $z$-direction whereas it is adapted to the immediate vorticity field in the $y$-direction. Resolutions are $h_0 = D/32$, $h_1 = D/64$ and $h_2 = D/128$. The domain length in the transverse direction is $L_z = 4D$. The coordinate system is showed shifted from its origin at the center of the square.

to approximately $\Delta y^+ = 5$ to 10 viscous wall units (Choi and Moin, 2012). The number of cells for the resulting mesh is approximately $7 \times 10^7$, for which half belongs to the mesh on the finest patch. Achieving $\Delta y^+ < 1$, which is the typical requirement for DNS or wall-resolved LES using refinement regions is therefore not realistic (Chapman (1978); Choi and Moin (2012)) suggest $\Delta y^+ = 3$ to 10 but typically $\Delta y^+ < 1$ is used in practice, see e.g. Cao and Tamura (2016); Trias et al. (2015)). Near-wall modeling, based on the Reynolds-averaged Navier-Stokes equations (RANS) is typically used with $\Delta y^+ = 10$–100, which is more realistic with the current method. However to this authors knowledge, none has yet been tested for vortex methods. Further, such modeling would involve manipulation of the velocity (and vorticity) in the wall-normal directions, which is not in line with the penalization approach.

About 165 dimensionless time units was been resolved in both cases. On 192 cores of Intel E5-2650 v4 (2.20GHz) a single time unit required about 1 hour. About 20 penalization iterations were performed every time step.

### 5.5.2 Results

For $tU/D > 50$ the shedding is considered to have developed fully to a steady state, which is used to the compute statistics presented in the following. This interval corresponds to about 15 shedding cycles. The force coefficients cf. Eq. 4.17, have been plotted in Fig. 5.9. Mean values, root-mean-square (RMS) values and Strouhal numbers ($St = fD/U$) for the two models are given in Tab. 5.1. The results are compared to what may be found in the literature.

Both models captures the shedding frequency; a value of $mathrm{St} = 0.134$–0.136 is well within the range of the experiments and LES results and it compares excellently to that obtained from the DNS simulation. In general it seems as if the simple Smagorinsky model performs better than the dynamic model. The dynamic model under-predicts the mean drag and root-mean-square values by 8%–50% as compared to the DNS data. One explanation of this may be that the dynamic procedure is sensitive to distortion at the grid interfaces, which
Figure 5.9: Evolution of drag and lift coefficients during approximately 15 shedding cycles in the time interval \( tUD \in [50; 165] \) which has been considered as a steady harmonic state: \( C_D \) from SSM simulation (---), \( C_L \) from SSM simulation (---), \( C_D \) from DSM simulation (---) and \( C_L \) from DSM simulation (---).

Table 5.1: Results for flow past a square cylinder at \( Re = 2.2 \times 10^4 \) compared to literature. Experiments are reported for turbulence intensity in the inflow of up to 2%. The reference data has been taken from Lee (1975); Norberg (1993); Lyn and Rodi (1994); Atsushi (1982) (experiments), Trias et al. (2015) (DNS) and Sohankar et al. (2000); Rodi et al. (1997); Rodi (1997) (LES).
Large eddy simulation

disturbs the formation of the vortices forming behind the cylinder.

Streamlines of the time-averaged field have been plotted in Fig. 5.10 for the two models and for DNS results by Trias et al. (2015). It may be seen that both models result in one large recirculation region behind the cylinder and a significant secondary region in agreement with the DNS profile. However, the elongation of the main recirculation region is for the current simulations over-predicted by a factor of 1.5 for SSM and 1.7 for DSM. The formation of a tertiary recirculation region near the leading edge, as may be observed from the DNS simulation, is most significant for the DSM simulation. It may also be noticed that in the current simulations, the streamlines penetrate the corners of the square cylinder, which are effectively rounded as a consequence of the penalization method used. Rounded corners are known to be associated with a decay in the mean and root-mean-square force coefficients and an increase in Strouhal number obtained. Tamura and Miyagi (1999) observed that for $Re = 3 \times 10^4$ the mean drag coefficient decrease by 50% and the Strouhal number increase by 15% for rounded corners and a large rounding radius of $r/B = 1/6$, but reported nothing on the change in wake characteristics hereby.

The time-averaged velocity profiles in the boundary layer compares well to the experiments by Lyn et al. (1995) as shown in Fig. 5.11. From the profiles the inexact boundary condition is also apparent especially at the leading and trailing edges, where a slip-velocity is observed.

The difference between the simulation with the two different sgs stress models obtained is also clear from the phase averaged transverse vorticity plotted in Fig. 5.12. The SSM model results in phase averaged shear layers on both sides of the cylinder which appear thin and coherent, indicating a later break-up into a very turbulent wake as compared to the DSM results. This indicates that the DSM model is not dissipative enough in this region or that artificial disturbances are introduced with the dynamic formulation.

The time-average velocity and the velocity fluctuations along the centerline have been plotted in Fig. 5.13. Compared to experimental, LES and DNS data it may be seen that the time-averaged stream wise velocity on the centerline falls well within the range of the data, but that for both models, agreement is better with the experimental results. The velocity-fluctuations peak for $x/D \in [1;3]$ as the references. The peak value for the stream wise fluctuations with the current SSM simulation is close to SSM simulation by Sohankar et al. (2000), whereas it is significantly under-predicted with the DSM model. This may be related to a less coherent near wake of the resolved field obtained with the current DSM formulation. In both cases the intensity of the fluctuations fails to decay in the far wake. One explanation of this behavior could be that numerical dissipation, e.g. from mesh level interfaces, obstructs the turbulent cascade independent of the sgs stress model and prevents break-down into small-scale motion. A visualization of the immediate vorticity field for a simulation with the simple Smagorinsky model is given in Fig. 5.14.

5.6 Summary

In this chapter LES with sgs stress models based on the Smagorinsky eddy viscosity ansatz were introduced and implemented in the VPM solver. A dynamic model with Lagrangian averaging, which is formally more accurate than a fixed coefficient model, was verified for problems of homogeneous turbulence. Here, the dynamic model was found to produce results in
Figure 5.10: Time averaged streamlines: (a) DNS by Trias et al. (2015). (b) Current SSM simulation. (c) Current DSM simulation.
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Figure 5.11: Mean streamwise velocity profiles in the boundary layer at various positions for the flow past a square cylinder at $Re = 2.2 \times 10^4$: Experiment by Lyn et al. (1995) (—), current SSM simulation (—) and current DSM simulation (—).

Figure 5.12: Transverse vorticity phase averaged over 15 cycles plotted in saturated colors from blue to red for $-8 < \langle \omega_z \rangle /D/U < 8$
Figure 5.13: Velocity profiles along the wake center line for the flow past a square cylinder at \( Re = 2.24 \): (a) Mean velocity. (b) Streamwise fluctuations. (c) Vertical fluctuations. Lines indicate results from SSM simulation by Sohankar et al. (2000) (---), SSM simulation by Sohankar et al. (2000) (--), DNS simulation by Trias et al. (2015) (····), experiment by Lyn et al. (1995) (○), current SSM simulation (—) and current DSM simulation (—).
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Figure 5.14: Isocontours of $|\omega| D/U = [4, 8, 12, 16]$ from blue to red from SSM simulation at time $tU/D = 64.0$ at $Re = 2.2^4$ (a) $xy$-view. (b) $xz$-view.

good agreement with theory and experiments. However, for bluff body flow simulation with the multiresolution formulation, the simple Smagorinsky model was seen to provide better results than the dynamic when compared to results from the literature. This is believed to be caused by artifacts from transitions between resolution levels and averaging of quantities along particle trajectories across these. However, also the simple model displayed vertical velocity fluctuations on the centerline in the far wake with a larger amplitude than reported in the references, which may indicate that the mesh level transitions disrupt the energy cascade to some degree here.
Chapter 6

Application of the method for prediction of aerodynamic flutter

Flutter is a type of aerodynamic instability which may be responsible for the structural failure of large scale structures subject wind loads if not suppressed. Flutter may be characterized as either one degree-of-freedom (1-DOF) torsional flutter and two degree-of-freedom (2-DOF) flutter. The later involves a coupling between the vertical and torsional motions. 1-DOF flutter results in a diverging torsional motion, which may be explained by unsteady separation of shear layers at the leading edge of the structure, which causes vortex motion along the length of the structure. For sufficiently high oncoming velocity, the oscillating moment induced by the detached vortices acts as a negative torsional damping of the dynamic system with cause diverging structural response. A condition for 2-DOF flutter is that the frequencies of the torsional and vertical motion of the dynamically loaded system become aligned. This is typically seen for slender smooth sections that are not unstable to 1-DOF flutter and may be accessed using inviscid theory by Theodorsen (1935) for the flat plate.

For a flexibly supported structure (with two degrees of freedom) subjected to oncoming flow cf. Fig. 6.1, the aerodynamic loading expressed in terms of force and moment coefficients

\[
C_L = \frac{L}{\frac{1}{2}\rho U^2 B}, \quad C_M = \frac{M}{\frac{1}{2}\rho U^2 B^2},
\]

is sometimes parameterized using a linear expression (Simiu and Scanlan, 1986)

\[
C_L = 2 \left[ KH_1 \frac{\dot{h}}{U} + KH_2 \frac{B\dot{\theta}}{U} + K^2 H_3 \dot{\theta} + K^2 H_4 \frac{\dot{h}}{B} \right], \quad (6.2)
\]

\[
C_M = 2 \left[ KA_1 \frac{\dot{h}}{U} + KA_2 \frac{B\dot{\theta}}{U} + K^2 A_3 \dot{\theta} + K^2 A_4 \frac{\dot{h}}{B} \right]. \quad (6.3)
\]

Figure 6.1: The cross section of an infinite period structure oscillating in heave \( h(t) \) and \( \theta(t) \) pitch motion.
Here, $h$ is the vertical motion (heave), $\theta$ is the torsional motion about the center of mass (pitch) and $K = 2\pi f B$ is circular reduced frequency, with $f$ being the frequency of the oscillation. The coefficients in the expressions cf. Eq. (6.2)–(6.3) are denoted the aerodynamic derivatives and depend only on the reduced velocity $U_r = U/fB$ and the shape of the structure. With Eqs.(6.2)–(6.3) it is possible to establish whether a structure is stable under a given loading from the equation of motion of a 2-DOF system using standard vibration analysis techniques. One way to extract the aerodynamic derivatives is by experimentally or numerically measuring force and moment coefficients when subjecting the structure to forced oscillations. Alternatively, the flutter onset velocity may be found by traversing the reduced velocity for the flexibly supported system. To be able to study flutter instability, rigid body motion is implemented into the present solver. This is done without projecting the translated and rotated characteristic function of the solid explicitly onto a mesh every time-step, which would require explicit smoothing of this. In stead rigid body motion is achieved by translating and rotating the penalization sub-mesh (Fig. 3.2) relative to the background mesh. Fields are then transferred back and forth by interpolation using $M'_4$ consistent with the particle-mesh interpolation.

6.1 Extraction of aerodynamic derivatives for a flat plate

A plate with sharpened edges and a length ($B$) to height ($H$) ratio of $B/H = 51.2$ is considered in a stationary configuration and in forced oscillations. This is done to establish the ability of the VPM penalization method to (1) simulate a laminar boundary layer (2) to verify the support of rigid body motion by comparison of extracted aerodynamic derivatives to those obtained with the inviscid theory of Theodorsen (1935). For this a computational setup as sketched in Fig. 6.2 is used. The resulting mesh consists of 10 cells across the height of the plate. Simulations are carried for adaptive time-stepping by third-order Runge-Kutta according to the Lagrangian time-step criterion with $C_{\text{L CFL}} = 0.125$. Further, to study whether 3D structures are able to develop in the boundary layer, fluctuations in the free-stream velocity are introduced by seeding vortex particles at the inlet corresponding to a turbulent intensity of 2%. The simple Smagorinsky sgs stress model is used to preserve stability in the wake at the moderate Reynolds numbers considered here. A re-projection of vorticity onto a divergence-free field is done every time-step.

6.1.1 Boundary layer of the flat plate

The flow past an infinitely thin stationary flat plate at moderate Reynolds number is characterized by a non-separated laminar boundary layer. In case of no perturbations such as surface roughness or noise in the free stream, the flow typically transitions to turbulence at $Re_x = Ux/\nu \approx 1 \times 10^6$, where $x$ is the distance from the upstream edge of the plate. The natural transition occurs through 2D Tollmien-Slichting waves, which develops three dimensionality in terms of hairpin vortices that break down into fully developed turbulent boundary layer (Kundu et al., 2012; White, 2011). For so-called by-pass transition due to perturbations, such as fluctuations in oncoming free stream, the transition may occur already at $Re_x \approx 10^5$ (e.g. see numerical experiments by Zaki (2013)).
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Figure 6.2: Sketch of the computational domain used to simulate the flow past plate of finite thickness. The extent of the domain is fixed in the $x$, $z$-direction whereas it is adapted to the immediate vorticity field in the $y$-direction. Resolutions are $h_0 = B/128$, $h_1 = B/256$ and $h_2 = B/512$. The domain length in the transverse direction is $L_z = 0.5D$. The coordinate system is shown shifted from its origin at the leading edge of the plate.

The laminar boundary layer solution was given by Blassius (see e.g. White (2011)) as a self similar velocity profile from which we can compare computed boundary layer thickness $\delta_{99\%}$ (defined as the thickness where the velocity reaches 99% of the free-stream), displacement thickness $\delta_1$ and momentum thickness $\delta_2$

$$\delta_{99\%}(x) = 5 \sqrt{\frac{\nu x}{U}}, \quad (6.4)$$

$$\delta_1(x) = \int_0^\infty \left( 1 - \frac{u(x)}{U} \right) \, dy = 1.7208 \sqrt{\frac{\nu x}{U}}, \quad (6.5)$$

$$\delta_2(x) = \int_0^\infty \frac{u(x)}{U} \left( 1 - \frac{u(x)}{U} \right) \, dy = 0.664 \sqrt{\frac{\nu x}{U}}. \quad (6.6)$$

The flow is simulated for two Reynolds numbers $Re = 10^4$ and $Re = 10^5$. Six dimensionless time units are resolved and the first two are discarded before computing time averaged velocity profiles in the boundary layer. Visualizations of the immediate vorticity fields at $tU/B = 6$ are given in Fig. 6.3 for the final time. It may be seen that the imposed perturbations of the free-stream by a turbulent inlet intensity of 2% are insufficient to trigger a turbulent transition in the boundary layers in both cases and the boundary layer remain primarily 2D except for the presence of a 3D vortex wake forming behind the trailing edge. The boundary layer compares well to that of Blassius in case of $Re = 10^4$ as seen in Fig. 6.4, whereas for $Re = 10^5$ the thickness is highly over-predicted implying significant numerical diffusion (see Fig. 6.5). For the case $Re = 10^4$ the boundary layer thickness at $x/B = 1$ is $20h_2$ and will thus be reasonably resolved at this point. For $Re = 10^5$ it is only $x/B = 1$ is $8h_2$, implying that the mesh would need to be refined one or two times more for a good resolution, especially at upstream positions. The lack of resolution may also explain why significant 3D structures do not develop in the boundary layer as the effective viscosity is increased due to numerical diffusion.
Figure 6.3: Isocontours of $|\omega|B/U = [4, 8, 16, 32]$ from blue to red from simulation of flow past stationary flat plate at time $tU/B = 6.0$: (a) $Re = 10^4$. (b) $Re = 10^5$. 
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Figure 6.4: Flow past a stationary flat plate at $Re = 10^4$: (a) Time-averaged velocity profile at $x/B = 0.28$ (---), $x/B = 0.68$ (---) and Blasius’ solution (- -). (b) Boundary layer thickness (○), displacement thickness (○), momentum thickness (○), and Blasius solution (→).

Figure 6.5: Flow past a stationary flat plate at $Re = 10^5$: (a) Time-averaged velocity profile at $x/B = 0.28$ (---), $x/B = 0.68$ (---) and Blasius’ solution (- -). (b) Boundary layer thickness (○), displacement thickness (○), momentum thickness (○), and Blasius solution (→).
6.1.2 Aerodynamic derivatives extracted by forced oscillations

The aerodynamic derivatives are approximated by measuring the lift and moment of the structure when subjected to harmonic oscillations cf. Eq. (6.7) with amplitudes \(A_h, A_\theta\). For every reduced velocity, and for a pure heave- and pitch motion respectively, the lift and moment force coefficients are approximated. The force and moment are modeled as the harmonic functions in Eq. (6.8) and the amplitudes \(A_M, A_L\) and phases \(\phi_M, \phi_L\) are fitted from the obtained signal.

\[
h = A_h \sin \left( \frac{2\pi U_t}{U_r B} \right), \quad \theta = A_\theta \sin \left( \frac{2\pi U_t}{U_r B} \right), \tag{6.7}
\]

\[
C_L = A_L \sin \left( \frac{2\pi U_t}{U_r B} + \phi_B \right), \quad C_M = A_M \sin \left( \frac{2\pi U_t}{U_r B} + \phi_M \right). \tag{6.8}
\]

By inserting the motions Eq. (6.7) and the models Eq. (6.8) into the linear expressions Eqs. (6.2)–(6.3) the aerodynamic derivatives are obtained as

\[
H_1^* = \frac{A_L}{A_h/B} \sin \left( \frac{\phi_B}{2K^2} \right), \quad H_2^* = \frac{A_L}{A_\theta} \sin \left( \frac{\phi_B}{2K^2} \right), \tag{6.9}
\]

\[
H_3^* = \frac{A_L}{A_h/B} \cos \left( \frac{\phi_B}{2K^2} \right), \quad H_4^* = \frac{A_L}{A_h/B} \cos \left( \frac{\phi_B}{2K^2} \right), \tag{6.10}
\]

\[
A_1^* = \frac{A_M}{A_h/B} \sin \left( \frac{\phi_M}{2K^2} \right), \quad A_2^* = \frac{A_M}{A_\theta} \sin \left( \frac{\phi_M}{2K^2} \right), \tag{6.11}
\]

\[
A_3^* = \frac{A_M}{A_h/B} \cos \left( \frac{\phi_M}{2K^2} \right), \quad A_4^* = \frac{A_M}{A_h/B} \cos \left( \frac{\phi_M}{2K^2} \right). \tag{6.12}
\]

The same setup as for the stationary flat plate is used to simulate forced oscillations for the flat plate at a Reynolds number of \(Re = 10^4\). The amplitudes of the forced motions are kept small so that separation of the boundary layer is avoided \((A_h/B = 0.05\) and \(A_\theta = 3^\circ\)) as the aim is to compare the results to inviscid theory. A range of reduced velocities is swept \(U_r \in [2; 12]\) and signals are taken after \(0.5U/(U_r B)\) transients during two oscillation periods. The measured and fitted signals for \(U_r = 4\) are plotted in Fig. 6.6. The high frequency content may be related to the small scale vortex shedding behind the plate due to the finite thickness of the plate.

The extracted derivatives are compared to those estimated using the inviscid theory by Theodorsen (1935). An overall good agreement is obtained, except when considering the cross damping coefficient \(H_2^*\), which seems to diverge for increasing reduced velocity, likely an artifact from using a plate of finite thickness and a finite Reynolds number.

6.2 1-DOF flutter of H-shaped section

The sharp edges of a cylindrical structure with an H-shaped cross section similar to that of the first Tacoma Narrows Bridge, implies a separating flow at the trailing edge, which cause the von Karman vortex shedding. Additionally, flow separation at the leading edges and reattachment at the along the length of the section leads to 1-DOF flutter instability. This is similar to that of prismatic cylinders and channel shaped sections of moderate length \((B)\) to height \((H)\) ratios
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\[
\frac{(t - t_0)U}{(U_B)}
\]

\[
\begin{array}{cccccccc}
0.00 & 0.25 & 0.50 & 0.75 & 1.00 & 1.25 & 1.50 & 1.75 & 2.00 \\
0.00 & 0.05 & 0.10 & 0.15 & 0.20 & & & & \\
\end{array}
\]

\[C_L, C_M\]

\(B/H < 10\) (Matsumoto, 1996). An explanation of the mechanism behind the phenomena is given e.g. by Larsen and Larose (2015) and is related to the position of the vortex center in relation to the center of mass of the structure. Whether a structure is unstable to 1-DOF flutter may be established by considering the aerodynamic derivatives introduced in Sec. 6.1. If the aerodynamic (negative) damping in torsion \(A_2^*\) exceeds the structural damping of the system, the torsional motion will increase exponentially. For the case of the plate (a slender prism with \(B/H = 50\)) \(A_2^* < 0\) was obtained, hence it is not unstable to 1-DOF flutter. For small angles of attack the boundary layer of the plate does not separate and reattach, hence vortex convection along the length of the plate is avoided. It is reported for H-shaped sections that \(A_2^*\) becomes positive at a reduced velocity, which is about constant for slenderness ratios \((B/H < 10)\) as \(U_r = 2\) (Scanlan, 1978). In this section free torsional oscillations of an H-shaped section with slenderness ratio \(B/H = 5\) is carried out at various reduced velocities and compared to this limit. Initially the stationary loads are obtained and compared to results from the literature.

### 6.2.1 Stationary loads

A simulation is carried out for \(Re = 10^4\) and the stationary configuration sketched in Fig. 6.8 using time stepping by second order Runge-Kutta scheme with time-step size adapted according to Lagrangian criteria with \(C_{L CFL} = 0.5\). As for the flat plate, the simple Smagorinsky subgrid stress model is used for LES modeling and vorticity re-projection is done every time-step. The simulated force coefficients defined as Eq. (6.1) are given in Fig. 6.9. Mean drag and dimensionless shedding frequency \(St = fH/U\) are computed from the signals in the time interval \(tU/B \in [20; 100]\), which is considered as a steady oscillatory phase of the flow. The values, which have been listed in Tab. 6.1, compare well to those reported for wind tunnel experiments in Larsen and Walther (1997). The separated shear layers disturb the von Karman shedding pattern as seen from the immediate vorticity field at \(tU/B = 30\) in Fig. 6.10, which may explain...
Figure 6.7: Aerodynamic derivatives of the flat plate as function of reduced velocity: Simulated (→) and theoretical estimates by Theodorsen (1935) (—)
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Figure 6.8: Sketch of the computational domain used to simulate the flow past H-shaped section. The extent of the domain is fixed in the $x, z$-direction whereas it is adapted to the immediate vorticity field in the $y$-direction. Resolutions are $h_0 = B/128$, $h_1 = B/256$. The domain length in the transverse direction is $L_z = 1L$. The coordinate system is displayed shifted from its origin being the center of section. The thickness of the center plate is $0.06B$ and the thickness of the end plates is $0.02B$.

![Sketch of the computational domain](image)

Table 6.1: Mean and root-mean-square simulated force coefficients and Strouhal number $St = fH/U$. Also experimental values presented in Larsen and Walther (1997).

<table>
<thead>
<tr>
<th></th>
<th>Simulation</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$St$</td>
<td>0.12</td>
<td>0.115</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.28</td>
<td>0.24-0.30</td>
</tr>
<tr>
<td>$C_D'$</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>$C_L'$</td>
<td>0.19</td>
<td>-</td>
</tr>
</tbody>
</table>

the unsteadiness in the signals and presence of time scales slower the one associated with the von Karman shedding.

6.2.2 Flexibly supported section

Free oscillations in pure torsion are simulated by solving the equation of motion of an undamped 1-DOF torsional oscillator along with the flow problem

$$I_m \ddot{\theta} + k_\theta \theta = M, \quad (6.13)$$

where $I_m$ is the mass moment-of-inertia and $k_\theta$ is torsional stiffness. Eq. 6.13 is discretized using forward Euler

$$\dot{\theta}^{n+1} = \dot{\theta}^n + \Delta t(M^n - k_\theta \theta^n)/I_m, \quad (6.14)$$

$$\theta^{n+1} = \theta^n + \Delta t \dot{\theta}^n, \quad (6.15)$$

where $n$ is the time-step number. A sequential coupling between the flow problem and the structural problem is applied, as the time scale of the structural dynamics is assumed to be much slower than those of the smallest dynamics of the resolved flow.
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Figure 6.9: Flow past stationary H-shaped section: Evolution of drag (---) and lift (—) coefficients.

Figure 6.10: Isocontours of $|\omega|B/U = [4, 8, 12, 16]$ from blue to red in simulated flow past stationary H-Shaped section at time $tU/B = 30.0$ at $Re = 10^4$: (a) $xy$-view. (b) $xz$-view.
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For comparison with the first Tacoma Narrows Bridge, and model experiments of this, a scaling criteria (Simiu and Scanlan, 1996) implies that a moment of inertia should be used, which is estimated from values given by Larsen et al. (2000) as

\[ \frac{I_m}{(\rho B^2)} = 7.143. \]  

(6.16)

To achieve a certain reduced velocity the stiffness coefficient is varied as

\[ U_r = \frac{U}{f_nB} \Rightarrow k_\theta(U_r) = \left( \frac{2\pi}{BU_r} \right)^2 I_m, \]  

(6.17)

where \( f_n = \frac{1}{2\pi} \sqrt{\frac{k_m}{I_m}} \) is undamped natural frequency of the system.

The results of four simulations for reduced velocities \( U_r = 2, 3, 4, 5 \) are presented in Fig. 6.11. The solid is initialized with \( \theta = -5^\circ \) and \( \dot{\theta} = 0 \). For reduced velocity \( U_r = 2 \) the motion is dampened by aerodynamic moment, whereas for \( U_r = 3 \) the oscillation amplitude is approximately constant and it increase for \( U_r = 4, 5 \). The results imply that the onset reduced velocity is \( 3 < U_{r,\text{crit}} < 4 \) which is above the experimental value \( U_{r,\text{crit}} = 2 \) but closer than the numerical result that was also reported in Larsen and Walther (1997) as \( U_{r,\text{crit}} = 4 \). This could be a Reynolds number effect, as the Reynolds number of experiments are one to two orders of magnitude larger that the one used for the current simulations. The qualitative explanation of the diverging oscillation amplitude at reduced velocity above the onset velocity may be obtained by considering the motion of the detached vortices generated by the separated shear layer at the leading edge as illustrated in Fig. 6.12. The axial vorticity averaged in \( z \)-direction is plotted at six instances during an half an oscillation cycle. As the cross section goes from \( \theta = 0 \) to \( \theta < 0 \) (from point 1 to point 2) a vortex is formed behind the leading edge above the section, which travels along the length of the section and reaches a point approximately above its center of mass a quarter period through the cycle (point 3). During this quarter cycle the vortex has applied a negative aerodynamic moment as it has been traveling toward the center of the section. Similarly as the vortex travels away from the center (point 1–6) during the second quarter cycle it generates a positive moment. Below the section the motion of this vortex generates a moment of the same sign, because the cycle is shifted half a period and it has circulation of opposite sign. The reader is referred to Larsen and Larose (2015) for further details on this.

6.3 Summary

In this chapter the VPM method with Brinkman penalization and sgs stress modeling was applied for numerical experiments regarding aerodynamic instability. Rigid body motion was used with the penalization technique by translating and rotating the mesh of the penalization subdomain relative to the background mesh. The approach was verified for a plate of finite thickness which aerodynamic derivatives were extracted by the method of forced oscillations. These compared well with theoretical estimates based on inviscid theory. Furthermore, an H-shaped section was flexibly supported and subject to an oncoming flow. 1-DOF torsional flutter was observed and the onset reduced velocity was identified to be in the range \( 3 < U_{r,\text{crit}} < 4 \). Although this result deviates by 50%–100% from experimental findings \( U_{r,\text{crit}} = 2 \), the studies demonstrated the versatility of the presented method.
Figure 6.11: Time history of pitch (a) and moment coefficient (b). Lines indicate simulation for reduced velocities $U_r = 2$ (---), $U_r = 3$ (- - -), $U_r = 4$ (---) and $U_r = 5$ (.....).
Figure 6.12: Simulated axial vorticity component ($\omega_z$) averaged in the $z$-direction and plotted at 6 times during an oscillation cycle as indicated on the graph showing the rotation angle as function of time for $U_r = 4$. Colors indicate $\langle \omega_z \rangle_z U B \in [-64 : 64]$ from blue to red.
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Conclusions

This dissertation has presented contributions to vortex-particle mesh methods in 3D. One contribution is the derivation and implementation of a parallel, scalable Poisson solver based on regularised Green’s functions for any mixture of free-space, periodic and homogeneous Dirichlet or Neumann boundary conditions. This solver is relevant also in other branches of computational physics such as cosmology and molecular dynamics.

The application in this dissertation has been bluff body aerodynamics using Brinkman penalization and a variation of the Poisson solver enabling local mesh refinements, with an emphasize on periodic structures. The Brinkman penalization was used in an iterative formulation for increased accuracy and was extended to handle rigid body motion. The consistency of the combined method was demonstrated for low Reynolds number flows and the method was tested in turbulent flow as well.

Problems at moderate Reynolds numbers was considered through large-eddy-simulation. Here, the simple Smagorinsky model and dynamic variation of this were proposed as subgrid-scale stress models. In the spirit a particle methods, the dynamic Smagorinsky model was used with Lagrangian averaging and test filters were chosen consistently with the regularization used for obtaining smooth Green’s function solutions to the Poisson equation. The consistency of the dynamic model was demonstrated for benchmark problems of forced and decaying isotropic turbulence.

Although the combined approach applied for bluff body aerodynamics at moderate Reynolds number yielded results which compared qualitatively well with results found in the literature, the numerical experiments also highlighted several challenges. Among these are: (1) The resolution of turbulent boundary layers in wall-resolved LES is not possible since the vortex method relies on locally isotropic meshes. (2) The poor adaptivity of the multiresolution method in its present form and numerical diffusion at interfaces. (3) Inefficiency of the iterated Brinkman penalization, which constitute a major part computational efforts of the combined solver.

The obvious way to overcome the first point would be to account for bodies through reduced order models, thereby not resolving turbulent boundary layers, or to use wall modeling. Wall-modeling however, is not in line with the simplicity of the Brinkman penalization technique, which conveniently avoids manipulation of the solution near the solid interface, which may be required when reconstructing the unresolved boundary layer.

For the second point, the use of the refinement patches in a block structured framework would enhance the adaptivity. The accuracy at the mesh interfaces still needs to be addressed and possibly more optimal interpolation schemes would need to be used for increased efficiency and accuracy, when super-positioning solutions across levels. Further, the support of the refinement patches must be kept sufficiently low for the sake of inter-processor communication.

Regarding the third point, the Brinkman method is easy to implement and use, however other schemes based on immersed interfaces or domain decomposition methods may formally be more accurate and efficient.
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Appendix
Appendix A

Regularized Green’s functions in 1D

The 1D Poisson for the regularization function \( \zeta_m \) being the inverse Fourier transform of Eq. (1.21) is derived by radial integration of

\[
\frac{d^2 G_m}{dr^2} = -\zeta_m(r), \tag{A.1}
\]

as

\[
G_m(r) = -\sigma \left( \frac{1}{2} \text{erf} \left( \frac{\rho \sqrt{2}}{2} \right) \rho + P_m \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \rho^2 \right) \right), \tag{A.2}
\]

where \( \text{erf} \) is the error-function defined as

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x \exp(-t^2) \, dt \tag{A.3}
\]

and \( P_m \) is a polynomial depending on the order of the regularization function

\[
P_2 = 1 \tag{A.4}
\]
\[
P_4 = \frac{1}{2} \tag{A.5}
\]
\[
P_6 = \frac{1}{8} (\rho^2 + 3) \tag{A.6}
\]
\[
P_8 = -\frac{1}{48} (\rho^4 - 12\rho^2 - 15) \tag{A.7}
\]
\[
P_{10} = \frac{1}{384} (\rho^6 - 23\rho^4 + 141\rho^2 + 105) \tag{A.8}
\]

The regularized 1D kernel for various \( m \) was been plotted in Fig. 1.2(a).
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Appendix B

Discrete Transforms

B.1 The Discrete Fourier Transform

The discrete analogy to the continuous Fourier Transform pair cf. Eq. (1.9) and Eq. (1.10) is formally derived by considering the expansion of a $2\pi$-periodic function ($f$) in a basis of complex exponential functions (a Fourier series expansion)

$$f(x) = \sum_{k=-\infty}^{\infty} \hat{f}_k e^{ikx}.$$  \hfill (B.1)

Since the basis functions are orthogonal on the interval $x \in [0; 2\pi]$, the coefficients in Eq. (B.1) may be determined as

$$\frac{1}{2\pi} \int_{0}^{2\pi} f e^{-ikx} \, dx = \hat{f}_k,$$  \hfill (B.2)

which corresponds to the Fourier Transform of the continuous function. Approximation of Eq. (B.2) using the trapezoidal rule applied for the function sampled at the equidistant grid points $x_j = \frac{2\pi}{N}j$, $j = 0...N - 1$ results in the discrete Fourier coefficients

$$\tilde{f}_k = \frac{1}{N} \sum_{j=0}^{N-1} f_j e^{-ikx_j}.$$  \hfill (B.3)

Sampling in real-space implies periodicity in Fourier-space. E.g. a function $a(x)$ sampled at grid points $x_n = nh$, for $n \in \mathbb{Z}$

$$a_n = a(x_j) = a(x) \sum_{n=-\infty}^{\infty} \delta(x - nh).$$  \hfill (B.4)

can be rewritten by substituting the impulse train for its Fourier series expansion as

$$a_n = a(x) \frac{1}{h} \sum_{n=-\infty}^{\infty} e^{in\frac{2\pi}{h}x}.$$  \hfill (B.5)

The continuous Fourier transform of this cf. Eq. Eq. (1.9) is

$$\hat{a}_s(k) = \frac{1}{h} \sum_{n=-\infty}^{\infty} \frac{1}{2\pi} \int_{-\infty}^{\infty} a(x)e^{-i[k-n\frac{2\pi}{h}]} \, dx = \frac{1}{h} \sum_{n=-\infty}^{\infty} \hat{a} \left( k + n\frac{2\pi}{h} \right),$$  \hfill (B.6)
which implies replication of the Fourier transform about the wavenumber $2\pi/h$. Similarly, the sampling associated with the quadrature in Eq. (B.3) reflects this behavior in the discrete coefficients. Using a result from Kopriva (2009)

$$\frac{1}{N} \sum_{j=0}^{N-1} e^{i(m-k)\frac{2\pi}{N}j} = \delta_{m-k,\pm pN}, \quad \text{for } p \in \mathbb{Z} \quad (B.7)$$

a relation between the discrete Fourier coefficients and the true Fourier coefficients (for the continuous function) are obtained upon inserting the expansion of $f$ in Eq. (B.3)

$$\hat{f}_k = \frac{1}{N} \sum_{j=0}^{N-1} \left[ \sum_{m=-\infty}^{\infty} \hat{f}_m e^{im\omega x j} \right] e^{-ik\omega x j} = \sum_{m=-\infty}^{\infty} \hat{f}_m \left[ \frac{1}{N} \sum_{j=0}^{N-1} e^{i(m-k)\frac{2\pi}{N}j} \right] \quad (B.8)$$

$$= \sum_{p=-\infty}^{\infty} \hat{f}_{k+pN}. \quad (B.9)$$

From Eq. (B.8) it is directly seen:

- The discrete coefficients are $N$-periodic ($\hat{f}_k = f_{k+pN}$ for $p \in \mathbb{Z}$).
- The discrete coefficients are exact ($\tilde{f}_k = \hat{f}_k$) if $f(x) = \sum_{k=-N/2}^{N/2-1} \hat{f}_k e^{ikx}$, otherwise they are aliased by higher order terms of the series.

It may be shown (Kopriva, 2009) that the function ($N$ is even)

$$I_N f(x) = \sum_{j=-N/2}^{N/2} \hat{f}_k e^{ikx} \quad (B.10)$$

interpolates $f$ with the cardinal property ($I_N f(x_j) = f(x_j)$ for $j = 0, 1, \ldots, N - 1$).

$N$-periodicity of the coefficients implies that ($\hat{f}_{-N/2} = \hat{f}_{N/2}$). Hence Eq. (B.10) can be written

$$I_N f(x) = \sum_{j=-N/2}^{N/2-1} \hat{f}_k e^{ikx}. \quad (B.11)$$

The derivative of $f$ may be approximated by differentiation of the interpolant (Eq. (B.10)) as in Eq. (B.12)

$$\frac{d^n}{dx^n} \{I_N f(x)\} = \sum_{j=-N/2}^{N/2-1} \frac{(ik)^n}{c_k} \hat{f}_k e^{ikx} \left\{ \begin{array}{ll} \sum_{j=-N/2+1}^{N/2-1} (ik)^n \hat{f}_k e^{ikx} & \text{for odd } n \\ \sum_{j=-N/2}^{N/2-1} (ik)^n \hat{f}_k e^{ikx} & \text{for even } n \end{array} \right. \quad (B.12)$$

Eq. (B.3) and Eq. (B.11) evaluated at the quadrature nodes correspond to the forward and inverse DFT (often multiplied by a scaling factor):

$$\tilde{f}_k = \sum_{j=0}^{N-1} f_j e^{-ik\frac{2\pi}{N}j}, \quad k = -N/2, \ldots, N/2 - 1 \quad (B.13)$$

$$f_j = \frac{1}{N} \sum_{k=N/2}^{N/2-1} \tilde{f}_k e^{ik\frac{2\pi}{N}j}, \quad j = 0, \ldots, N - 1. \quad (B.14)$$
The discrete transforms may be used to evaluate the derivative as Eq. (B.12) at the quadrature nodes by pre-multiplying the discrete coefficients with $(ik)^n$ and by zeroing the $\tilde{f}_{-N/2+1}$ for $n$ odd before applying the IDFT.

For convenience $\hat{f}_k$ will be used to denote both continuous Fourier coefficients and discrete Fourier coefficients keeping in mind the principal difference between the two, as emphasized in this section.

The summations in Eqs. (B.13)–(B.14) implies that $O(N^2)$ operations are required to compute a DFT or an IDFT of an $N$-point sequence. A rapid evaluation procedure known as the Fast Fourier Transform (FFT) reduces the operations to $O(N \log(N))$, which is reason that Fourier based methods are practical for numerical simulation. FFT algorithms are widely available in various software-libraries; In this work the implementation relies on algorithms from the Intel Math Kernel Library (MKL) through the library’s FFTW wrappers (Frigo and Johnson, 2005) for compatibility with free open-source software.

### B.2 The Discrete Trigonometric Transforms

In some cases it may be useful to assume a symmetry of the sequences transformed, e.g. for imposing boundary conditions as illustrated in Fig. B.1. Such an implied symmetry leads to the definition of real valued Discrete Trigonometric Transforms (DTTs). The DTTs used in the current work are derived from the DFT in following. Each of the $N$-point DTTs has a fast algorithm based on the FFT requiring computational efforts no worse than a $2N$-point FFT (Frigo and Johnson, 2005).
Discrete Transforms

B.2.1 DCT-2

Forward transform

Consider the special case of an even symmetric extension of the \( N \)-point real sequence \( x_n \) as

\[
y_n = \begin{cases} 
  x_n & 0 \leq n \leq N - 1 \\
  x_{2N-n-1} & N \leq n \leq 2N - 1.
\end{cases}
\] (B.15)

Taking the \( 2N \)-point DFT of the extended sequence \( y_n \) cf. (B.13) gives

\[
\hat{y}_k = \frac{1}{2N} \left[ \sum_{j=0}^{N-1} y_j e^{-ik \frac{2\pi}{2N} j} + \sum_{j=N}^{2N-1} y_{2N-j-1} e^{-ik \frac{2\pi}{2N} j} \right], 
\] (B.16)

for \( k = -N, \ldots, N - 1 \).

For the second sum on the right-hand-side of Eq. (B.16), the summation index may be changed, so that summation is over \( 0 < j < N \). Further it may used that \( e^{ik2\pi} = 1 \) for \( k \in \mathbb{Z} \) to rewrite it

\[
\sum_{j=0}^{N-1} y_j e^{-ik \frac{2\pi}{2N} j} \rightarrow e^{i \frac{k}{2} \frac{2\pi}{2N} N \sum_{j=0}^{j+1} j + \frac{1}{2} (j + \frac{1}{2})} = e^{i \frac{k}{2} \frac{2\pi}{2N} C_k},
\] (B.18)

where

\[
C_k = \frac{1}{N} \sum_{j=0}^{N-1} \cos \left( \frac{\pi}{N} k \left[ j + \frac{1}{2} \right] \right), \quad \text{for } k = -N, \ldots, N - 1.
\] (B.19)

Eq. (B.19) is the \textit{discrete Cosine Transform of type 2} (DCT2).

Inverse transform

The IDFT of the discrete Fourier coefficients of the \( 2N \) sequence is

\[
y_j = \sum_{k=-N}^{N-1} \hat{y}_k e^{ik \frac{2\pi}{2N} j} = \sum_{k=0}^{N-1} \hat{y}_k e^{ik \frac{2\pi}{2N} j} + \sum_{k=-N}^{-1} \hat{y}_{-k} e^{ik \frac{2\pi}{2N} j} 
\] (B.20)

for \( j = 0, \ldots, N - 1 \).

Using that the output of a DFT of a real sequence is Hermitian symmetric

\[
\hat{y}_{-k} = \hat{y}_k^* 
\] (B.21)
and from Eq. (B.19) that \( \hat{y}_{-N} = 0 \), Eq. (B.20) may be rewritten as

\[
y_j = \hat{y}_0 + \sum_{k=1}^{N-1} \hat{y}_k e^{\frac{2\pi i}{N} j} + \sum_{k=-N}^{-1} \hat{y}_k e^{-\frac{2\pi i}{N} j} = \Re \left\{ \hat{y}_0 + 2 \sum_{k=1}^{N-1} \hat{y}_k e^{\frac{2\pi i}{N} j} \right\}.
\]  

(B.22)

Finally, the substitution of Eq. (B.18) into Eq. (B.22) yields the inverse discrete Cosine Transform of type 2 (IDCT2)

\[
y_j = \Re \left\{ C_0 \frac{2}{N} e^{\frac{2\pi i}{N} j} + 2 \sum_{k=1}^{N-1} C_k e^{\frac{i\pi}{2} (j + \frac{1}{2})} \right\} = 2 \left[ \frac{1}{2} C_0 + \sum_{k=1}^{N-1} C_k \cos \left( \frac{\pi}{N} k \left[ j + \frac{1}{2} \right] \right) \right],
\]  

(B.23)

for \( j = 0, \ldots, N - 1 \).

B.2.2 DST-2

Forward transform

Similarly for the odd symmetric extension of the \( N \)-point real sequence \( x_n \)

\[
y_n = \begin{cases} x_n & 0 \leq n \leq N - 1 \\ -x_{2N-n-1} & N \leq n \leq 2N - 1, \end{cases}
\]  

(B.25)

the \( 2N \)-point DFT is

\[
\hat{y}_k = \frac{1}{2N} e^{\frac{2\pi i}{2N} k} \sum_{j=0}^{N-1} y_j \left[ e^{-i\frac{\pi}{2N} (j + \frac{1}{2})} - e^{-i\frac{\pi}{2N} (j + \frac{1}{2})} \right] = -i e^{\frac{k\pi}{2N}} S_k,
\]  

(B.26)

with \( S_k \) being the discrete Sine Transform of type 2 (DST2)

\[
S_k = \frac{1}{N} \sum_{j=0}^{N-1} \sin \left( \frac{k\pi}{2N} \left[ j + \frac{1}{2} \right] \right), \quad \text{for } k = 0 \ldots N - 1.
\]  

(B.27)

Inverse transform

The inverse transform corresponding to Eq. (B.26) is the IDFT of a \( 2N \) sequence Hermitian symmetric sequence for which \( \hat{y}_0 = 0 \) cf. Eq. (B.27)

\[
y_j = \Re \left\{ \hat{y}_0 + 2 \sum_{k=1}^{N-1} \hat{y}_k e^{\frac{2\pi i}{2N} j} + \hat{y}_N e^{i\frac{N\pi}{2N} j} \right\} = 2 \sum_{k=1}^{N-1} S_k \sin \left( \frac{k\pi}{N} \left[ j + \frac{1}{2} \right] \right) + (-1)^j \frac{S_N}{2}
\]  

(B.29)

for \( j = 0, \ldots, N - 1 \).
Discrete Transforms

B.2.3 DCT-4

Forward transform

DTTs of type 4 combines the even and odd extensions. E.g. symmetrical extension of the real sequence \( x_n \) evenly to the “left” \( y_n \) and subsequently oddly to the “right” \( z_n \) (see Fig. B.1) may be written

\[
y_n = \begin{cases} 
  x_n & 0 \leq n \leq N - 1 \\
  -x_{2N-n-1} & N \leq n \leq 2N - 1 
\end{cases} \quad (B.30)
\]

\[
z_n = \begin{cases} 
  y_n & 0 \leq n \leq 2N - 1 \\
  y_{4N-n-1} & 2N \leq n \leq 4N - 1.
\end{cases} \quad (B.31)
\]

Taking the DFT of \( z_n \) gives

\[
\hat{y}_k = \frac{1}{4N} \left[ \sum_{j=0}^{N-1} y_j e^{-ik \frac{2\pi}{2N} j} - \sum_{j=N}^{2N-1} y_{2N-j-1} e^{-ik \frac{2\pi}{2N} j} - \sum_{j=2N}^{3N-1} y_j e^{-ik \frac{2\pi}{2N} j} + \sum_{j=3N}^{4N-1} y_{4N-j-1} e^{-ik \frac{2\pi}{2N} j} \right], \quad \text{for } k = -2N, \ldots, 2N - 1. \quad (B.32)
\]

Again, by changing the summation index Eq. (B.32) becomes

\[
\hat{y}_k = \frac{1}{4N} \sum_{j=0}^{N-1} y_j \left( e^{-ik \frac{2\pi}{2N} j} - e^{-ik \frac{2\pi}{2N} (2N-j-1)} - e^{-ik \frac{2\pi}{2N} (j-2N)} + e^{-ik \frac{2\pi}{2N} (4N-j-1)} \right) \quad (B.33)
\]

\[
= \frac{1}{4N} e^{\frac{k\pi}{2N}} \left( 1 - e^{-ik\pi} \right) \sum_{j=0}^{N-1} y_j \left( e^{-ik \frac{2\pi}{2N} (j+\frac{1}{2})} + e^{ik \frac{2\pi}{2N} (j+\frac{1}{2})} \right). \quad (B.34)
\]

The term

\[
1 - e^{-ik\pi} = \begin{cases} 
  2 & \text{for } n \text{ odd} \\
  0 & \text{for } n \text{ even}
\end{cases} \quad (B.35)
\]

in Eq. (B.34) implies that every other coefficient is zero. Hence the transform is computed for non-zero coefficients only, by introducing a new index from the relation \( k = 2k' + 1 \), as

\[
\hat{y}_{k'} = e^{i(k'+\frac{1}{2}) \frac{2\pi}{2N}} C_{k'}. \quad (B.36)
\]

In Eq. (B.36) \( C_{k'} \) is the discrete Cosine Transform of type 4 (DCT4)

\[
C_{k'} = \frac{1}{N} \sum_{j=0}^{N-1} \cos \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right), \quad \text{for } k' = 0, 1, \ldots, N - 1. \quad (B.37)
\]
Inverse transform

Using that \( \hat{y}_0 = \hat{y}_{2N} = 0 \) cf. Eq. (B.37), the IDFT of the discrete Fourier coefficients of the \( 4N \) sequence corresponding to Eq. (B.36) is

\[
\hat{y}_j = \sum_{k=-2N}^{2N-1} \hat{y}_k e^{i \frac{2\pi}{4N} j} = \Re \left\{ 2 \sum_{k'=0}^{N-1} \hat{y}_{2k'+1} e^{i \frac{\pi}{2N} (2k'+1)} e^{i \frac{2\pi}{4N} j} \right\} \tag{B.38}
\]

\[
= 2 \sum_{k'=0}^{N-1} C_{k'} \cos \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right), \tag{B.39}
\]

for \( j = 0, \ldots, N-1 \).

Eq. (B.39) is the inverse discrete Cosine Transform of type 4 (IDCT4).

B.2.4 DST-4

Forward transform

Alternatively, the real sequence \( x_n \) symmetrically extended oddly to the “left” \( (y_n) \) and subsequently evenly to the “right” \( (z_n) \) (see Fig. B.1) is

\[
y_n = \begin{cases} 
x_n & 0 \leq n \leq N - 1 \\
x_{2N-n-1} & N \leq n \leq 2N - 1\end{cases} \tag{B.40}
\]

\[
z_n = \begin{cases} 
-\hat{y}_n & 0 \leq n \leq 2N - 1 \\
-\hat{y}_{4N-n-1} & 2N \leq n \leq 4N - 1.\end{cases} \tag{B.41}
\]

The DFT of \( z(t) \) then becomes

\[
\hat{y}_k = \frac{1}{4N} \sum_{j=0}^{N-1} y_j \left( e^{-i \frac{k \pi}{2N}} + e^{-i \frac{k \pi}{2N} (2N-j-1)} - e^{-i \frac{k \pi}{2N} (j-2N)} - e^{-i \frac{k \pi}{2N} (4N-j-1)} \right) \tag{B.42}
\]

\[
= \frac{1}{4N} e^{i \frac{k \pi}{2N}} \left( 1 - e^{-i k \pi} \right) \sum_{j=0}^{N-1} y_j \left( e^{-i \frac{k \pi}{2N}} (j+\frac{1}{2}) - e^{i \frac{k \pi}{2N}} (j+\frac{1}{2}) \right), \tag{B.43}
\]

for \( k = -2N, \ldots, 2N - 1 \).

Again, it may be seen that the coefficients associated with every other mode is zero. Hence redundant modes are avoided by introducing a new index \( (k = 2k' + 1) \). Using this, Eq. (B.42) is rewritten as

\[
\hat{y}_{k'} = -ie^{i(k'+\frac{1}{2})} \frac{2\pi}{2N} S_{k'}, \tag{B.44}
\]

where the \( S_{k'} \) is the discrete Sine Transform of type 4 (DST4)

\[
S_{k'} = \frac{1}{N} \sum_{j=0}^{N-1} \sin \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right), \quad \text{for } k' = 0, 1, \ldots, N - 1. \tag{B.45}
\]
Discrete Transforms

Inverse transform

Analogous to the derivation of Eq. (B.39), by substituting Eq. (B.45) into the IDFT of the discrete Fourier coefficients of the $4N$ sequence, the inverse discrete Cosine Transform of type 4 (IDST4) is

\[ y_j = 2 \sum_{k'=0}^{N-1} S_{k'} \sin \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right), \quad (B.46) \]

for $j = 0, ..., N - 1$.

B.2.5 Derivatives

Approximation of the derivative using the discrete coefficients obtained from a DTT may be derived from Eq. (B.12), but the appropriate inverse transform depends on the type of the forward transform used.

As in Eq. (B.22), Hermitian symmetry is used to evaluate Eq. (B.12) at the grid points as

\[ \frac{d}{dx} \{ I_{2N} y \}_j = \sum_{k=-N+1}^{N-1} \left( ik \right) \hat{y}_k e^{ik \frac{2\pi}{2N}} j = \frac{1}{2N} \Re \left\{ 2 \sum_{k=1}^{N-1} \left( ik \right) \hat{y}_k e^{ik \frac{2\pi}{2N}} j \right\}. \quad (B.47) \]

By substitution of the discrete Fourier coefficients representation as either Eq. (B.22) or Eq. (B.26) into Eq. (B.47), the inverse transform that restores the first order derivative is seen to be

\[ \frac{d}{dx} \{ I_{2N} y \}_j = \begin{cases} 2 \sum_{k=1}^{N-1} \left[ -k^n C_k \right] \sin \left( k \frac{\pi}{N} \left[ j + \frac{1}{2} \right] \right) & C_k \text{ from (B.19)} \\ 2 \sum_{k=1}^{N-1} \left[ k^n S_k \right] \cos \left( k \frac{\pi}{N} \left[ j + \frac{1}{2} \right] \right) & S_k \text{ from (B.24)}, \end{cases} \quad (B.48) \]

for $j = 0, ..., N - 1$.

Similar for an $4N$-point representation as either Eq. (B.36) or Eq. (B.44)

\[ \frac{d}{dx} \{ I_{4N} y \}_j = \begin{cases} 2 \sum_{k'=0}^{N-1} \left[ -(2k' + 1)C_{k'} \right] \sin \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right) & C_{k'} \text{ from (B.37)} \\ 2 \sum_{k'=0}^{N-1} \left[ (2k' + 1)S_{k'} \right] \cos \left( \frac{\pi}{N} \left( k' + \frac{1}{2} \right) \left( j + \frac{1}{2} \right) \right) & S_{k'} \text{ from (B.45)} \end{cases} \]

for $j = 0, ..., N - 1$. \quad (B.49)
Appendix C

Efficiency of the parallel Poisson solver in 3D

The efficiency of the Poisson solver for various boundary conditions has been tested for a problem in a cubic domain of unit side length resolved with $N$ mesh points in all axis directions. The tests were carried out for Intel E5-2650 v4 (2.20GHz) processors. The time to solution has been reported in Fig. C.1(a) and the speedup in Fig. C.1(b). A completely unbounded solution is about 50% more expensive than when using a doubly-bounded condition in the first transform direction due to domain doubling ($N = 1024$) and 80% more expensive than when using the combination of doubly-bounded, unbounded and periodic conditions. The solver shows a good speedup for sufficiently large problems and indicates that a good parallel scalability is obtained with the parallel implementation outlined in Sec. 1.3. Fig. C.2 demonstrates that for a fixed numbers of CPU’s ($N_{CPU} = 48$) the time to solution for the unbounded problem complies with an $O(N_{tot} \log (N_{tot}))$ estimate, where $N_{tot} = N^3$ is the total number of mesh points.
Efficiency of the parallel Poisson solver in 3D

![Graph](image)

Figure C.1: Efficiency of parallel Poisson solver: (a) Time to solution plotted against number of CPU’s used for parallel computation. (b) Speedup with indication of ideal speedup (−−−). Lines indicate test problem with various unit resolutions; \(N = 128\) (→), \(N = 256\) (←), \(N = 512\) (↑) and \(N = 1024\) (↓). Markers indicate boundary condition in \(x, y, z\)-directions as free-free-free (−−−), bounded-free-free (←) and bounded-free-periodic (↑).
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Figure C.2: Time to solution of completely unbounded Poisson solver for a test problem plotted against total number of grid points for fixed number of CPU’s \((N_{CPU} = 48)\) (•). The dashed lines from bottom to top indicate scaling as respectively \(O(N_{tot})\), \(O(N_{tot} \log (N_{tot}))\) and \(O(N_{tot}^2)\).
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