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Abstract

Individuals in a population vary in their growth due to hidden and observed factors such as age, genetics, environment, disease, and carryover effects from past environments. Because size affects fitness, growth trajectories scale up to affect population dynamics. However, it can be difficult to estimate growth in data from wild populations with missing observations and observation error. Previous work has shown that linear mixed models (LMMs) underestimate hidden individual heterogeneity when over 25% of repeated measures are missing. Here we demonstrate a flexible and robust way to model growth trajectories.

We show that state-space models (SSMs), fit using R package `growmod`, are far less biased than LMMs when fit to simulated datasets with missing repeated measures and observation error. This method is much faster than MCMC methods, allowing more models to be tested in a shorter time. For the scenarios we simulated, SSMs gave estimates with little bias when up to 87.5% of repeated measures were missing.

We use this method to quantify growth of Soay sheep, using data from a long-term mark-recapture study, and demonstrate that growth decreased with age, population density, weather conditions, and when individuals are reproductive. The method improves our ability to quantify how growth varies among individuals in response to their attributes and the environments they experience, with particular relevance for wild populations.
Introduction

Individuals in a population vary in their growth rates due to factors such as age, size, environment, behavioral traits, quality, genetics, disease, and carryover effects (Arnold 1981; Weiner 1985; Coleman and Wilson 1998; Pfister and Stevens 2002; Morgan et al. 2003; Sih et al. 2004; Wilson and Nussey 2009; Nussey et al. 2011; O’Connor et al. 2014). For example, a long-term mark-recapture study of Soay sheep has revealed that individual growth trajectories are influenced by senescence, population density, weather, genetics, and maternal effects (Clutton-Brock and Pemberton 2004; Ozgul et al. 2009). Because individual size has consequences for individual fitness and among-individual interactions, growth patterns scale up to affect population demography and community dynamics (Emmerson and Raffaelli 2004; Pfister and Wang 2005; de Valpine et al. 2014). Thus quantifying individual growth trajectories is of fundamental interest in ecology.

Structured population models most commonly account for variation among individuals that is attributable to observed covariates such as size, age, or developmental stage. However, after accounting for covariates, individuals may additionally differ in their growth trajectories due to hidden factors such as genetics, maternal effects, parasite load, or other aspects of individual quality (Brienen et al. 2006; Wilson and Nussey 2009; Kendall et al. 2011). Whether the cause is hidden or observed, individual growth trajectories are influenced by a mixture of persistent (e.g., genotype, personality) and transient (e.g., parasite load, resource availability) heterogeneity. These are also referred to as “constant”, “fixed”, or “static” versus “labile” or “dynamic” (Tuljapurkar et al. 2009; Vindenes and Langangen 2015; Bonnet and Postma 2016; Childs et al. 2016). Here we use the terms “persistent” and “transient” (Kendall et al. 2011; Webber and Thorson 2015).

Persistent heterogeneity in individual growth is especially important because fast growing individuals quickly reach reproductive sizes, and thus increase the population
growth rate (Pfister and Wang 2005; Zuidema et al. 2009; de Valpine et al. 2014). Or, it can change the amplitude and frequency of population cycles (Lindström and Kokko 2002; Wearing et al. 2004). Heterogeneity also plays an important role in eco-evolutionary dynamics, leading recent work to argue that it is sometimes necessary to include persistent individual heterogeneity in population models (Hedrick et al. 2014; Chevin 2015; Vindenes and Langangen 2015; Childs et al. 2016). However, doing so will require adequate methods of estimation.

Methods of quantifying growth patterns can be divided into autoregressive and size-at-age models. Autoregressive models use an individual’s current size as a predictor of its future size. Treating size as a Markov process, as is commonly done for structured population models, is a first-order autoregressive (AR(1)) model, e.g., the Ford-Walford growth model (Ford 1933; Walford 1946; Easterling et al. 2000; Thorson et al. 2015b). Size-at-age models, on the other hand, estimate size as a function of age. Simple autoregressive models can be solved for their equivalent size-at-age models, (Walford 1946; Bertalanffy 1957), but this becomes difficult or impossible for more complex models such as those used to estimate individual growth trajectories. Therefore this distinction is not always applicable, but we use it here to describe general strengths and weaknesses of autoregressive and size-at-age models.

Recent work has quantified individual growth trajectories based on size-at-age models including the logistic, von Bertalanffy, and Monomolecular (Sainsbury 1980; Cheng and Kuk 2002; English et al. 2011; Sofaer et al. 2013; Huchard et al. 2014; Vincenzi et al. 2014; Webber and Thorson 2015). These methods have the strength of being able to use repeated observations taken at irregular time intervals. For example, in the long-term study of Soay sheep cited above, weights are observed each summer, but only 50% of individuals are captured, creating gaps in the time-series – gaps which would not cause an issue for
size-at-age models. This type of missing repeated measure is common in surveys of wild populations where recapture rates are imperfect. The simplicity of size-at-age models is appealing because the shape is controlled by just a few parameters in which individuals could vary; however, this limits their flexibility for including temporally varying predictors and carrying over effects from previous environments because the parameters are fixed throughout an individual's ontogeny (although see (Szalai et al. 2003)). All but two (Cheng and Kuk 2002; Webber and Thorson 2015) of the size-at-age models cited above are at risk of misestimating persistent individual heterogeneity because they ignore transient types of temporal autocorrelation in body size (Brienen et al. 2006; Hamel et al. 2012; Brooks et al. 2013). Quantitative geneticists recommend modeling age-dependent traits, such as size, using process models that also account for plastic environmental effects and temporal autocorrelation of the trait (Pletcher and Geyer 1999; Stinchcombe and Kirkpatrick 2012; Hadfield et al. 2013). The need to include plasticity in growth was also recently highlighted in fisheries, where management targets are highly sensitive to changes in growth parameters (Thorson et al. 2015a; Lorenzen 2016).

An alternative to size-at-age models are AR(1) growth models, which use an individual's previous size to predict its size at the next time point (Walford 1946). AR(1) models automatically account for the transient component of individual heterogeneity and other causes of temporal autocorrelation in the time series. They are more flexible than size-at-age models and consequently effects of temporally varying predictors, such as population density or weather, can be included in the growth trajectory (e.g., Ozgul et al. 2014). For example, to investigate how climate change could affect body size and population density of Soay sheep, Simmons and Coulson (2015) modeled yearly changes in individual size as an AR(1) process that varies with weather and population density. Because of the autoregressive nature of AR(1) models, some of the effects of temporally varying predictors
carry over from one age to the next. AR(1) models can estimate persistent heterogeneity due to unobserved variables by including a random intercept for each individual (Cam et al. 2012; Hamel et al. 2012). However, a weakness of AR(1) models is that the previous mass is needed to predict the following mass; this means that observations for which the previous observation is missing must be discarded (as was done in the sheep growth study cited above), or missing observations must be imputed (Nakagawa and Freckleton 2008). Discarding data reduces statistical power. Imputation is complicated (Horton and Kleinman 2007) and often requires making assumptions about the growth pattern which is tautological when the growth pattern is what is being determined. Another weakness of AR(1) models is that they are sensitive to observation error in the response variable unless it is accounted for; otherwise, they contain temporally autocorrelated noise because the model for one imperfect observation contains the error of both that observation and the observation before it (for more detail see Dennis et al. 2006).

Hamel et al. (2012) conducted a simulation study to compare the ability of AR(1) and size-at-age models to estimate persistent individual heterogeneity and temporal autocorrelation in demographic datasets with missing values and no imputation. They demonstrated that for datasets with many missing repeated measures and high individual heterogeneity, AR(1) models underestimate individual heterogeneity and with many missing repeated measures, both types of models produce biased estimates of temporal autocorrelation. As a result, they recommend against using either type of model when more than 25% of repeated measures are missing. However, these have been the only readily available methods, so researchers still try to use them to estimate individual heterogeneity in growth for datasets with more missing repeated measures than the recommended limit (Plard et al. 2015).
One way to take advantage of the flexibility of the AR(1) approach while still using measurements for which the previous measurement is missing is to model growth in a state-space framework (Clark et al. 2007; Shelton and Mangel 2012; Sigourney et al. 2012; Shelton et al. 2013). State-space methods model time series data using a process model for the true latent state (size in the case of a growth process) and another model for drawing observations from that process (Kitagawa 1987; de Valpine and Hastings 2002). Thus, the process is estimated even at points when observations are not taken because points are linked in series by either a difference equation or a differential equation. Taking a state-space approach has several benefits. It can account for observation errors and temporal autocorrelation, both of which can bias estimates (Carroll et al. 2006; Hamel et al. 2012). Also, it automatically produces interpolated values for missing observations - values needed for estimating the relationship between individual size and other demographic rates needed for size-structured population models and some capture-recapture analyses. A weakness of the state-space approach is that it requires covariates from the beginning of an individual’s life to predict the process. So this approach is only applicable to individuals born after covariate (e.g., population density) observation began whereas simpler AR(1) models can use observations of any individual. Another weakness of state-space models is that parameter estimation in non-trivial models has traditionally required either MCMC sampling or expectation maximization methods, which are too slow to allow for extensive model selection.

Here, we circumvent this issue by developing a new method, which fits state-space models via maximum likelihood estimation to vastly speed up model fitting, and show (with simulated data) that state-space models avoid the biases of simpler AR(1) models when repeated measures are missing and when observations contain errors. We use this method to do extensive model selection and find the most parsimonious model to account for
factors that influence variation in growth trajectories for a long-term mark-recapture study of Soay sheep.

**Methods**

**State-space growth model**

Our growth model treated an individual’s true size, $m_{i,t}$ for individual $i$ in year $t$, as a latent variable. This allowed missing sizes to be filled in by the process model, which links consecutive values of the latent variable. We modeled size on the log scale to ensure that it stays positive on the natural scale, but this won’t be required for all study systems. Modeling on the log scale has the additional consequence that effects are multiplicative on the natural scale. Our model allows growth (i.e., changes in size) to be positive or negative throughout ontogeny, as is common for leaf area in plants (Salguero-Gómez and Casper 2010), weight in animals (e.g., Nussey et al. 2011), and occasionally body length in animals (e.g., Wikelski and Thom 2000). Thus we incorporate multiple biological processes (e.g., ontogenetic growth, changes in condition, and senescence) into one model.

We assumed that size in the first time point of life was drawn from a normal distribution with the same mean and variance for all individuals $m_{i,0} \sim N(\mu_0, \sigma_0^2)$, given birth year $t0_i$ for individual $i$. Then, sizes were projected forward for each time step of each individual’s life using a mixed effect model structure that included individual and environmental fixed effect covariates and random effects to quantify deviations from the average growth trajectory. The AR(1) process model can be represented as

$$m_{i,t} = m_{i,t-1}M_{i} + \eta X_{i,t} \beta + z_{i,t} + c_{i0,t} + v_{i,t} + \epsilon_{i,t}$$

**eqn 1**

where $X$ and $M$ are design matrices specifying the fixed effect formula including autoregressive components; $\beta$ and $\eta$ are the corresponding vectors of coefficients. $\epsilon_{i,t}$ is Gaussian distributed process error, $\epsilon_{i,t} \sim N(0, \sigma_{\text{process}}^2)$. We included random effects of
individual, $z_i \sim N(0, \sigma_{\text{individual}}^2)$; birth cohort, $c_{i0} \sim N(0, \sigma_{\text{cohort}}^2)$; and time, $\nu_t \sim N(0, \sigma_{\text{time}}^2)$ on the intercept. These are Gaussian distributed random deviations from the average growth trajectory. In this formulation, the random effects of individual and cohort are persistent throughout an individual's life and affect the entire ontogeny; thus they ignore other types of heterogeneity that do not persist throughout the entire ontogeny, such as compensatory growth. In models with age as a continuous variable, we also considered a random slope of age for each individual and estimated its correlation with the individual intercept. This slope could also capture compensatory growth. We did not consider a random slope of age for cohorts, so we ignore compensatory growth of that type (but see Hamel et al. 2016). Our state-space model assumed that observed sizes, $o$, contain Gaussian distributed error around the true latent size such that $o_{ij} \sim N(m_{ij}, \sigma_{\text{observation}}^2)$, $o_{ij} \sim N(m_{ij}, \sigma_{\text{observation}}^2)$. Thus, the joint likelihood of this state-space model contains the likelihoods of each of the following components: the latent initial sizes, $m_{i,j0}$; the process errors, $\varepsilon_{ij}$; the observation errors, $o_{ij} - m_{ij}$; the random deviations for each individual, $z_i$; the random deviations for each birth cohort, $c_{i0}$; and the random deviations for each time step, $\nu_t$.

Code for fitting this model in R is available in a package called growmod, which can be downloaded from GitHub (https://github.com/mebrooks/growmod). The package can fit all models described in this text and includes functions for extracting estimated coefficients with standard error estimates and predictions. More details can be found in the section Model fitting using TMB below.

**Simulation study comparing LMMs and state-space models**

A linear mixed model (LMM) framework is commonly used to fit growth as an AR(1) process. This differs from our state-space approach because observations for which the
previous observation is missing are omitted, and observation error is ignored. It is possible to estimate observation error using LMMs by making assumptions about the correlation structure (Dennis et al. 2006), but their ability to concurrently estimate random effects of time and individual has not been established. Consequently, the LMMs discussed here ignore observation error. To test for differences in bias, we applied LMMs and our state-space model to simulated data described below. We simulated data from a model that included previous mass, a quadratic effect of age, an interaction of age and previous mass, and random intercepts for each individual and year. Each simulated data set contained 29 years of observations of 1500 individuals with random birth years and longevities randomly sampled with replacement from those observed in the case study described below. In the simulations, we varied the recapture rate (0.05, 0.125, 0.25, 0.5, 0.75, and 1.0) and the coefficient of variation of observation error (cv_{obs} = 0, 0.006, 0.012, and 0.018). Simulated observations did not allow the same individual to be recaptured at the same time point, which is a sub-optimal design for estimating observation error (Dennis et al. 2010). We did 100 simulations for each combination of recapture probability and cv_{obs}. LMMs were fit using restricted maximum likelihood via the lmer function of lme4 in the R statistical computing environment (Bates et al. 2015a; R Core Development Team 2016). Details of the simulations can be found in a vignette using the R command vignette(“sim_growmod”).

**Soay sheep case study**

We modeled the growth in body mass of Soay sheep (*Ovis aries*) using a long-term data set of marked individuals from the Island of Hirta in the St. Kilda archipelago of Scotland, UK. In this long-term study, beginning in 1985, sheep were captured and weighed every August, with about 0.5 annual recapture probability (Clutton-Brock and Pemberton 2004). We assumed that recapture success was random with a constant probability given
that an individual was alive. Reproductive status was recorded based on observed birth or suckling (Childs et al. 2011) which can vary from year-to-year within an individual and is not synonymous with sexual maturity. This only includes live births and excludes individuals that died before giving birth or those that gave birth to dead fetuses; it also does not differentiate between lambs that survived to weaning from those that died. The population density was measured during island-wide counts since 1986; here we use the local population density (i.e., the village population) (Ozgul et al. 2009; Tavecchia et al. 2009; Childs et al. 2011). Lambs are born in April and May and can reproduce in the following spring, but the proportion reproducing in their first year varies from 6 to 80% depending on the environment (Clutton-Brock and Pemberton 2004). Previous work on this population has shown that growth varies by life stage and age, and that growth is reduced in years with high population density and for lambs that reproduce in their first year of life (Ozgul et al. 2009; Childs et al. 2011; Nussey et al. 2011). Previous work also found effects on lamb growth from the North Atlantic Oscillation (NAO) and NAO interacting with population density as well as effects on adult growth from NAO, reproductive effort, and their interaction, all close to statistical significance (Ozgul et al. 2009). Birth mass in spring is also affected by maternal stage (yearling versus adult), maternal mass, population density, and being born as a twin (Childs et al. 2011). Here, in the main text we ignore predictors of mass in the first August of life because the necessary predictors were only available for a subset of individuals. In online appendix S1, we demonstrate that this does not affect our general results.

We restricted our analyses to individuals born after 1986, the period when necessary predictors were available, and used data up to 2014. For simplicity, we focused our study on females, but sex could easily be included as a covariate. Using these criteria gave us 4038 masses of 1560 unique females with a median age of 3 years, observed across 29 years.
Information on maternal age and maternal mass in the year of birth and being born as a twin were available for 951 individuals with 2566 mass observations. Data are deposited in the Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.r6j80 (Brooks et al. 2017).

There were 226 repeated observations of 112 individuals which we used to estimate the distribution of observation errors (Carroll et al. 2006). Assuming that individual \( i \) was measured \( k_i > 1 \) times in August of the same year, then the variance of observations around the true masses could be estimated as

\[
\sigma^2_{\text{observation}} = \frac{\sum_{i=1}^{n} \sum_{j=1}^{k_i} (o_{i,j} - \bar{o}_i)^2}{\sum_{i=1}^{n} (k_i - 1)}
\]

For simplicity, we omitted year \((t)\) from the notation in eqn 2 because the relevant repeated measurements of an individual \((i)\) occur within the same year. This estimate of observation error also included error due to different dates of observation within the month of August. It is possible to estimate observation and process error simultaneously within a state-space model, but we chose to take advantage of the repeated measurements to speed up model fitting. We verified the robustness of this estimate by refitting the most parsimonious model while simultaneously estimating observation error.

**Sheep growth covariates and model selection**

We performed model selection on individual and environmental covariates in addition to the random effects using Akaike information criterion, AIC. In the AIC calculations, we counted each estimated variance term, as one parameter because our goal was to do inference at the population, rather than individual level (Bolker 2015).

Alternatively, if the goal was to do inference at the individual level, then each individual's deviation from the average intercept could count as, at most, one parameter (Vaida and Blanchard 2005). For this analysis, the maximum number of parameters was small relative to the number of observations so we did not perform any small-sample bias correction, but
analyses of smaller data sets may need to do so (Cavanaugh and Shumway 1997; Bengtsson and Cavanaugh 2006).

Individual covariates included age, lamb status (whether or not they were born in year $t-1$), mass in year $t-1$, and reproductive status in year $t$ (whether or not a female gave birth to a live fetus in the current year). Recent work on this population has treated age in various ways (Ozgul et al. 2009; Childs et al. 2011; Nussey et al. 2011); so, we tested versions that included age as linear, quadratic, a factor, or in stage classes as defined by Ozgul et al. (2009). The factor of age was defined with one level per age, except ages over twelve, which were combined into one level. We also included lamb status as a factor in models with age as a continuous variable or with no other effect of age to model the discontinuous difference between lambs and ewes; i.e., the lamb effect is essentially a discontinuity in the age effect.

Environmental covariates included population density in year $t-1$ and two versions of the North Atlantic Oscillation index (NAO): winter NAO (WNAO) was averaged over December (in year $t-1$) to March (in year $t$); summer NAO (SNAO) was averaged over May through August (in year $t$). We did not include both versions of NAO in the same model due to their high correlation. Population density was scaled to have mean zero and unit variance. We considered interactions supported by earlier work including lamb status and population density; lamb status and NAO; lamb status and reproductive status; lamb status, NAO, and population density; lamb status and mass; mass and NAO; reproductive status and NAO; and reproductive status and age (Ozgul et al. 2009; Childs et al. 2011).

To select the form for the age effect, we limited our comparison to models containing random intercepts for individuals, birth cohorts, and years, but compared all combinations of covariates for each form of the age effect. Then, given that form of the age effect, we tested all combinations of covariates in models with additional random slopes on
age for individuals. We estimated individual slopes and intercepts as multivariate normal with correlation. We also did model selection on versions without cohort effects. Finally, we compared the most parsimonious model for the sheep to a LMM of the same form.

To make effect sizes interpretable, we calculated predictions on the natural scale by back-transforming them. Assuming that $m$, the predicted size on the log scale, is normally distributed with total variance $\sigma^2_{\text{total}}$, directly implies that the back-transformed values are log-normally distributed with mean $\exp(m+0.5\sigma^2_{\text{total}})$.

With the most parsimonious model, we examined the estimated individual random deviations from the average growth intercept and quantified their correlation with maximum mass, longevity, and lifetime reproduction. We also checked for a relationship with reproduction in the first year of life. We tested the statistical significance of each relationship using likelihood-ratio tests performed on linear mixed models with a random effect of birth cohort.

**Model fitting using TMB**

We fit the state-space models using TMB, an R package for conducting maximum likelihood estimation of non-linear models containing continuous random effects (Kristensen et al. 2016). Non-technical readers can safely skip the remainder of the Methods section. In TMB, using a superset of C++, the user defines the joint negative log-likelihood of their model. The difficulty of this first step is comparable to writing a model in Bayesian programs that use Gibbs sampling such as NIMBLE, WinBUGS, or JAGS. Then, TMB calculates the marginal negative log-likelihood by integrating out the latent variables $(m_{ij}, z_i, c_{ij0}, v_i)$ using the Laplace approximation and calculates the gradient of the likelihood using automatic differentiation. With the marginal negative log-likelihood and the gradient, the model can be fit using any optimizer in R such as `optim` or `nlminb`. Maximizing the
marginal likelihood is also known as the empirical Bayes method (de Valpine 2009; Vincenzi et al. 2014).

Unlike other methods for fitting non-trivial state-space models, the algorithm used by TMB does not require prior distributions for parameters and is less sensitive to initial values (Bolker et al. 2013). Thus, we initialized parameters to uninformed values and initialized the latent masses, \( m \), based on observed masses, \( o \), filling in missing observations with the average mass. All fixed effect coefficients (\( \eta, \beta \)) and random deviations (\( z, c, v \)) were initialized to zero, with the exception of the autoregressive intercept, the first element of \( \eta \), which was initialized to 0.1 because we assumed the best estimate would be positive. Variance parameters

\[
(\sigma^2_{\text{process}}, \sigma^2_{\text{individual}}, \sigma^2_{\text{cohort}}, \sigma^2_{\text{year}})
\]

were initialized to one and bounded to be positive by estimating them on the log scale. We used the same initial values for all model versions in model selection. For the most parsimonious model, we subsequently confirmed that results were consistent when initializing parameters to other starting values.

All state-space models were fit in R version 3.2.3 using TMB version 1.7.0 (Kristensen et al. 2016; R Core Development Team 2016). We did not compare TMB to MCMC sampling methods (e.g., OpenBUGS, JAGS) because previous studies have shown that TMB is typically 100 to 500 times faster than MCMC sampling (Pedersen et al. 2011; Bolker et al. 2013; Kristensen et al. 2016). We recorded the amount of time it took to fit our models on a laptop computer (MacBook with 2.7 GHz Intel Core i7 processor, 8 cores, and 16 GB memory), but timing will vary with hardware. We ran separate models in parallel on 7 cores using the \texttt{parLapply} function (R Core Development Team 2016). We calculated
confidence intervals for parameters using standard errors estimated by TMB using the delta method.

Results

Simulation study comparing LMMs and state-space models

The state-space model was generally less biased than the LMM (Figure 1). LMMs underestimated individual heterogeneity for lower recapture probabilities, e.g., -68% mean (-100% median) bias for 0.25 recapture rate and no observation error, whereas the state-space models had less than 1% mean (and median) bias. With low recapture rates, the LMM tended to underestimate the (age specific) intercept and overestimate the (age specific) slope on previous size \( M\eta \) in eqn 1. For data sets with 0.125 recapture rate and no observation error, state-space models estimated fixed effects, as well as temporal and individual heterogeneity with mean bias at or below the order of \( 10^{-3} \), which translates to a percent error of 0.6 up to 5000 and only 3% mean (2% median) bias for individual heterogeneity (detailed results in appendix S3). For data sets with 0.05 recapture rate and no observation error, LMMs could not be estimated while SSMs could be estimated for 85 out of 100 data sets but with considerable bias as detailed in online appendix S3. Observation error caused LMM estimates to be biased in the opposite direction from the biases caused by low recapture rates (Figure 1).

Given the recapture rate (0.5) and \( cv_{obs} \) (0.012) from the sheep data, estimates from LMMs had average bias below the order of 0.1 except the age effect. On average, LMMs underestimated individual heterogeneity by 58% (-0.03 bias), and overestimated process error by 57% (0.03 bias). LMMs also had bias on the order of \( 10^{-3} \) to \( 10^{-1} \) (ranging from >100% up to 80,000%) for all fixed effect terms containing age (appendix S3). For the same simulated data, state-space models were very precise except that they overestimated the
effect of age on the intercept by 34% (10^{-3} \text{ bias}) and overestimated the effect of age on the slope of previous size by 800% (<10^{-4} \text{ bias}).

**Soay sheep study results**

Based on model selection, a continuous quadratic effect of age was more parsimonious than including age as either a factor or a stage (Table 1). Given the quadratic age effect, the highest ranked random effects structure contained random intercepts for individuals, years, and birth cohorts; and a random slope on the age effect for each individual. However, the correlation of individual random slopes and intercepts was -1, which is on the boundary of parameter space and indicates that the model was degenerate (Bates et al. 2015b); so we dropped the random slope from what we consider to be the most parsimonious model. See online appendix S4 for more model selection details. Given the set of models with the continuous quadratic age effect and the best random effects structure, the most parsimonious model contained effects of population density, WNAO, reproductive status, and lamb status; also age interacted with reproductive status, and lamb status interacted with population density (Table 1). General results were consistent across the different random effects structures (appendix S4). See online appendix S2 for details of the most parsimonious model.

Reproductive individuals had lower growth rates than non-reproductive individuals and the effect was greater in adults than in lambs (Figure 2). For a median female, the cost of reproduction amounted to 0.5 kg, i.e. 2% of their body mass or 46% of their expected growth if not reproductive. High population density reduced growth rates for all ages, but especially for lambs (Figure 3). Higher WNAO increased growth rates (Figure 4).

Persistent heterogeneity among individuals (CV 0.027, 0.001 SE) was larger than process error (CV 0.018, 0.0008 SE) and heterogeneity among years (CV 0.01, 0.002 SE) and birth cohorts (CV 0.005, 0.002 SE). Individual deviations from the average growth trajectory
were positively correlated with maximum mass (0.23, p<10^{-15}), longevity (0.13, p<10^{-8}), lifetime reproduction (0.18, p<10^{-8}), and reproduction in the first year of life (p<0.01).

In our comparison of a LMM with our most parsimonious state-space model of sheep growth, the LMM was able to use 2530 observations amounting to 1799 observed growth increments – far fewer than the 4038 mass observations used in the state-space model. Despite sample size differences, the LMM and state-space model had quite similar parameter estimates (appendix S2). The LMM had a lower estimated intercept, a lower (more negative) effect of age, a stronger effect of WNAO, and a higher slope on previous size. Only the age effect had confidence intervals that did not overlap the estimate from the state-space model (appendix S2).

**Speed of growmod**

The most parsimonious model, which was highly parameterized relative to other formulas, took 20 seconds to fit using our method. The corresponding LMM, with the same fixed and random effects as in eqn 1, could be fit using the lmer function in 0.2 seconds. Using 7 computer cores in parallel, fitting 4466 models with different versions of the fixed effects and the all of the random effects considered here took 6.9 hours, i.e., 6 seconds per model on average.

**Discussion**

In this study, using our method applied to simulated data, we showed that state-space models are less biased than LMMs for estimating AR(1) growth patterns. In comparison with other modeling approaches, our method is more flexible than size-at-age models and much faster than MCMC sampling methods. We applied both LMMs and state-space models to a well-studied population and showed that, while both models gave similar results, the LMM’s accuracy was due to two sources of bias negating each other. Our simulation study demonstrates that this coincidence should not occur commonly, and thus
LMM’s should not be viewed as equivalent in accuracy to our state-space approach. For the first time, we have shown that female Soay sheep incur an immediate cost of reproduction on annual growth of 2% of their body mass or 46% of their expected growth. Furthermore, we showed that growth is reduced at high population densities and low winter NAO values.

**Comparison with other methodologies**

LMMs can be used to model an AR(1) growth process, but our simulation study showed that imperfect recapture rates and observation error cause severe biases for LMMs. Estimates of individual heterogeneity were increasingly biased downward for lower recapture rates and increasingly biased upward with larger observation error. Observation error increased the age-specific intercept and reduced the age-specific slope on previous mass; this agrees with the statistical principle that adding noise to data attenuates the estimated slope. Imperfect recapture caused biases in the opposite direction from observation error and in some studies, these biases may negate each other. However, this coincidental negation is more likely to be the exception than the rule and under most circumstances, the resulting estimates will be severely biased, as we have shown in the simulation study. When there is substantial bias in estimated LMM coefficients, it is difficult to intuit the implications for predictive models that use those biased coefficients. That’s because a positive bias in the intercept combined with a negative bias in the slope on previous mass may have negligible consequences for most masses in the observed range.

Our modeling approach allowed us to account for the effects of persistent and transient heterogeneity that may have lasting effects throughout life. Size-at-age models can be adapted to account for the environment (English et al. 2011; Huchard et al. 2014) and transient individual heterogeneity (Webber and Thorson 2015). However, estimated effects of previous environments are not persistent in size-at-age models and could be confounded with other effects such as persistent or transient individual heterogeneity. Our AR(1)
approach includes the carryover effects of past environments on growth trajectories. For example, lambs that experience a high population density in their first year of life will have a lower size the following year and this will carry over with an effect that diminishes based on the autoregressive part of the model ($M\eta$ in eqn 1). This lasting effect of past environments can have important repercussions at the population level (Ozgul et al. 2009). It may also affect population dynamics because survival and reproduction are associated with mass.

Using TMB allowed us to achieve the flexibility and accuracy of state-space models at a speed that is comparable to LMMs. If we assume this model follows the published pattern (Pedersen et al. 2011; Bolker et al. 2013; Kristensen et al. 2016), then using MCMC sampling methods would require approximately 20 to 150 days to select the fixed effects given the continuous age effect; other age effects and random effects structures would require additional time. Doing model selection either by an exhaustive search, as we have done here, or by stepwise selection is important for finding the set of variables that give the best predictive ability or the highest explanatory power (Murtaugh 2009). Access to fast and flexible methods gives biologists greater ability to test more forms of their model and find the best one, whereas slower methods would hinder the selection process.

**Comparison with previous studies of Soay sheep**

The general results from our model are similar to previous studies of the same population of Soay sheep, but our results on reproduction differed. We found that the cost to lambs was smaller than the cost to adults whereas Ozgul et al. (2009) only detected a significant cost in lambs. The observed cost to lambs may be small if those that cannot pay the growth cost of reproduction die over the winter, especially since there is a survival cost of reproduction in this population which is strongest for individuals of ages one year or over seven years (Tavecchia et al. 2005). The survival cost means that we observe a truncated
portion of the population. Estimates of the growth costs of reproduction were similar in both the state-space model and the LMM of the same form. Ozgul et al. (2009) found a trend for a positive effect of reproduction on growth of adults and senescent individuals. Because our LMM and state-space model of sheep growth gave similar results to each other, we conclude that the differences between our findings and those of Ozgul et al. (2009) are probably due to the eight years of additional data in this analysis.

Post-hoc analyses showed that the individual growth deviations are positively correlated with other fitness measures (longevity, early reproduction, and lifetime reproduction). This agrees with previous findings that sheep that grow larger tend to live longer (Nussey et al. 2011). These correlations suggest that the growth deviations are capturing aspects of individual quality (Wilson and Nussey 2009), possibly relating to the positive genetic correlation between mass and parasite resistance in this population (Coltman et al. 2001). However, caution should be used in post-hoc interpretations because individual deviations are biased towards zero (Postma 2006; Hadfield et al. 2010); a thorough assessment should estimate correlations within the estimation procedure.

Costs of reproduction are foundational to the study of life-history evolution. Thus the cost of reproduction on growth that we detected is likely to have evolutionary consequences for the life history of sheep because survival and reproduction depend on mass (Clutton-Brock et al. 1996; Milner et al. 1999). Current reproduction that reduces a female’s future mass will also reduce her future survival and reproduction. Consequences of the growth cost may be subtler than the survival cost demonstrated by Tavecchia et al. (2005). Previous predictions of the optimal reproductive allocation in Soay sheep included reduced survival rates of reproductive females but did not account for the growth costs observed here (Clutton-Brock et al. 1996; Marrow et al. 1996; Wilson et al. 2009; Childs et al. 2011). Positive selection on offspring mass and number may be counter-balanced by
selection on adult females to have a high mass leading into the winter when mortality risk is high. Future work on optimal allocation in Soay sheep should account for these growth costs.

**Conclusion**

Our approach of modeling growth in a state-space framework is flexible enough to include environmental effects and avoids biases caused by observation error and missing repeated measures – common problems in studies of natural populations. We have shown that biases from these two sources act in opposite directions such that, in certain combinations, they can negate each other almost completely, as in the Soay sheep case study. However, we recommend against using LMMs when more than 25% of repeated measures are missing, as previously recommended by Hamel et al. (2012). We have introduced a new tool (growmod) for avoiding these biases while estimating individual growth trajectories much faster than was previously possible. Better estimates will give us more power to make predictions at higher levels of organization because patterns of individual growth have consequences for eco-evolutionary dynamics.
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**Figure legends**

**Figure 1.** LMMs are biased by imperfect recapture rates (left column) or observation error (right column) in opposite directions. Each row of panels is a coefficient in an AR(1) growth model. Points are the estimated coefficients from 100 replicates. Colored lines are cubic splines fit to the estimates of each model. Black lines are the true value of the parameter used to simulate data.

**Figure 2.** Reproduction reduces growth. Lines represent predictions of the most parsimonious model for lambs (dashed) and three-year-old ewes (solid), three being the median age. Line lengths span 95% of observed masses for these classes of individuals. Points represent observations. Color represents whether or not the female reproduced in year t+1. The dotted black 1-to-1 line represents stasis.

**Figure 3.** Increasing population density reduces growth. Lines represent predictions of the most parsimonious model for non-reproductive lambs (dashed) and reproductive three-year-old ewes (solid). Line lengths span 95% of observed masses for these classes of individuals. Color represents predictions (lines) and observations (points) from the years with the 2nd lowest and the highest population densities; too few observations were available to plot data from the year with the lowest population density. The dotted black 1-to-1 line represents stasis.

**Figure 4.** Increasing winter NAO increases growth. Lines represent predictions of the most parsimonious model for non-reproductive lambs (dashed) and reproductive three-year-old ewes (solid). Line lengths span 95% of observed masses for these classes of individuals. Color represents predictions (lines) and observations (points) from the years with the highest and 2nd lowest winter NAO; too few observations were available to plot data from the year with the lowest winter NAO. The dotted black 1-to-1 line represents stasis.
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Online Appendix S1 – Model with first mass covariates

Introduction

Previous studies of growth in this population of Soay sheep separately modeled birth masses and the growth process. However, state-space models require that the initial state be modeled jointly with the process. In our Soay sheep case study, the initial state was mass in the first August of life, a few months after birth (herein referred to as “first mass”). Because maternal covariates were only available for a subset of individuals, we modeled first mass as a completely random variable in the main text. For individuals with observed first masses, their first latent mass is pulled very near to the observed mass. Only individuals with unobserved first masses have an independently estimated latent first mass. In this appendix, we describe models that were fit to the subset of the data for which we had maternal covariates available including maternal age and mass. Organizing the data is specific to this application, so it is not presented here.

Defining the first mass predictors

To choose the predictors for the first masses, we created a subset of the data that contained a row for each individual with mass observed in August at age 0 (the lamb stage) and a column for each possible predictor. This data frame only contained data for individuals at age 0 and can contain no missing values. We selected the best predictive model for first masses using the dredge function from the MuMIn package. We separated models with summer or winter NAO because they are correlated.

Then for the growth model, we needed a slightly less restricted subset of the data. It is less restricted than the data described above because it is not necessary to observe the first masses for each of these individuals, only the necessary predictors for first masses. This subset of the data is organized in datm. Unlike the data used for the simpler model, this one contains columns with the predictors of first mass with names that begin with “birth” to indicate that they were observed in the year of birth.

For conciseness, we use the following abbreviations for the coefficients. They are described in more detail in the main text.

<table>
<thead>
<tr>
<th>abbreviation</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>age</td>
</tr>
<tr>
<td>lamb</td>
<td>lamb status</td>
</tr>
<tr>
<td>rep</td>
<td>reproductive status</td>
</tr>
<tr>
<td>pop</td>
<td>population density</td>
</tr>
<tr>
<td>nao</td>
<td>winter NAO</td>
</tr>
<tr>
<td>birth_pop</td>
<td>population density the year before this individual’s birth</td>
</tr>
<tr>
<td>birth_adultmum</td>
<td>mother of this individual was a yearling (0) or adult (1) in the year of this individual’s birth</td>
</tr>
</tbody>
</table>
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How to use `growmod`

The `growmod` package can be used to fit a model with predictors on initial size using the following code.

```r
fx = ~a+I(a^2)+ lamb+ rep+ pop+ nao + age:rep +lamb:pop
fm = ~lamb+a+nao
fb = ~birth_pop + birth_adultmum + birth_mumlogm + birth_twin
mfs = growmod(fx, fm, formulafirstsize=fb, data=datm, estobserr = FALSE, sigma_obs=sigma_obs)
```

Results of model selection

View the top models fit to the subset of data for which we had the necessary predictors.

### First mass predicted

<table>
<thead>
<tr>
<th>formulaX</th>
<th>formulaM</th>
<th>deltaAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.000</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + a:rep + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.497</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:rep + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.663</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:nao + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.740</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:pop + lamb:pop + nao</td>
<td>~lamb+a+nao</td>
<td>1.144</td>
</tr>
</tbody>
</table>

### First mass random

<table>
<thead>
<tr>
<th>formulaX</th>
<th>formulaM</th>
<th>deltaAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.000</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + a:rep + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.598</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:nao + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.717</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:rep + lamb:pop</td>
<td>~lamb+a+nao</td>
<td>0.847</td>
</tr>
<tr>
<td>~a+I(a^2) + lamb + rep + pop + nao + lamb:pop + lamb:pop + nao</td>
<td>~lamb+a+nao</td>
<td>1.384</td>
</tr>
</tbody>
</table>

The top model formula is the same, but some of the other models are in a slightly different order.

Check the mean relative difference of the coefficient estimates for the top models.

```r
all.equal(extract_coefs(tm_fm[[1]]), extract_coefs(tm_sd[[1]]))
```

```r
## [1] "Component \"est\": Mean relative difference: 0.00268381"
## [2] "Component \"se\": Mean relative difference: 0.004640666"
## [3] "Component \"t.value\": Mean relative difference: 0.007204116"
```

These are very small differences. So the growth estimates for the top models are essentially equal no matter if we have predictors on mass in the first August of life or not.
Discussion

When we restricted our data to the individuals for which first mass covariates were observed and fit models with and without these covariates on first masses, model selection chose the same model structure for either analysis of this data subset and differences in coefficient estimates were negligible (<1%). Covariates on the first mass included population density in the previous year, maternal mass, maternal stage (yearling or not) and whether or not the individual was born as a twin. The most parsimonious model chosen for this subset of the data still showed the same general patterns. More importantly, the differences in this model compared to that chosen with the full data set are due to using a subset of the data, not due to including covariates on first masses. This indicates that the model that treats first mass as a completely random variable is adequate for the analysis of growth and its determinants. Effects on birth mass or first mass including maternal effects and inheritance can be modeled separately.
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Online Appendix S2 - Examining the most parsimonious model

In this appendix we examine aspects of the most parsimonious model. We examine the coefficient estimates and their Wald-type confidence intervals, do likelihood ratio tests on covariates of interest, and check for patterns in the random effects.

The best model

Fit as a state space model

\begin{verbatim}
ssm1=growmod(~age+I(age^2)+ lamb+ rep+ prevpop + wnao + age:rep +lamb:prevpop, 
   ~lamb+age+wnao, dat, REcohort=TRUE)
\end{verbatim}

Fit as a linear mixed model

\begin{verbatim}
dat2=ddply(organize_data(dat, sigma_obs = sigma_obs)$Ldat$Predictors, ~ID, mutate, 
   presize = size[match(age, age+1)]
)

lmm1=lmer(size~ presize*(lamb + age + wnao)+
   age + I(age^2) + lamb + rep + prevpop+wnao + age:rep +lamb:prevpop + 
   (1|t)+(1|ID) +(1|t0), dat2)
\end{verbatim}
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Coefficient plot

Likelihood ratio tests

For example, we can do a LRT on winter NAO using the following code:

```r
fx = ~age+I(age^2)+ lamb+ rep+ prevpop + age:rep +lamb:prevpop
fm = ~lamb+age
wnao = growmod(fx, fm, dat, REcohort=TRUE)
LRtest(ssm1, wnao)
```

Likelihood-ratio tests for all terms are in the following table:

<table>
<thead>
<tr>
<th>term</th>
<th>statistic</th>
<th>df</th>
<th>p.value</th>
</tr>
</thead>
<tbody>
<tr>
<td>wnao</td>
<td>11.09</td>
<td>2</td>
<td>0.0039000</td>
</tr>
<tr>
<td>pop</td>
<td>27.53</td>
<td>2</td>
<td>0.0000011</td>
</tr>
<tr>
<td>rep</td>
<td>45.93</td>
<td>2</td>
<td>0.0000000</td>
</tr>
<tr>
<td>lamb</td>
<td>148.47</td>
<td>3</td>
<td>0.0000000</td>
</tr>
<tr>
<td>REcohort</td>
<td>5.49</td>
<td>1</td>
<td>0.0191674</td>
</tr>
<tr>
<td>REyear</td>
<td>202.84</td>
<td>1</td>
<td>0.0000000</td>
</tr>
<tr>
<td>REID</td>
<td>302.29</td>
<td>1</td>
<td>0.0000000</td>
</tr>
</tbody>
</table>
Changes through time

Here we check to see if there are any temporal patterns in the random effects. As Ozgul et al. (2009) reported that sheep have been shrinking through time, we might see some trends unless this pattern is captured by the environmental covariates of weather and population density. We omit the deviations of individuals who were only observed once because they are severely shrunken toward zero.

There appears to be a decreasing trend in the cohort effect for the range of years (1986 to 2006) analyzed by Ozgul et al (2009).
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Online Appendix S3 – Extended results of simulation study

Here we present results of a study comparing linear mixed models and state-space models fit to simulated data sets with recapture rates (\textit{recap}) of 0.05 and 0.125 and no observation error. Run \texttt{vignette("sim_growmod")} to see the methods. We plot the two model types in separate panels because the scales are so different. Having the models size-by-side would be better for comparisons, but this way shows more resolution.
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Figure S3-1 Parameter estimates. The left and right column represent linear mixed models (LMMs) and state-space models (SSMs) respectively fit to 100 simulated data sets. Data sets were simulated with recapture rates of 0.05 and 0.125 (i.e., 95% and 87.5% of repeated measures missing) which are represented by the x-axis. Each row of panels represents a different parameter of the model. Horizontal lines represent the true parameter value used to simulate growth data. Estimates are summarized by Tukey style boxplots in which boxes encompass the 25th to the 75th quantile with a thicker line at the median, whiskers extend from the box up to 1.5 times the inner quartile range (truncated to the location of data), and points represent outliers.
**Figure S3-2 Error relative to true value.** The left and right column represent linear mixed models (LMMs) and state-space models (SSMs) respectively fit to 100 simulated data sets. Data sets were simulated with recapture rates of 0.05 and 0.125 (i.e., 95% and 87.5% of repeated measures missing) which are represented by the x-axis. Each row of panels represents a different parameter of the model. Horizontal lines represent 0% error of the estimate relative to the true parameter used to simulate the growth data. Estimates are summarized by Tukey style boxplots in which boxes encompass the 25th to the 75th quantile with a thicker line at the median, whiskers extend from the box up to 1.5 times the inner quartile range (truncated to the location of data), and points represent outliers.
Table S3-1 The sheep’s combinations of recap and sigma_obs. This table summarizes a subset of the simulated data that should be the most similar to the real sheep growth data. The average of estimates from 100 simulated data is presented.

<table>
<thead>
<tr>
<th>model</th>
<th>parameter</th>
<th>% error</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMM</td>
<td>intercept</td>
<td>1</td>
<td>0.018</td>
</tr>
<tr>
<td>LMM</td>
<td>age</td>
<td>-3116</td>
<td>-0.119</td>
</tr>
<tr>
<td>LMM</td>
<td>age^2</td>
<td>-113</td>
<td>0.001</td>
</tr>
<tr>
<td>LMM</td>
<td>preysize</td>
<td>1</td>
<td>0.006</td>
</tr>
<tr>
<td>LMM</td>
<td>preysize:age</td>
<td>-76398</td>
<td>0.035</td>
</tr>
<tr>
<td>LMM</td>
<td>sigma[indiv]</td>
<td>-58</td>
<td>-0.028</td>
</tr>
<tr>
<td>LMM</td>
<td>sigma[year]</td>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>LMM</td>
<td>sigma[process]</td>
<td>57</td>
<td>0.025</td>
</tr>
<tr>
<td>SSM</td>
<td>intercept</td>
<td>0</td>
<td>-0.001</td>
</tr>
<tr>
<td>SSM</td>
<td>age</td>
<td>34</td>
<td>0.001</td>
</tr>
<tr>
<td>SSM</td>
<td>age^2</td>
<td>2</td>
<td>0.000</td>
</tr>
<tr>
<td>SSM</td>
<td>preysize</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>SSM</td>
<td>preysize:age</td>
<td>827</td>
<td>0.000</td>
</tr>
<tr>
<td>SSM</td>
<td>sigma[indiv]</td>
<td>0</td>
<td>0.000</td>
</tr>
<tr>
<td>SSM</td>
<td>sigma[year]</td>
<td>-3</td>
<td>-0.001</td>
</tr>
<tr>
<td>SSM</td>
<td>sigma[process]</td>
<td>-1</td>
<td>0.000</td>
</tr>
</tbody>
</table>
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Online Appendix S4– Model selection of random effects

In this appendix, we present the results of model selection on the structure of the random effects. As described in the main text, we first chose the age effect and then given that age effect, we consider other random effects structures. For all these models, observation error $\sigma_{\text{obs}}$ was held as constant based on the independent estimation described in the main text; that’s why its estimated standard error is 0. For all these models, masses in the first August of life had the same estimated mean for all individuals (i.e., ignoring covariates). In the model selection table, we only present models that had less than 2 deltaAIC compared to the best model within a given class of models (i.e., given the same form of age and random effects).

For conciseness, we use the following abbreviations for the coefficients. They are described in more detail in the main text.

<table>
<thead>
<tr>
<th>abbreviation</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>age</td>
</tr>
<tr>
<td>sta</td>
<td>stage: lamb (&lt;1 year), yearling, prime-aged adult (2 to 6 years), and senescent (&gt;6 years)</td>
</tr>
<tr>
<td>fa</td>
<td>factor of age (one level for each age, except &gt;12 which is combined)</td>
</tr>
<tr>
<td>lamb</td>
<td>lamb status</td>
</tr>
<tr>
<td>rep</td>
<td>reproductive status</td>
</tr>
<tr>
<td>pop</td>
<td>population density</td>
</tr>
<tr>
<td>nao</td>
<td>winter NAO</td>
</tr>
<tr>
<td>i</td>
<td>individual</td>
</tr>
<tr>
<td>y</td>
<td>year</td>
</tr>
<tr>
<td>c</td>
<td>birth cohort</td>
</tr>
</tbody>
</table>

To concisely describe the random effects (RE) of each model here, we use the same notation as used by lme4.

<table>
<thead>
<tr>
<th>formulaX</th>
<th>formulaM</th>
<th>RE</th>
<th>deltaAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao+ a:nao +lamb:pop</td>
<td>~lamb+a (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao + a:rep +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao+ a:nao +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao + lamb:rep +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao+ a:rep +a:nao +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao+ a:rep +a:nao +lamb:pop</td>
<td>~lamb+a+nao (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao+ a:rep +a:nao +lamb:pop</td>
<td>~lamb+a (1+a</td>
<td>i)+(1</td>
<td>y)+(1</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao + a:rep +a:nao +lamb:pop</td>
<td>~lamb+a+nao (1+i)+(1</td>
<td>y)+(1</td>
<td>c)</td>
</tr>
<tr>
<td>~a+I(a^2)+ lamb+ rep+ pop+nao + a:rep +a:nao +lamb:pop</td>
<td>~lamb+a (1+i)+(1</td>
<td>y)+(1</td>
<td>c)</td>
</tr>
</tbody>
</table>

*Corresponding author. email MollieEBrooks@gmail.com
We can use `summary()` to check the estimates of the top model to make sure that they are valid.

```r
## State-space growth model fit by maximum marginal likelihood estimation
## Formula X: ~ age + I(age^2) + lamb + rep + prevpop + wnao + lamb:prevpop
## Formula M: ~ lamb + age + wnao
## Convergence: relative convergence (4)
## AIC: NA
## number of observations: 4038
## number of missing observations: 3790
## recapture rate: 0.516
## number of individuals: 1560
## number of time points: 29
## Fixed and Random effects:
##   est     se   t.value
## (Intercept)  2.452072600 0.0790727687 31.010329
## age -0.180960767 0.0095480630  -18.952615
## I(age^2) -0.001276417 0.0002315653  -5.512125
## lamb -0.507141900 0.0730396915  -6.943374
## rep -0.020402246 0.0031968009  -6.382082
## prevpop -0.012557556 0.0053983833  -2.326170
## wnao  0.076426089 0.0271345561  2.816559
## lamb:prevpop -0.018561623 0.0041979592  -4.421582
## prevsize 0.210520677 0.0281904742  7.467795
## time_growth_sd 0.024354770 0.0038749738  6.285145
## cohort_growth_sd 0.008293848 0.0027279682  3.040302
## sigma_obs 0.035578777 0.0018871681 18.852999
## sigma_proc 0.038268293 0.0021591175 17.724044
## indiv_cor -0.999999139  NaN  NaN
```

Having a correlation of -0.999999 indicates that the model is degenerate (Bates et al. 2015b).
The coefficient estimates are fairly consistent regardless of the random effects structure.