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Abstract
The work presented in this thesis revolves around quantum enhanced magnetic field
sensing. The core of the study is the nitrogen-vacancy (NV) center, a point defect in
the diamond lattice with atomic like properties and magnetic field susceptibility. The
central task was to develop control schemes and protocols to enhance the lifetime and
the coherences of the NV center with the overall goal of enhancing the capabilities of
this sensor in the field of magnetometry.

In order to realize complex protocols, a sophisticated software control of the measure-
ment setup is required. A general software framework, termed Qudi, was designed and
developed from scratch to improve drastically the measurement abilities and to facili-
tate the transfer of knowledge between the measurement protocols and the underlying
physical idea. The transparent character of the core code, fully open to the scientific
community, is serving as rigorous framework to reduce the complexity of the setup con-
figuration by a fundamental separation of tasks. As a consequence, the general idea of
this framework is not limited to experiments with color centers in diamond, but can find
application in any laboratory environment.

The measurement of magnetic fields in the high-frequency GHz regimes is challenging. In
this thesis, a continuous dynamical decoupling protocol is developed and implemented,
which extends the capabilities of the NV sensor to probe GHz signals with a narrow
bandwidth. Moreover, the protocol protects the system from noise, attributed to the
drive, and from external magnetic noise thereby prolonging the coherence time and
reaching the lifetime limitation of the quantum states. We measured a coherence time
of 1.43ms at room temperature in a diamond crystal with a natural abundance of 13C
atoms, resulting in a smallest detectable magnetic field strength of 4 nT at 1:6GHz.

Creating a protected qubit from a three-level system requires multiple drive fields ad-
dressing different transition frequencies. Continuous dynamical decoupling can protect
the system from external magnetic noise, but typically introduces large drive noise to
the system. The combination of on-resonant and off-resonant driving fields serves an ap-
proach to circumvent the challenges associated with drive noise. While on-resonant drive
maintains a large energy gap in order to protect the sensor from external magnetic noise,
the off-resonant drive creates AC-Stark shifted energy levels, thereby significantly reduc-
ing the amount of drive noise on the three-level system. We experimentally demonstrate
an improvement in coherence time, which is only limited by the second order contribu-
tions of the magnetic field noise while suppressing entirely the drive noise contributions.
Further improvement can be achieved by a mere increase of the drive field as its noise
is efficiently decoupled from the sensor.
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Dansk resumé

Arbejdet i denne afhandling er udført inden for emnet kvanteforstærkede magnetfelts-
målinger. Studiet fokuserer på nitrogen-vakancecentret, en punktdefekt i diamantgit-
teret med atomlignende egenskaber og modtagelighed over for magnetfelter. Opgaven
er at udvikle måleprotokoller for at forbedre denne sensors kapacitet inden for magne-
tometri.

For at realisere komplekse protokoller kræves en sofistikeret softwarekontrol af måleop-
sætningen. En generel softwareramme, kaldet Qudi, blev designet og udviklet fra bunden
for at forbedre måleevnen drastisk og lette overførsel af viden mellem måleprotokollerne
og den underliggende fysiske ide. Den gennemsigtige karakter af kernekoden, der er fuldt
åben for det videnskabelige samfund, tjener som streng ramme for at reducere komplek-
siteten af opsætningskonfigurationen ved en grundlæggende adskillelse af opgaver. Som
en følge heraf er den generelle ide om denne ramme ikke begrænset til eksperimenter
med farvecentre i diamant, men kan finde anvendelse i ethvert eksperimentelt fysiklab-
oratorium.

Måling af højfrekvensfelter i GHz-regimet er udfordrende. Her præsenteres en imple-
mentering af en kontinuerlig dynamisk afkoblingsprotokol, som udvider NV sensorers
evne til at probe højfrekvente signaler med en smal båndbredde. Desuden beskytter
protokollen systemet mod støj, der tilskrives det kontinuerlige drev (not sure) og fra ek-
sterne magnetiske støjfelter, og derved forlænges kohærenstiden, der når levetidsbegræn-
sningen af kvantetilstandene. Vi kan med den naturlige forekomst af 13C demonstrere
en opnået kohærensstid på 1.43ms ved stuetemperatur, hvilket resulterer i den mindste
detekterbare magnetfeltstyrke på 4 nT ved 1.6GHz.

Opretholdelse af en beskyttet qubit i et tre-niveau system kræver brug af flere drev, der
adresserer forskellige overgangsfrekvenser. Kontinuerlig dynamisk afkobling kan beskytte
systemet mod ekstern magnetisk støj, men indfører en stor drivstøj. Kombinationen af
resonante og ikke-resonante drev tjener som en lovende tilgang. Mens resonansdrevet
opretholder et stort energiniveau-gab, for at beskytte sensoren mod ekstern magnetisk
støj, skaber det ikke-resonante drev AC-Stark-skiftede energiniveauer, hvilket reducerer
mængden af støj på tre-niveau systemet betydeligt. Vi kan demonstrere en forbedring
af kohærenstid, der når de samme værdier i forhold til det resonante Rabi-drev af en
enkelt overgang.
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Chapter 1
Introduction

Life is a concept, like "universe",
that expands as soon as we reach

what we think is its edge.

– Komand Kojouri
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1 Introduction

Quantum physics has significantly enriched and shaped technological evolution in the
past years. As a consequence, our perception of the world has changed.

Quantum-based technology revealed new insights into a microscopic world which was
alien to us. The development process spans wide, from small-sized inventions, enabling
smartphones, computers and Lasers, up to the establishment of huge facilities like CERN,
ITER or LIGO, serving primarily as hotbeds for further research in fundamental science.
The results from all these inventions are constantly improving our understanding of the
world. The knowledge is condensed into technology, such as measurement devices and
sensors, that are equipped with new intricate abilities originating from the quantum
world.

The start of the process was laid by the founding fathers of quantum physics in the
beginning of the 20th century. Together, they developed a theory which allows us to
understand the intrinsic nature of motion of small atomic size particles and their interac-
tions. They proposed and verified concepts like the Uncertainty Principle [1], Quantum
Superposition [2], Tunneling [3], Entanglement [4] or Decoherence [5] - all phenomena
which cannot be described by classical Newtonian dynamics. This led to the evolution
of Quantum Mechanics.

A domain in quantum physics, which actively pushes the current development to its
limits, is the field of quantum optics. It is a theory which describes how the quantized
field of light interacts with classical and quantum objects [6, 7]. Looking at our world
from the perspective of optical photons (the quantum particle of light), it appears that
it is a very cold one (h� � kBT ). This viewpoint reflects the statement that the
thermal occupation of the light field at optical frequencies represents the lowest energy
state, making the photon interactions with matter very weak, except at certain resonant
conditions.

Another active research branch pursuing the study of physical properties of solids is
known as Condensed Matter Physics. It focuses on a variety of quantum objects like
electrons, polarons, phonons, excitons, plasmons, or magnons [8, 9]. A subfield of that
is Solid State Physics which investigates crystalline materials consisting of many atoms.
More recently, research on single defects in all kinds of materials was guided by the
premise of having individual atomic like structures. Eventually, it lays the basis for the
ability to scale isolated systems and to design their mutual interactions. This devel-
opment process has started from classical transistors and continues into the world of
quantum objects [10, 11].

At the interface of quantum optics and solid state physics, the nitrogen-vacancy (NV)
center has emerged [12, 13]. This system interacts with light while possessing atomic like
properties, which originate from the configuration within its crystalline host material,
diamond [14]. Its unique characteristics lends itself to a variety of potential applications
ranging from quantum metrology [15–22] to quantum communication [23–25], as well as
simulation and computation [11, 26–31]
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1.1 Structure of the thesis

In particular, employing the nitrogen-vacancy center as magnetic field sensors has re-
ceived much attention as magnetic interactions are imprinted on its quantum state [32,
33]. Sensitivities of the order of nT/

p
Hz can be achieved with a single defect while

maintaining a spatial resolution in the nanometer scale [15, 16].

The intrinsic quantum state of the NV center can be initialized and read out via the
interaction with photons. The immediate access to quantum information and the ability
to manipulate the system with magnetic fields create a fascinating quantum system for
experimental physicists operating at room temperature.

This thesis deals with the investigation of the NV center use in magnetometry and
the exploration of the intrinsic interaction of control fields with the sensor itself. The
paramagnetic character of the NV center will be exploited to utilize the defect as a
highly sensitive, nanometer-sized sensor for single spin magnetometry. The interaction
with external magnetic fields lay the basis for the development of sophisticated protocols
for which the susceptibility of the sensor to external magnetic signals can be shaped and
controlled.

1.1 Structure of the thesis

The present work is structured as follows.

The first part, Chapter 2, is intended to give a concise overview of some basic properties
of diamond, followed by an introduction to the NV center, its fundamental properties,
and resulting applications.

Chapter 3 introduces briefly the setup configuration and highlight some important mea-
surement techniques, which were used in this work.

The main part of the thesis consists of the three chapters, Chapter 4, Chapter 5 and
Chapter 6. In the beginning of each chapter a motivation and summary of the inves-
tigated topic is given, followed by the research article attributed to this study. Within
each paper the context of the study will be described, followed by the main findings,
and concluded by a discussion and an outlook.

A final conclusion and outlook is given in Chapter 7.
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Chapter 2
Theoretical background for the
nitrogen-vacancy center in diamond

There is pleasure in recognising
old things from a new viewpoint.

– Richard Feynman
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2 Theoretical background for the nitrogen-vacancy center in diamond

At the heart of each quantum system stands the desire to prepare, manipulate, and
design its quantum state to test and verify the laws of quantum physics. With such
systems we gain the opportunity to explore deeper the world of quantum mechanics, to
identify the limitations, and capabilities of the given systems and to assuage the scientific
thirst for curiosity.

For this reason the present chapter will try to elucidate the basic properties of the
nitrogen-vacancy center and its host material. It will show why this quantum system has
gained so much attention in the scientific community and why it has become a popular
tool with a large potential for applications in the fields of quantum information processing
[25, 34, 35], nanoscale imaging [17, 19, 21], electric field detection [20], thermometry [36],
magnetometry [15, 16, 33] or biological sensing [22, 37, 38].

2.1 The host material

In 1978 J.H.N. Loubser and J.A. Wyk posed the question of studying diamond and its
properties with regards to the presence of various defect centers [39]. In these early
days diamond was already known as an extraordinary material. The lattice structure of
diamond can offer explanations for the origin of its unique properties.

The crystal structure of diamond can be described by a face-centered cubic lattice ar-
rangement of tetrahedrally bonded carbon atoms. Each carbon atom is connected to 4
neighboring carbon atoms by covalent sp3 hybridized orbital bonds, formed by two sp3

bands, each with the possibility to host 4 electrons. Starting from the carbon electron
configuration, (1s2,2s2,2p2), the 2s and 2p electrons fill entirely the lower sp3 band form-
ing the valance band [40, p. 67]. Thus, a completely unpopulated sp3 (conduction) band
remains, which will be, due to the lattice constant of a0 = 0:357 nm, apart by 5.47 eV
from the valance band. As a consequence, it would require light with a wavelength of
225 nm to excite electrons from the valance band to the conduction band, constituting
diamond as insulator. Therefore, diamond is optically transparent until the far infrared
of 2700 nm [41, p. 2.55 Table 21] (the visible spectrum ranges from 1.65eV to 3.26eV, or
equivalently from 750 nm to 380 nm).

The strong covalent sp3 bands are also responsible for the high thermal conductivity
(2200Wm�1K�1 at room temperature [42]) as they allow an efficient energy transport
of elastic vibrational modes in the crystal, known as phonons. The breakdown field of
10MVcm�1 [42] is one of the highest values for electrical field resistance making it a
superior candidate over silicon to be used for very compact, high frequency field-effect
transistors (FET). As a comparison, 20µm thick diamond can withstand 10 kV bias
voltage, whereas 1000µm thick silicon would be needed to perform equally.

Among other extreme parameters the high refractive index of around 2.380 [41, p. 2.55
Table 21] presents challenges on optical applications with diamond.
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2.1 The host material

Table 2.1: Condensed classification of diamond in four types [43].
Type Description
Ia Aggregated nitrogen impurities (� 0:3%).
Ib Isolated single nitrogen impurities (� 0:05% ).
IIa Nearly no nitrogen or boron impurities (� 1018 cm�3).
IIb Mainly boron impurities (� 1020 cm�3).

The foundation of the type classification system (cf. Fig. 2.1) for diamond is mainly based
on the presents or absence of nitrogen (N), which is, besides boron, the major impurity
color center in diamond [44, 45]. Type I diamonds are defined to have a measurable
amount of nitrogen impurities (> 5 ppm) in the infrared absorption spectrum, whereas
in type II diamonds, nitrogen (< 5 ppm) is not detectable by infrared spectrometers.
These two general types are subdivided in categories based on the nature of impurities
that are present. Table 2.1 gives a summarized version of the diamond characterization.

The creation electronic grade diamonds (with impurity concentration < 50 ppb) was
considered to be one of the main challenges [39] and have developed massively in the
past years [42]. Nowadays, diamond can be synthesized with two well-controlled meth-
ods, either with the high-pressure, high-temperature (HPHT) synthesis [46] or with the

Ia

Ib

IIa

IIb

synthetic and
treated diamonds

treated natural
diamonds

natural
diamonds

Fig. 2.1: Illustration of various appearing colors in diamond and their categorization.
The color is strongly influenced by the impurities/defects in the diamond lattice. Figure
adapted and taken from Ref. [45].
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2 Theoretical background for the nitrogen-vacancy center in diamond

growth by chemical vapor deposition (CVD) [47] This opened possibilities for the in-
vestigation of artificially incorporated impurities [44], which can change drastically the
characteristics of diamond host. One major change is related to the color of diamond,
which is determined by the leading impurity concentration [45]. Hence, the impurity
concentration is a criterion for the characterization of diamond (cf. Fig. 2.1).

The large energy gap in diamond can serve as a host for various kind of isolated, atomic-
like level structures, which can be addressed and manipulated optically. Those additional
energy structures within the diamond lattice are introduced by impurities. Hence, this is
the very reason why impurities are also termed “color centers” as they literally give dia-
mond its color by absorbing specific quanta from the incoming visible light spectrum.

8



2.2 A defect among others and yet almost unique

2.2 A defect among others and yet almost unique

A well known impurity is the nitrogen-vacancy (NV) center, which gives pink diamond
its hue [12–14, 17, 38]. Such a system is created if a nitrogen and a vacancy replace the
respective carbon atoms as shown in the crystallographic unit cell in Fig. 2.2 exhibiting
a C3v symmetry. The combined entity 5 unbound electrons (3 from adjacent carbon
atoms, 2 from the nitrogen) form the neutrally charged NV center (NV0). An additional
electron can be trapped from an electron donor in the lattice resulting in the stable
negatively charged state (NV�). The process of trapping can be enhanced by an optical
excitation of the NV0 state [48]. The conversion from NV� to NV0 can occur by two-
photon excitation at a suitable wavelength followed by an Auger process, which lifts one
electron into the conduction band and removes it from the system.

The present work is based on the NV� center, hence, for the sake of brevity, the minus
sign is dropped and the notation “NV” or “NV center” is used instead.

The absorption and emission spectrum at room temperature for the NV center is depicted
in Fig. 2.3. The zero-phonon line (ZPL) of NV�, which represents the direct transition
from the excited to the ground state is a less prominent feature in both, the absorption
and fluorescence spectra. Only 3-5% of the emission is attributed to the ZPL at room
temperature [49]. Instead, a large phonon site band (PSB) contribution dominates the

V

N

a0

a
b c

e

CB

VB

CB

VBd NV�

NV0 NV0�

NV��

Fig. 2.2: Crystolographic unit cell in diamond and the electronic configuration of an
NV center. (a) Two carbon atoms (grey spheres) are replaced by a nitrogen (blue) and
a vacancy (blurry orange) forming the nitrogen-vacancy defect in diamond. Electronic
configuration of the defect determining the (b) ground state of NV0, (c) its excited state,
(d) the ground state of NV� and (e) its excited state.
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Fig. 2.3: Room temperature optical absorption (red) and emission (black) spectra for
high-pressure high-temperature (HPHT) diamond with NV� � 15ppm. The NV� ex-
hibits the most absorption around 560nm. By exciting the NV center with a 532nm laser,
an emission/fluorescence spectrum can be obtained. The peak feature in the absorption
and in the emission spectrum corresponds to the zero phonon line (ZPL) of the NV�
state. The ZPL of the NV0 state is barely visible. The large band structure right from
the ZPL in the emission, and left from the ZPL in the absorption spectrum, corresponds
to the phonon sideband (PSB). Plot modified from Ref. [50]

spectrum. The sharp ZPL and the well defined vibronic bands imply that the optical
transitions occur between discrete states deep within the diamond band gap [14].

The absorption spectrum reveals that photons in the range of 560 nm excite efficiently
the NV� state [14] yielding the strongest fluorescence response. A laser at wavelength
of 532 nm will excite off-resonantly into a vibrational mode of the excited state, as
displayed in Fig. 2.4. The phonon sideband of the fluorescence spectrum highlights the
difficulties in using NV centers for fast optical quantum information processing as phonon
interaction will disturb a well defined optical transition. Excitation and subsequent decay
to vibrational modes, results in distinguishable photons [51]. Phonon coupling, however,
leads to dephasing and only photons from the ZPL are anti-bunched and applicable for
quantum information purposes.

There are ongoing efforts in the scientific community to utilize cavities in order to shape
the emission spectrum of the NV center [52, 53]. Enforcing the decay into the ZPL,
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2.2 A defect among others and yet almost unique
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Fig. 2.4: Energy level scheme of the NV� center. The discrete states of the NV center
are situated between the valance and conduction band of the diamond. The ground
state jgi and the excited state jei exhibit both a zero-field splitting (ZFS). Two different
decay paths are depicted, if excited with a 532 nm laser (green arrow). One direct spin
conserving decay yields photons around 637 nm (red arrow) and an indirect spin non-
conserving decay path over the metastable state jsi produces photons in the infrared
region (dark red arrow). As the ms = �1 state (labeled with a moon) shows less
fluorescence than the ms = 0 (bright state, labeled with a sun), it is referred as the dark
state.

which coincides with the optical mode of the cavity [54], would greatly enhance abilities
of the NV center for the application as a quantum information processing unit [25] and
single photon source [55] under ambient conditions.

The present understanding of the energy level scheme of the NV center within the dia-
mond band gap is illustrated in Fig. 2.4. The level scheme can be considered in simplified
terms as a ground state, jgi, an excited state, jei, and a metastable state, jsi. These
states are analogous to the discrete levels of an atomic level structure. The fine structure
can be obtained by considering the remaining unpaired electrons in Fig. 2.2 (d), (e). The
energy level configuration is a result of the electronic configuration, the orbital symme-
try and the surrounding environment. This can be explained by the powerful group
theoretical approach, which starts from basic symmetry considerations and transfer the
gained knowledge to the spin-spin and spin-orbit interaction model of the NV center
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2 Theoretical background for the nitrogen-vacancy center in diamond

[56]. Thus, the effective spin angular momentum with S = 1 of the NV� constitutes to
be a consequence of all these factors.

The two remaining electrons (cf. Fig. 2.2 d) form a permanent magnetic dipole moment
resulting into a zero-field splitting ofD = 2:87GHz [17] and lift the degeneration between
the ms = 0 and ms = �1 spin states. A similar situation occurs in the excited state, jei,
which exhibit a ZFS parameter of D = 1:42GHz [57]. The other notations 3A2, 3E, 1A1,
and 3E stem from the group theory approach and describe the electronic configuration
connected to the underlying orbital symmetry of the states [56, 58].

The ZPL of the NV center denotes the direct transition between the states jgi and jei.
The off-resonant excitation with a 532 nm laser will populate states in the vibronic band
of the excited state, displayed as a fading gray band in Fig. 2.4, which have a lifetime
of about 13 ns [59, 60]. Depending on the spin state of the system different transition
probabilities occur. In particular, if the ground state, jgi, is initially in the ms = 0 spin
state, it will almost always decay back to the same spin state upon excitation. On the
contrary, having a spin in the ms = �1 state will yield in the excited state two main
possibilities. In about 70% of the case, it will decay back to the ground state jgi not
changing its spin state, but in the other approx. 30%, the excited state will decay mainly
to the intermediate state, jsi via a non-spin-conserving, non-radiative decay path [61,
62]. After a short lifetime of about 1 ns [63], an infrared photon (at about 1042 nm) will
be emitted from the 1A1 ! 1E state [64]. The last decay step has an exceptional long
lifetime of about 300 ns [63] and will almost always decay via a non-radiative, non-spin-
conserving transitions to the ground state, jgi, with ms = 0.

The described transitions are a consequence of selection rules. Not allowed transitions do
exist, but occur with a small finite probability and are not mentioned here. A rigorous
analysis can be found in Refs [61, 65].

To summarize, the decay mechanism is pointing out two main characteristics. The first
is the spin dependent fluorescence intensity of the NV center [66]. Due to the additional,
long-living, non-radiative decay path through the metastable state jsi for the ms = �1
spin states, less photons per unit time are produced in comparison to the ms = 0 spin
state. Hence, the ms = 0 state is denoted as the bright state and ms = �1 appear to
be darker, thus, they are identified as the dark state(s) (marked with a sun or a noon,
respectively, in Fig. 2.4). The second, almost unique feature is the ability to prepare the
NV center with off-resonant excitation in the ms = 0 state (with � 75% fidelity, limited
to ionization processes [62]) by cycling the decay path several times. This will optically
“pump” the NV center in the ms = 0 spin state, hence, yielding a very simple method
for spin initialization. The two key properties will be highlighted in a subsequent section
(see Sec. 2.4).

Apart from the NV center, there exists about 500 optically active defect centers in
diamond [43, 67], which slowly started to gain attraction. The driving force besides the
scientific curiosity is the hope to find a replacement for the NV center to overcomes its
drawbacks [68]. The silicon-vacancy (SiV) center, for instance, shows superior optical
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2.3 Theoretical model of the NV center

properties such as narrow ZPL of 0.7 nm at 738 nm with 70% emission into ZPL and a
weak phonon sideband at room temperature [69–71]. But it lacks in good electronic spin
properties, which is reflected by a small spin dephasing time T �2 = 115� 9 ns and spin-
lattice relaxation time T1 = 350� 11 ns, only achievable so far at 3.6K and without an
aligned static magnetic field [72]. The importance of these parameters for magnetometry
will be highlighted in Sec. 2.5.

The germanium-vacancy (GeV) center is another candidate, fluorescing strongly with
a about 40% in the ZPL at 602 nm [73–75]. However, the spin coherence time T �2 =
19 � 1 ns and the spin-lattice relaxation T1 = 25 � 5 µs [75] are not reaching so far the
achievable numbers of the NV center (in room temperature: T �2 in the order of µs, T1 in
the order of ms, ).

2.3 Theoretical model of the NV center

The nitrogen vacancy center in diamond can be modeled as a central spin system, which
is coupled directly to its environment via dipole-dipole interactions [76, 77] Depending on
the orientation and the species involved in the coupling, the interactions can be simplified
to commonly known terms. The Hamiltonian formalism introduced here is focused
mainly on the electron spin description and its various interactions. The description is
kept as general as possible, and will be expanded upon when needed in the following
chapters.

The static spin Hamiltonian, H, under which the NV center is evolving, can be divided
into an external part, Hext, and an internal, intrinsic part, Hint,

H = Hint +Hext : (2.1)

The internal part incorporates the ZFS contribution, HZFS, the hyperfine interaction
of the NV electron spin, S, with the nitrogen nuclear spin, IN, and the higher order
quadrupole interaction of the nitrogen

Hint = HZFS +HN + (HNQ) = SyDS + SyANIN +
�
IyNQNIN

�
; (2.2)

where D represents the zero-field splitting tensor, AN the hyperfine interaction tensor
andQN the quadrupole interaction tensor [78, p.26]. The last term of eq. (2.2) is intended
to be in brackets, since the quadrupole interaction only appears for a spin system greater
than 1=2. Nitrogen has two naturally existing isotopes, the 14N as a spin IN = 1 system,
with natural occurrence of 99.63%, and the 15N as a spin IN = 1=2 system. If the
considered nitrogen of the NV center is 15N, than the quadrupole contribution has to be
omitted.

HZFS results from the dipole-dipole interactions between the two unpaired electrons (cf.
Fig. 2.3b), where D becomes a symmetric tensor. Diagonalizing D with respect to the
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2 Theoretical background for the nitrogen-vacancy center in diamond

principle axis representation (the symmetry axis connecting the nitrogen atom and the
vacancy, cf. Fig. 2.2) will yield

HZFS = DxS2
x +DyS2

y +DzS2
z = D

�
S2
z �

1
3S(S + 1)

�
+ E(S2

x � S
2
y); (2.3)

with the parameters D = 3Dz=2 and E = (Dx�Dy)=2, and the relations S2
x+S2

y +S2
z =

S(S + 1), and Dx=2 +Dy=2 = �Dz=2 As the tensor D is traceless,[39, p. 1208] the last
part in eq. (2.3) after the equation sign is a valid expression. If a perfect C3V symmetry
is assumed for the NV center with S = 1 [39], then the impact of strain, E, in the
diamond lattice can be neglected and the ZFS Hamiltonian reduces to

HZFS = D
�
S2
z �

2
3

�
: (2.4)

The matrix notation of the spin matrices are given by

Sx = ~p
2

0

B@
0 1 0
1 0 1
0 1 0

1

CA Sy = i~p
2

0

B@
0 �1 0
1 0 �1
0 1 0

1

CA Sz = ~

0

B@
1 0 0
0 0 0
0 0 �1

1

CA ; (2.5)

with the known relations of S+ = Sx+iSy, S� = Sx�iSy and S2
x+S2

y+S2
z = S(S+1).

The hyperfine interaction HHF between the electron spin S and the nitrogen nuclear
spin IN are in general connected through the hyperfine tensor AN. As the NV center
exhibits an axial symmetry, the hyperfine tensor AN = ANiso +ANaniso can be displayed
in a diagonalized form in the principal axis representation of the NV:

AN =

0

B@
A? 0 0
0 A? 0
0 0 Ak

1

CA (2.6)

The eigenvalues A? and Ak are related to the isotropic and anisotropic part [14, p. 24]
and for a 14N nucleus take the values A? ’ �2:7MHz and Ak ’ �2:14MHz [79]. As a
result, the hyperfine interaction HHF becomes:

HHF = SyANIN = A? (SxIx + SyIy) +AkSzIz = A?
2 (S+I� + S�I+) +AkSzIz (2.7)

where for the last part the relations I+ = Ix+iIy and I� = Ix�iIy has been exploited.

The quadrupole moment stemming from the nitrogen 14N can be expressed in a similar
way as the ZFS tensor in eq. (2.3). The quadrupole tensor in eq. (2.3) can be rewritten
in the principal axes system to

QN =

0

B@
Qxx 0 0

0 Qyy 0
0 0 Qzz

1

CA : (2.8)
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2.3 Theoretical model of the NV center

This Hamiltonian can be recast in the same manner as D, yielding the quadrupole
Hamiltonian

HNQ = IyNQNIN = Q
�
I2
z �

1
3I(I + 1)

�
+ �E

�
I2
x � I

2
y

�
(2.9)

which exhibits a quadrupole moment Q and an asymmetric part, related to the electric
field gradient �E [39, p. 1210]. For the case of the NV center �E = 0 and Q = �5:01MHz
[79], denoting the quadrupole coupling constant.

To summarize, the intrinsic Hamiltonian, Hint can be expressed as

Hint = D
�
S2
z �

2
3

�
+ A?

2 (S+I� + S�I+) +AkSzIz +Q
�
I2
z �

2
3

�
: (2.10)

The external Hamiltonian, Hext, describes the interactions with the surrounding envi-
ronment of the NV center, as well as the external influences of applied magnetic fields.
In this consideration, two main external contributions will be included, which are used
within this work. They are formulated to

Hext = HHF,ext +Hmag (2.11)

being the hyperfine interaction to external nuclear spins, HHF,ext, and the interaction
with an external magnetic field, Hmag.

The general representation of an external hyperfine interaction of the NV electron spin
with adjacent nuclear spins writes

HHF,ext =
NX

i=1
SyAHFiIi; (2.12)

and is by construction identical to the hyperfine interaction in eq. (2.2). The major
difference appears in the representation of the hyperfine interaction tensor

AHF =

0

B@
Axx Axy Axz
Ayx Ayy Ayz
Azx Azy Azz

1

CA ; (2.13)

which is usually not diagonalizable, making the description of the dynamics more com-
plicated to conceive and to calculate. Hence, the external hyperfine interaction used to
be adapted by approximating the interaction. A more detailed picture of the external
interactions of the NV, including the fine and hyperfine structure, is given in Ref. [80].

The interaction with a magnetic field

Hmag = �BgeSyB = 2�NV (SxBx + SyBy + SzBz) = Hstat(B) +Hdrive(B(t)) (2.14)

splits in two contributions. Here, the gyromagnetic ratio, NV = �Bge = 2:8MHz G�1 =
28MHz mT�1, of the NV electron was introduced. If the z-axis is identified as the
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2 Theoretical background for the nitrogen-vacancy center in diamond

principle axis connecting the vacancy and the nitrogen, then the component Bz will
alter the separation of the eigenstates of Sz. This is often realized by a static magnetic
field leading to

Hstat(B) = HZeeman = 2�NVSzBz; (2.15)

which describes a Zeeman interaction between the electron spin and the magnetic field
[17]. Static magnetic field components, Bx and By, alter the eigenstates of the HZeeman
and introduce in general state mixing, which should be avoided [33, 81, 82]. Sec. 3.2 is
going to elaborate that statement.

An oscillating magnetic field B(t) can alter the population of the NV center (by the
components Bx(t) or By(t)), if the frequency of the magnetic field will correspond to
the energy separation, �1 and �2, of the eigenstates. Due to the large value of D, only
components of B, which are orthogonal to the NV symmetry axis, have an effect on the
populations of the eigenstates (and the effect on Sz through Bz(t) averages out).

A exemplary field, which changes the eigenstate population is denoted as a drive and
can have, the following appearance

Hdrive = 2�NV

�
SxjBxj cos (2��1t+ ’)

�
: (2.16)

but any other form could also be conceivable.

In summary, the main external contribution to the NV center can be expressed as

Hext =
NX

i=1
SyAHFiIi +HZeeman +Hdrive (2.17)

2.4 Readout and initialization process

The ability to prepare the NV center in an initial state is a major key for reproducible
quantum state manipulations. The combination of a non-radiative decay path over the
jsi state (cf. Fig. 2.4) and especially the long lifetime, Tjsi, in the 1E state enables to
determine the current state of the NV electron spin by just counting the fluorescence
response.

The state with ms = 0 can be achieved, by cycling the decay paths in Fig. 2.4 with a
laser. After the laser has been turned off for a time t � Tjsi � 300 ns, the NV center
can be found initialized to ms = 0 in its ground state jgi. The lifetime of the eigenstates
of the NV (described by the quantum number ms) is then primarily determined by
spin-lattice relaxation time, T1.

It is important to note, that the determination of the spin state requires several thousand
runs of summing up the photon counts (since one laser pulse of an exemplary length of
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Fig. 2.5: Accumulated count trace of the laser pulse for two different initial spin states.
The spin state can be determined, by illuminating the NV center with a laser for a given
time t and recording the fluorescent photons. For ms = 0 more photons are detected in
the first 250 ns, since the decay to the metastable state jsi has a very low probability.
After 1000 ns of illumination a steady state configuration is reached, where the NV is
polarized into ms = 0 state. This can be used to normalized the obtained curve to
extract a normalized contrast, which determines essentially the spin state.

3000 ns would approximately yield 3000ns=Tjsi = 10). The result after several measure-
ment runs would look similar to the orange curve in Fig. 2.5. The same measurement
can be performed by preparing the system in a state ms = �1 (a procedure to achieve
this will be presented in Sec. 2.5.2). This yields the blue curve in Fig. 2.5. The difference
between the two areas under the curves determines the maximum obtainable contrast
(magenta curve in Fig. 2.5).

By comparing both time traces, it becomes apparent, that they reveal different shapes.
Fitting to those curves a simplified three level system, jgi ; jei and jsi with decay rates
�jei!jgi = 1=Tjei!jgi, �jei!jsi = 1=Tjei!jsi and �jsi!jgi = 1=Tjsi!jgi, will yield an initial
estimation, that the fluorescence difference correspond to a contrast of about 30% [83].
The signal of the orange curve can be for instance/

h
(1� exp(�t=TLaser)) + exp(�t=Tjei)

i
.

For the blue curve, the additional decay path over the jsi has to be included.

All in all, the information about the state is encoded in the first 1000 ns of the signal.
The signal can be normalized by forming the ratio with the back part of the pulse and
compute the area under the gained curves. The largest value corresponds to the case,
where all population is in the ms = 0 state, whereas the smallest value represents all
population in the ms = �1 state. Intermediate values are achieved for mixed population
states. With this technique it is possible to read out optically the state (populations)
of the NV center while in the end a preparation in the initialized state ms = 0 is the
result.
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2 Theoretical background for the nitrogen-vacancy center in diamond

2.4.1 Bloch sphere representation of the NV center states

To explain the dynamics of the NV center, a bloch sphere representation can be utilized.
Here, the description of the NV is reduced to a two-level system (TLS). The concept of
the Bloch sphere shall give a pictorial idea, how the state evolution of a TLS could be
imagined.

Without loss of generality, the states with jms = 1i b= j1i and jms = 0i b= j0i are chosen
to be the considered TLS. Then any quantum mechanical state in that system can be
represented as

j	i = � j0i+ � j1i = cos #2 j0i+ ei� sin #2 j1i : (2.18)

The state j	i has to be normalized, fulfilling the condition jh	j	ij2 = j�j2 + j�j2 = 1,
which is validated by selecting � = cos(#=2) and � = exp(i�) sin(#=2). The special
choice of � and � becomes apparent in the definition of the Bloch Vector

R = h�j�i = h	j�j	i =

0

B@
sin# cos�
cos# sin�

cos#

1

CA ; (2.19)

which represents a point on the Bloch sphere in spherical coordinates, where # is the
azimuthal and � the polar angel. � = (�x; �y; �z)T denotes the vector containing the
Pauli matrices as components.

Secs (2.18) and (2.19) imply that two parameters are needed to describe the state j	i.
Hence, 	 is called a pure state and fulfills only in that configuration the purity condition
Trf�2g = 1. Or stating it differently, if the vector R does not lie on the Bloch sphere (due
to dephasing processes of the state 	), 3 parameters are required to describe the vector1.
Consequently, such a vector will not fulfill the purity condition and would eventually be
a mixed state. Additionally, if j	i is a pure state, then j0i and j1i are eigenstates of the
system.

An illustration of the Bloch sphere is given in Fig. 2.6. The positive z direction is defined
as the jms = 0i state, whereas the negative direction is denoting one of the remaining
spin states jms = �1i. The spin vector in Fig. 2.6 (red arrow) is chosen to be the
initialized state of the NV center.

An important aspect of the Bloch sphere is the fact that the projection of the Bloch vector
onto the z-axis represents the populations in the current spin state. The projected part
is the normalized contrast different, which will be read out by the application of a laser
(cf. Sec. 2.4). On the contrary, the position in the xy-plane of the Bloch vector is related
to coherences. Thus, obtaining the coherence of the system requires a (90�) rotating of
the Bloch vector towards the z-axis. Otherwise the projection on the z-axis could not
be distinguished from a mixed state situation.

1The third component was determined to be 1, by purity condition

18



2.5 Basic measurements
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Fig. 2.6: Bloch sphere representation of a two level system. For the case of a NV, the
jms = 0i state corresponds to the north pole of the sphere, whereas one of the remaining
spin state jms = �1i are fixed as the south pole. The red arrow indicates, that the spin
state is polarized in the jms = 0i state.2

2.5 Basic measurements

The basic measurements, performed in this subsection, emphasize some mayor implica-
tions for the NV center, and show for which approaches this system can be utilized.

2.5.1 Optically detected magnetic resonance.

A common technique to determine the Zeeman interaction or the zero-field splitting for
the NV center is the optically detected magentic resonance (ODMR), which is based
on the principles of conventional electron spin resonance (ESR), but incorporates the
optical readout character of the NV center. In an ODMR measurement, the fluorescence
difference between the spin states are exploited (as demonstrated in Sec. 2.4) to detect
a transition between the spin states.

If an externally applied microwave field is hitting the energy difference between the
eigenstates, an effective population transfer can occur between the bright and the dark
state (shown as a dip in Fig. 2.7 b). The contrast of the measurement is taken relative
to the bright spin state, ms = 0, and can be at maximum about 30%, reflecting the

2The figures of the Bloch sphere, here and in the following, are based on the template from the Master
thesis of Jochen Scheuer (2013). The Bloch sphere has been modified and adapted for particular
purpose.
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2 Theoretical background for the nitrogen-vacancy center in diamond

different spin dependent decay paths [14]. Fig. 2.7 a) depicts the impact of a static
magnetic field with strength jBj = Bz on the eigenstates of the system and Fig. 2.7 b)
shows the measured fluorescence response at certain magnetic field values.

Moreover, Fig. 2.7 a) highlights some special features of the NV center which happen at
the excited state level anti-crossing (ESLAC) at about 51.2mT, and at the ground state
level anti-crossing at 102.4mT. At these points a state mixing between the nuclear and
electron spins occur, inducing spin flip-flop processes. The transverse part of the nuclear
hyperfine interaction leads to the exchange of electron and nuclear spin polarization,
while the spin selective non-radiative decay of the electron spin is responsible for the
maintenance of the electron spin polarization [84, 85]. Thus, the nuclear spin can be
effectively polarized up to > 98% at the ESLAC [84] and > 90% at the GSLAC [86].
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Fig. 2.7: The impact of a static magnetic field and its measurement via ODMR. (a)
Change of the energy eigenstates of the NV center under an increasing static magnetic
field, aligned along the principal axis of the NV, lifting the degeneracy of the ms = �1
spin sublevels. The intersystem crossing points, denoted as ESLAC and GSLAC, can
be utilized for efficient polarization of the hyperfine coupled nitrogen nuclear spin. (b)
Recorded ODMR spectra at different magnetic field strength. While shining a laser onto
the system an externally applied microwave source swept through frequencies in GHz
regime and leads to a detection of transitions between the spin sub-levels by a change
in contrast.
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2.5 Basic measurements

2.5.2 Rabi oscillations

The idea of the Bloch sphere can be used to describe the manipulation of the spin states
with pulsed microwave fields. The manipulation of the NV center at its spin transition
frequencies constitutes an electron spin resonance (ESR) measurement.

One basic sequence in pulsed ESR is the Rabi measurement. Here, on an initialized
spin state, a microwave field for an increasing times � is applied. The read out of
the current spin state is a projection of the Bloch vector onto the z-axis of the system
revealing the population in the spin state (cf. Sec. 2.4). It has to be stressed, that
in any pulse sequence for the NV, the applied laser pulse is acting in the first 1000 ns
as a readout followed by a polarization of the spin state (initialization to ms = 0). If
the applied microwave frequency �ODMR fits to the spin state transition frequency, then
the resulting signal reveals periodic nutations, indicating the transfer or populations
between the spin states, which depend on the time � of the applied microwave and its
amplitude.

In Fig. 2.8a) a general Rabi measurement is illustrated in a block sphere representa-
tion. By using such a scheme, Rabi oscillations between two spin states, as displayed in
Fig. 2.8b), can be observed.

This basic measurement highlights the ability for the coherent manipulation of the NV
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Fig. 2.8: Coherent manipulation of the electron spin by observing Rabi oscillations. (a)
Bloch sphere representation for the Rabi measurement with a simplified pulse scheme.
On the initialized spin state ms = 0 a microwave drive with a certain strength 
 is
applied over a time � . Afterwards, the remaining population of the ms = 0 state is read
out by probing the fluorescence response with a laser. (b) Recorded Rabi measurement
at 1.866GHz illustrating the population transfer from the bright state (larger norm.
fluorescence signal) to the superposition state (�=2-pulse) and finally to the dark state
(corresponding to a �-pulse). After 2� the population is recovered again.
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2 Theoretical background for the nitrogen-vacancy center in diamond

center spin state, which is a crucial ingredient for any type of quantum information
processing and sensing application.

2.5.3 DC magnetometry

The spin state of the NV center has the ability to interacts with magnetic fields. In a
free induction decay measurement (FID), this interaction becomes most effective, if the
spin state is prepared in the superposition state j	i = (j0i + ei�FID(�) j1i)=

p
2, which

is the xy-plane of the Bloch sphere. The coupling to (internal and external) magnetic
fields, B(t), will alter the phase evolution of the spin eigenstates ms = �1 by a phase

�FID(�) = g�B

�Z

0

B(t)dt (2.20)

denoted as ei�FID j�1i in the superposition term. A perfect homogeneous and static
magnetic field (B(t) = Bconst) will rotate the spin state j	i with a constant angular
frequency, depending on the B-field strength. As a result, a homogeneous phase ac-
cumulation by eq. (2.20) takes place, which will differentiate the initial state from the
final one. With such a technique, an impact from a magnetic field on the sensor can be
detected (see Fig. 2.9).

If the magnetic field, B(t), contains random noise fluctuation, �B(t), the accumulation of
phase will also happen randomly, leading to a dephasing of the spin rotation and finally
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Fig. 2.9: Bloch sphere representation of a Ramsey type measurement with a simplified
pulse scheme. The initially prepared spin state (red arrow, first Bloch sphere) is rotated
by a �=2-pulse around the x-axis (second Bloch sphere) and evolves freely for a time � in
which the superposition state capture information about the environment in the phase �,
here in the ms = 1 state (third Bloch sphere). The second �=2-pulse transfers coherence
phase information to populations, which are read out optically. The corresponding pulse
sequence is shown at the bottom.
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2.5 Basic measurements

to a decrease of coherence. The intrinsic and extrinsic magnetic noise, spread over the
whole frequency spectrum, will be measured by the Ramsey measurement scheme shown
in Fig. 2.9.

In the Ramsey measurement, an initialized spin state ms = 0 will be brought through a
�=2-pulse in a superposition state. The evolution time, � , of the phase in that state is
varied and finally another �=2-pulse converts coherences to populations in order to read
out the state with a laser. In the analysis, each time value, � , is plotted against the read
out normalized fluorescence signal. Such a measurement is depicted in Fig. 2.10.

The signal of the Ramsey measurement decays during the measurement/ exp(�(�=T�2)2),
if Gaussian noise is assumed. Thus, T�2 is denoted as the free dephasing time in a Ramsey,
or free induction decay (FID) measurement.

Moreover, as the measurement incorporates intrinsic and extrinsic noise, information
about the noise spectrum of static (and oscillating) magnetic fields in the range of T�2
can be obtained. Consequently, the graph in Fig. 2.10 highlights the potential of the NV
center by showing its susceptibility to magnetic fields in a simple Ramsey measurement
[87, 88].
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Fig. 2.10: Free induction decay or Ramsey measurement of the hyperfine interaction
to the 14N. (a) The ODMR transition between ms = 0 and ms = 1 state was detuned
by 4MHz to reveal the energy levels of the hyperfine coupled 14N. The different energy
levels induce a rate of change in population connected to their detuning of the drive.
The orange envelope of the oscillation is a Gaussian fit revealing a free dephasing time
of T �2 = (12 � 1) µs. (b) Fourier transform of the time signal in (a) shows the energy
differences, Ak, between the nuclear spin states of the nitrogen 14N (cf. eq. (2.6)).
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2 Theoretical background for the nitrogen-vacancy center in diamond

2.5.4 AC magnetometry

Static magnetic field contributions impose a limitation on the coherent evolution of the
NV spin states and limit the sensitivity of the sensor by the free dephasing time, T �2 . At
room temperature and low magnetic fields, the spin bath is not polarized, and all outer
(and inner) contributions disturb the captured phase of the NV. Eventually, this leads
to inhomogeneous broadening.

Inhomogeneous broadening can be compensated by effectively decoupling the NV center
from slow noise contributions. This can be done by a technique proposed by Erdwin
Hahn in 1950 [89]. The scheme applied on the NV center is illustrated in Fig. 2.11.

The rotation direction of the superposition state of the NV center (in the xy-plane of
the Bloch sphere) does not change, if B is static. Hence, a phase of �FID is gained after
a time �=2. If the Bloch vector is rotated by 180� (or a �-pulse) around the x-axis, then
the phase evolution is “reverted”. Consequently, after another time �=2 an echo signal
is observed indicating a refocus of the coherence.

It becomes obvious, that this kind of refocusing scheme can only revert the action of
magnetic fields, Bslow, which are barely changing on the timescale of � . Magnetic field
inhomogeneities and noise, Bfast, acting on shorter timescales than � will still affect the
coherence terms, which can be measured in the population difference of the final state.
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Fig. 2.11: Bloch sphere representation of the Hahn Echo scheme with a simplified pulse
scheme. An initially prepared state j0i (1. Bloch sphere) is brought into superposition
state by an external �=2 microwave pulse (2. Bloch sphere) and evolves for a time �=2
(3. Bloch sphere). The �-pulse (4. Bloch sphere) refocuses the impact of slow magnetic
fields (on the scale of � , 5. Bloch sphere) and reveals effects of fast magnetic field by a
non-vanishing phase �. With the second �=2-pulse (6. Bloch sphere) the gained phase is
transferred to populations which are read out optically. At the bottom a corresponding
Hahn Echo pulse sequence is shown.
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2.5 Basic measurements

This idea can be expressed in a captured phase by

�Hahn(�) = g�B

�=2Z

0

[Bslow(t) +Bfast(t)] dt� g�B

�Z

�=2

[Bslow(t) +Bfast(t)] dt

Bslow(t)’Bconst= g�B

0

B@

�=2Z

0

Bfast(t)dt�
�Z

�=2

Bfast(t)dt

1

CA ;

(2.21)

where the part with Bslow(t) is suppressed.

A typical Hahn Echo measurement is shown in Fig. 2.12, where a decay with the time
constant T2 was fitted to the measured data. Therefore, T2 denotes the typical timescale
of the Hahn Echo measurement, which is, compared to T �2 in Fig. 2.10, usually three
order of magnitudes larger. This shows, that the refocusing �-pulse suppresses slow
fluctuations in the noise spectrum and extends thereby the coherence time.
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Fig. 2.12: Hahn-Echo measurement of a NV. Both traces represent the decoherence
process described by T2. The difference between the traces constitutes in the last �=2
pulse of Fig. 2.11. For the lower magenta measurement it was replaced my a 3�=2
pulse (cf. Fig. 2.8b) yielding a projecting to the dark state. This way of representation
is beneficial in order to identify the normalized decoherence level (here about 0.85) to
which both states are decaying to. Both fits to the data have utilized the fact that the
signal is / exp

�
�(�=T2)2�, where uncorrelated Gaussian noise was assumed.
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2 Theoretical background for the nitrogen-vacancy center in diamond

Hence, the Hahn Echo sequence illustrates one of the simplest measurement techniques to
decouple the NV center from slow noise and to measure (weak) fast oscillating signals.

The coherent driving of the NV center, combined with its interactions to magnetic
fields, opens the doors for a large series of pulsed [90–97] and continuous microwave
drive protocols [98–101]. Those protocols aim at shaping the interaction with the NV
center and its environment, and try to prolong simultaneously the coherence time of the
sensor by decoupling it from certain noise sources [102–105]. These possibilities make the
NV center a valuable measurement device to sense all kind of magnetic fields, ranging
from static DC to high frequency signals.

2.6 Relaxation mechanisms - the spin bath

In general, it is not easy to distinguish the impact of surrounding magnetic fields on
the NV center in terms of interaction strength, spacial origin, direction, or type of
interaction process. However, a possible way for a classification might be a separation
in characteristic timescales detected in a certain state configuration of the sensor. I.e.
the focus is on the components of the Hamiltonian (coherences or populations) which
are affected in the considered timescale in a given measurement basis.

Relaxation (affecting the populations of a quanatum state) is the phenomenon, which
describes the modification of a system towards its (thermal) equilibrium state. A de-
phasing process on the other hand relates to incoherent coupling of the quantum state of
the NV to its surroundings (therefore affecting coherences of the state). In both cases a
transfer of energy (or alternatively entropy) occurs and the coupling to the environment
is the essential feature enabling this process. The way how a system relaxes or dephases
reveals additional information about the interaction effects of the environment on the
NV center.

The decay mechanism can be generally understood as a exponential decrease of the
(normalized) fluorescence signal [76, 106] of the NV center

Signal(t) / exp
 

�
NX

i

� t
Ti

��i

êi

!

: (2.22)

The various types of decay mechanisms are labeled with N . For a particular type of
decay mechanism, i, a characteristic time, Ti, with the corresponding decay constant,
�i, acting in the basis, êi, can be found. Here it becomes apparent that it matters in
which measurement basis, êi, the fluorescence is measured as only populations are read
out by the laser (otherwise, coherences have to be transfered to populations).

In this thesis, eq. (2.22) is simplified in four decay mechanisms
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2.6 Relaxation mechanisms - the spin bath

where each of them is acting on a different time scale T1; T �2 ; T2 and T

2 and in a different

basis configurations. Two of the decay mechanisms were already presented in Sec. 2.5.3
and Sec. 2.5.4, namely T �2 and T2. Two remain to be explained.

The relaxation process with the characteristic time T1 is referred to as the spin-lattice
relaxation time denoting the life time of a quantum state. To obtain T1, the NV center
is simply polarized in one of its eigenstates, e.g. in ms = 0. After a time � the remaining
population of the state is read out with a laser and compared to the initial state. During
the time � the spin state starts to relax to its unpolarized state. The relaxation process
is mainly determined by the coupling to phonons in the diamond lattice.

The exponential coefficient for the T1 decay process can be chosen by �T1 = 1, as it
can be related to a spontaneous decay principle. Or in another way, this reflects the
assumption for a Lorentzian noise spectrum with fast bath dynamics [76] (note, the
Fourier transform of an exponential function is a Lorentzian which describes in this
case the noise spectrum). Due to the presence of a small phonon contribution at room
temperature (originating from the high Debye temperature of the diamond [41, Tab. 19,
p. 2.50]), a low spin-phonon interaction occurs, resulting in life times on the order of
ms.

The explanation for the presence of predominantly fast dynamics in the noise spectrum
for T1 noise can be deduced from the large ZFS parameter (D = 2:87GHz). The spin
states ms = 0 and ms = �1 are essentially protected against noise components smaller
than the energy gap, D. Hence, T1 covers on its characteristic timescale the effect of
high frequency noise and the T1 relaxometry measurement is a method to probe high
frequency noise components of the environment with a T �2 limited bandwidth [107–109].
A considerable improvement in bandwidth, towards T2, will be presented in Chapter 5.

The last decay process to mention is T

2 , which describes for instance the coherence time

in a Rabi measurement. In essence, this timescale expresses how long Rabi oscillations
are maintained under an applied drive field, 
. Exemplary measurements of T


2 can be
seen in Chapter 5. In this case the value of �T


2
, will be entirely determined by the noise

spectrum of the signal generator producing 
.

All in all, the choice of �i is not always intuitive and the characteristic times, Ti, depend
drastically on the environment of the NV center and its measurement basis. One hint
about the noise distribution can be obtained by measuring the noise spectral density,
S(!), which links the amount of noise gained at a particular frequency, !. It has to
be stressed, that different types of measurements (Rabi, FID, Hahn-Echo,...) emphasize
different parts of the noise spectral density. Therefore, without the knowledge of S(!),
it is hard to fix �i for a characteristic time, Ti.
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Chapter 3
Measurement realization

An experiment which is not performed
is not an experiment.

– John Archibalt Wheeler
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3 Measurement realization

3.1 Setup

The core approach in imaging and identifying single NV centers is based on a home-
build confocal microscope setup. This gives the ability to address optically individual
NV centers and collect their fluorescence response after being manipulated by various
external fields. Fig. 3.1 illustrates the schematics of the setup, with its various stages.
In the following, the individual parts of the setup will be introduced.
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Objective F

PC

Counter

I

II

AOM
Driver

P2

P1

Box

Spec. A.

Signal
Gen.

IV
III

AMP

RF MW

V

Struc.

�/2

Fig. 3.1: Schematics of a standard room-temperature confocal setup including signal
sources and data acquisition devices for the NV magnetometry. The different parts in the
illustrations are grouped in boxes to separate their functionality and to structure their
explanation in the main text. Arrows denote the predominant information flow direction
in a connection. Abbreviations used in this figure and their meaning: Spec. A. =
spectrum analyzer to record the transmitted signal, AOM = acousto-optical modulator,
P1 and P2 = pinholes, F = low pass filter for red light, Struc. = structure for RF (radio-
frequency) and MW (microwave) fields, Signal Gen. = set of various signal generators,
AMP = set of various amplifiers.

3.1.1 Laser chopping and AOM, part I

The excitation and illumination for the setup was provided by a 532 nm Nd:YAG fre-
quency doubled laser. A lens focuses the beam into an acousto-optic modulator (AOM),
which serves as a fast light shutter. The AOM consists basically of an transparent
medium, usually a quartz crystal, creating a Bragg cell at which the incident light it
diffracted. A piezo-electric transducer, attached to the crystal, converts a 110MHz elec-
trical signal into an acoustic wave which propagates through the crystal. This wave

30



3.1 Setup

a b

Fig. 3.2: Photograph of the confocal setup from two different angles. The schematic
representation is displayed in Fig. 3.1. (a) The laser originates from an enclosed box not
visible in the picture. The laser path towards the sample is illustrated by a green beam.
(b) The expected fluorescence response is marked with a red beam facing eventually
towards the APD.

causes a periodic change in density and refractive index, creating a Bragg diffraction
grating. The amount of diffracted light depends on the intensity of the sound wave, and
eventually on the driving signal, and can be controlled with that. The frequency of the
electro-magnetic signal determines the distance between the Bragg-diffraction planes,
thus, changing the angle of diffraction.

The diffraction efficiency and the switching speed for the AOM depend strongly on the
beam waist diameter. Increasing the beam waste diameter by choosing a lens with longer
focal length will increase the diffraction efficiency [110]. However, an increased beam
diameter will decrease the switching speed of the AOM, as the supersonic wave requires
more time to intercept a larger diameter then a smaller one. Hence, the focal length
needs to be chosen carefully to balance diffraction efficiency and switching speed.

The second lens collimates the laser beam again and the iris is used to filter the desired
diffraction order.
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3 Measurement realization

3.1.2 Beam cleaning, part II

The laser beam will be distorted after the AOM part and will not represent anymore
a clean TEM00 mode, but will also contain higher order modes. To ensure a uniform
TEM00 mode, which represents an ideal Gaussian beam, all the higher order modes
causing an imperfect plane wave have to be suppressed. This can be done by several
approaches, but the underlying physical idea is the same and describes a spatial filter.

F
�/2FC

FC
�/2 II’

Fig. 3.3: Schematics for an alternative approach to clean and widen the transverse light
mode with a fiber. The laser light is coupled into a fiber via an objective situated on
a xyz stage. The out-coupling objective creates a beam with larger diameter, where a
high-pass filter suppresses the red fluorescence of the fiber. The tunable �=2 plate after
the objective will be used (like in Fig. 3.1) to adjust the polarization of the beam to the
dipole field of the NV. FC = fiber coupling objective.

Putting a pinhole at the focal plane of a lens, which focuses the beam, will act as a
spatial filter by cutting away all higher order contributions, which are situated further
away from the focal spot. The pinhole with diameter of about 50µm could be replaced
by a fiber with an equivalent fiber core diameter, as shown in Fig. 3.3.

The advantage of using a fiber is the gained flexibility, i.e. altering the alignment in the
AOM part would not require to adjust the part following the fiber out-coupler. However,
the fiber coupling approach can also have its disadvantages as the coupling efficiency into
the fiber is highly dependent on the quality of the fiber surface, the objective used for the
in-coupling and the correctly adjusted polarization (accounted by the �=2 plate before
the fiber in-coupling objective). Moreover, a fiber can add red fluorescence contributions
to the green light, which requires a red filter at the fiber coupling output.

To ensure a good signal to noise ratio in the detected fluorescence signal, it will be
important to overlap the excitation modes of the incident green beam on the NV center
with the collection mode of the red fluorescence response from it. This can be done by
guaranteeing a full and central illumination of the focusing objective. Hence, the beam
has to be widened, which is done in Fig. 3.1 by a inverse telescope configuration or in
Fig. 3.3 by adjusting the out-coupling objective accordingly.

A tunable �=2 plate placed somewhere before the (main) objective will help to adjust the
polarization of the incident beam to fit it best to the dipolar character of the excitation
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3.1 Setup

mode of the NV. The diamond lattice provides 4 possible orientation for the NV center,
thus, adjusting the polarization will eventually maximize the fluorescence signal.

3.1.3 Sample illumination and detection, part III

The last part in the optical path will perform the actual confocal measurement. A
dichroic mirror will guide the laser beam into the objective, which is attached (together
with the dichroic mirror) to a three dimensional piezo scanner. The laser beam will
illuminate a diffraction limited area in the diamond and the red fluorescent response
is collected together with the reflected green light by the same objective. This should
produce ideally a collimated beam facing towards the dichroic mirror, where most of the
green light will be reflected and only red light will transmit.

The detection path aims to resolve the spacial dependent intensity profile of the red light
by suppressing all light beams which are not originating from the same focal spot. The
spacial filter in this configuration is again a pinhole, placed at the focal point of the lens
which separates the spacial components of the light beam in its focal plane. Since the
pinhole selects light components that originate from the same focal plane this method
is termed confocal (= with the same focus) imaging.

The second lens in the detection box will solely image the pinhole onto the avalanche
photo-diode (APD), which transforms the collected amount of photons into an electric
signal recorded by a counter. The green filter in the detection box is very crucial as the
red light intensity is orders of magnitude lower than the green one, and the APD will
not differentiate between the photon frequency. Hence, it has to be ensured that just
the red light will arrive at the detector and all parasitic light is removed by placing the
detection path in an enclosed box.

3.1.4 Sample holder, part IV

The diamond sample is glued with the top side facing a glass slide, on which a gold
structure of strip lines is lithographically deposed. To ensure a smooth transition in
refractive index from diamond to glass, a small drop of immersion oil is deposited between
the glass slide and the diamond. A small amount of super glue is also added to the edges
of the diamond to attach it to the glass to avoid polluting the index matching immersion
oil. Fig. 3.4 show the glass slide without (a) and with the diamond sample (b).

The glass slide with the 4 strip lines is glued onto a larger printed circuit board (PSB)
microwave structure hosting the SMA connectors, where the cables carrying the mi-
crowaves are attached. The connection between the glass slide structure and the outer
PCB is established through soldering. The PCB board is mounted on a home-build
micrometer xyz-stage like depicted in Fig. 3.5, which is used for a coarse positioning of
the diamond sample (with micrometer precision).
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3 Measurement realization

Fig. 3.4: Glass slide with the deposited gold structure and the attached diamond. (a)
The bare glass slide shows a tapered microwave structure forming at its center straight
strip lines with a distance of about 20µm. (b) Onto the strip lines a diamond sample is
mounted to that. The very close proximity of the strip lines to the diamond surface (and
eventually to the NVs) ensures a strong coupling of an applied microwave field to the
NV center. The diamond (40µm 99.8% 12C low-N grade layer on 98.9% 12C electronic
grade substrate) shown here was mostly used for the measurements in this work. The
surface contains laser engraved numbers as landmarks.

A piezo stage with nanometer precision, holding and manipulating the objective, is
mounted at the back frame of the micrometer stage (which can be seen in Fig. 3.2 b).
The recorded fluorescence intensity of the APD will be mapped to a xyz position of
the piezo stage enabling the scanning confocal imaging. A confocal scan is illustrated
in Fig. 3.6, where individual NV spots are marked by circles. The strip line structure,
which is shown in the photograph in Fig. 3.4 can be also identified on the confocal xy
scan.

In Fig. 3.6 two triangle markers, one on each axis, represent the position of one selected
NV in the xy scan. At this position a depth scan in xz direction was performed, which
is shown in Fig. 3.7 a). Another closer depth scan around one of the NV centers was
performed in Fig. 3.7 b), where the point spread function (PSF) of the NV center can
be clearly seen. It becomes evident, that the PSF appears to be slightly tilted in the
presented picture identifying a small misalignment in the pinhole.

3.1.5 Signal sources and data acquisition, part V

The last stage consists of the data acquisition and signal generation part and represents
the brain of the experiment. All the control is realized by a PC, which interacts directly
with various devices dedicated for specific operations. The coordinated and sequential
control of the measurement procedure and the live processing of the data is an integral
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3.1 Setup

Fig. 3.5: Image of the home-build xyz micrometer state holding on its front side the
PCD board with the diamond sample illuminated by the green laser. A magnet contained
in a white 3D-printed holder, mounted on a movable xyz phi stage is used to accurately
control and alter the static magnetic field applied on the NV center. The microwave field
is transported from the left side via the blue (SMA) cables. The transmitted microwave
field after the sample can be monitored with the right SMA connectors.

and important part of the setup configuration. For this purpose, a very general soft-
ware suite was written, enabling all the required tasks. A detailed presentation of the
core ideas of this framework and the large potential behind the approach is given in
Chapter 4.
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Fig. 3.6: Large range confocal xy scan of the diamond sample in Fig. 3.5, 1 µm below
the diamond surface at about 40mT. With a piezo scanner (shown as a black aperture,
mounted at the back of the micrometer stage in Fig. 3.2), the objective was moved re-
sulting in a diffraction limited confocal scan of the diamond at a certain depth. Some
investigated NV centers with the same orientation (showing ODMR at similar frequen-
cies) are marked with cyan circles, other orientations (without ODMR signal) are marked
with green circles.
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3.1 Setup

Fig. 3.7: Confocal depth scans in the xz plane. (a) Larger xz scan at about y = 2 µm
to identify the different layers. The utilized diamond contains low amount of impurities
and therefore it is almost non-fluorescing. The laser light becomes scattered at the oil
molecules thus appearing much brighter in the scan. The glass substrate in the button
contains just a few point-defect like structures where light is scattered at. It has to be
noted that the x and z axes have different scale. (b) Detailed depth scan (xz) of one
arbitrary chosen NV to illustrate its emission pattern resembling a point spread function.
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3.2 Magnetic field alignment by fluorescence

The application of a static magnetic field will alter the (Zeeman) separation of eigenstates
of the spin Hamiltonian given in eq. (2.15) and result in specific transitions measured in
the ODMR (cf. Fig. 2.7). However, the magnetic field lines of an external magnet have to
be aligned to the principle axis of the NV. Missing this requirement would create different
eigenstates, where ms is no longer a good quantum number. Thus, the states become
mixed. As a consequence, the optically-induces spin-polarization and spin-dependent
fluorescence of the NV center decrease drastically with a larger off-axial magnetic field
[33, 81, 82].

To ensure a high ODMR contrast and a well defined fluorescence signal, the magnet
has to be aligned to the NV axis. A typical measurement outcome of such an align-
ment is depicted in Fig. 3.8, where the optimal magnet position is found at maximum
fluorescence.

The magnetic field alignment constitutes to be a preliminary calibration for any spin and

Fig. 3.8: Record the fluorescence signal as a function of magnet position. The magnet,
shown in Fig. 3.6, was moved parallel to the sample holder and at each magnet position
the focus of the confocal scan was at first optimized for the NV position to account
for small drifts followed by the actual fluorescence measurement. Fitting a two dimen-
sional Gaussian function to the picture yields the optimal magnet position aligned to
the principle axis of the NV resulting in a maximal fluorescence signal.
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3.3 Sampling as a powerful measurement tool

fluorescence dependent measurement. The magnet from the setup schematics in Fig. 3.1
is shown enclosed in a white magnet holder in Fig. 3.5. Moreover, Fig. 3.2 b) gives a
view on the front part of the magnet. The magnet holder is attached to a rotation stage,
which in turn is fixed to a long-distance traveling xyz stage with micrometer precision.
This allows a very flexible positioning of the magnet and enables automatized scans to
determine the optimal position.

A misalignment of the static magnetic field near the excited state level anti crossing
[84] has a much stronger effect on the fluorescence of the NV center as the spin mixing
dynamics in the excited state affects the optically-induces spin-polarization to a much
larger extend. Therefore, encoding the magnet position with the fluorescence signal of
the NV center will result in fast alignment procedure.

3.3 Sampling as a powerful measurement tool

The sampling theorem, implied by Harry Nyquist in 1928 [111] and finally proven by
Claude E. Shannon in 1949 [112], is a well known criterion to measure (reconstruct or
[over]sample) a frequency, �, unambiguously, without invoking any prior information.

To ensure this, a signal must be sampled at a rate, �sample, greater than twice its maxi-
mum frequency component, �max. Or more generally,

�sample > 2 �BW ; (3.1)

where BW = �max � �min denotes the bandwidth of the present signal. If the full
spectrum of the signal is of interest, �min becomes zero.

Violating the Nyquist-Shannon criterion will result in the appearance of artifacts in the
sampled data, which are known as aliasing. The name of the term originates from the
Latin word alias, being the feminine accusative plural of alius, meaning “other”, “also”
or “else”. Hence, the measured spectrum will contain “other” spectral components not
belonging to the real spectrum, but rather appearing as low-frequency images, �image,
of the actual frequencies, �actual. Those image frequencies can only be smaller than
the sample frequency, �sample, (otherwise eq. (3.1) would hold) and become eventually
indistinguishable to real low frequency components in the spectrum. They occur at

�image = �actual � n � �sample n 2 N ; (3.2)

where n can be associated as the number of harmonics for different sample frequencies,
�sample, producing the same image frequency, �image. Again, eq. (3.2) holds only if
the eq. (3.1) is not fulfilled. In this context, the actual frequency �actual is said to be
undersampled (and in the opposite case oversampled).

Although, undersampling produces artifacts in the spectrum, it can also be exploited
as a powerful technique to significantly reduce the amount of measurement time. In
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the present work (for Chapter 5 and Chapter 6), undersampling was mainly used to
identify the persistence of one or two oscillating signal, i.e. to determine their respec-
tive coherence times. Since the coherence time can be easily several magnitudes larger
than the oscillating period of the frequency, it would take great efforts to resolve both
parameters in one measurement. Instead, separate measurements of the frequency (by
oversampling) and the coherence time (by undersampling) would require way less re-
sources yielding eventually the same information content.

Given eq. (3.2) a simple measurement algorithm can be constructed to undersample
a frequency at a calculated sample rate, �sample, to obtain a desired image frequency,
�image, which is sampled with Np data points.

This algorithm was intensively used throughout the present work and is therefore note-
worthy. Apart from that, basic limitation for undersampling will be reveal.

The three input parameters, the actual/real frequency, �actual, a desired image frequency,
�image, and the number of points per period of the image frequency, Np, should yield a
sample frequency, �sample, which satisfy the input parameters. However, it will be shown,
that the input parameters are not completely independent of each other and relations
will be established to constraint the choices of the input parameters. These constrains
are crucial to know for the implementation of a general undersampling algorithm.

At first, an initial sample frequency is obtained by

�sample, init = �image �Np ; (3.3)

which does not have to be the final sample frequency, since the correct harmonic number
n has to be chosen first. From eq. (3.2) the correct number of harmonics is inferred as

n = Integer
 
�actual � �image

�sample, init

!

: (3.4)

If the inner term in eq. (3.4) results to be smaller than 1, then n has to be forced to
be at least n = 1. Apart from that, the integer operation will always round down the
inner value, which is different to the usual rounding technique, which is later shown to
be beneficial. Afterwards, the correct sample rate can be calculated by

�sample = �actual � �image

n
; (3.5)

which has to be used to reproduce the desired image frequency, �image, in the sampled
data, where the image frequency contains about Np points per period.

It has to be noted, that the resulting number per period will not be exactly the desired
Np, since n has to be an integer value and the mismatch has to be compensated, e.g.
by Np. By inserting the corrected sample rate from eq. (3.5) into eq. (3.3), the new
number

Np;real = �actual � �image

n � �image
8Np;real 2 (2; Np;max]; (3.6)
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3.3 Sampling as a powerful measurement tool

will usually be close to its anticipated value, if the inner term in eq. (3.4) will be � 1.
Otherwise Np;real will differ significantly from Np. The round bracket in eq. (3.6) indicate
that 2 is excluded from the interval, whereas the square bracket includes the number
Np;max in the interval.

Hence, by exploiting different harmonics by the number, n, which reproduce the same
image frequency, it becomes feasible to fulfill simultaneously eq. (3.2) and to the best
possible extend the value for Np. Moreover, the rounding down operation will always
select a smaller n before a larger one leading in eq. (3.6) to an equal or larger Np;real
making the spectral resolution of �image rather better than worse.

Before discussing the bounds of eq. (3.6), it has to be mentioned that it is also possible to
account for the mismatch of n by keeping Np at the desired value and instead, adjusting
the image frequency to

�image, real = �actual

Np � n+ 1 8�image, real 2 [�image, min; �image, max): (3.7)

But this will also result in a different sampling rate, calculated in eq. (3.5)

From these basic calculations, it becomes obvious, that the parameter n imposes a certain
constrain resulting either in the dependency Np;real(�image) or �image, real(Np). Np;real has
to lie within the denoted interval (2; Np;max], where it can take in principle any rational
number. The interpretation of having Np;real = 2:5, for instance, means that 5 sample
points are distributed equally on two periods of an image frequency. Or more general
speaking, the image frequency, �image, is sampled at a rate

�image, sampling = Np;real � �image : (3.8)

Consequently, the value 2 in the interval bound for Np;real in eq. (3.6) simply implies, that
more than 2 points per image frequency period, �image = 1=�image, has to be guaranteed
to sample reliably the image frequency. That is again the very same requirement formu-
lated in eq. (3.1), but this time applied on the correct sampling of the image frequency,
�image.

As a further implication, the lower bound in eq. (3.6) dictates the largest image frequency
obtainable by undersampling. By starting from Np;real > 2, eq. (3.6) recasts into

�actual > (2n+ 1)�image ; (3.9)

where the smallest possible value for n = 1 requests 3 � �image > �actual. An image
frequency larger than this value cannot be reliably obtained by the sampling theorem in
general.

From these cross-relations in eqs (3.6), (3.7) and (3.9), the fixed value of the actual
frequency, �actual, and the algorithm described by eqs (3.3) to (3.5), two scenarios can
be deduced:
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� In the first case, the desired number of points per period, Np, is chosen with the
limitation of Np > 2 which will require the image frequency to be �image, real(Np).
Then, according to eq. (3.6) the image frequency has to be

�image, real <
�actual

3 = �image, max ; (3.10)

and it is guaranteed that with eq. (3.10), eq. (3.9) will always hold. This can
be verified by replacing n in eq. (3.9) by eq. (3.6). In principle, there exists no
limitation for the lower bound of the image frequency, but since a signal will decay
eventually, the lifetime (or coherence time) will limit �image, min.

� In the second case, �image is chosen first under the constraint that the image fre-
quency can be at maximum �image < �actual=3. This will lead to an Np;real(�image)
and the possible number of points per period can be within the range

Np;min = 2 < Np;real �
 
�actual

�image
� 1

!

= Np;max (3.11)

Otherwise, n will need to take a value smaller than 1 to fulfil the inequality above,
which is forbidden by eq. (3.2).

Since Np;real (�image, real) has a definite lower (upper) bound, valid undersampling of the
resulting image frequency can always be achieved. The choice which case to use, depends
on the requirements on the parameters, Np and �image. In the present work, the second
case was preferred, since the expected image frequency served as additional confirmation
that the routine works as expected and that �actual was measured correctly. By choosing
�image � �actual a decent number of point per image period, Np, could be ensured.

Prior to any long undersampled coherence time measurement a short oversampled mea-
surement will be performed to obtain the value for �actual. Consequently, the mismatch
of the expected and actual measured image frequency will give additional insight on how
well �actual was determined and how large the associated error bar for the measurement
of �actual should be.

A demonstration of the undersampling technique is given in Fig. 3.9, where a decaying
oscillating signal. It has to be stressed that the width and the amplitude of the Fourier
transformed signals in Fig. 3.9 (b) and (c) are almost identical which will lead to a correct
estimation for the coherence time. Therefore, the main advantage of the undersampling
approach is the fact, that the fit of an decaying oscillating signal is more robust and
yields a smaller uncertainty for the decaying parameter compared to a signal which is
solely decaying at a certain rate.

However, the drawback of undersampling becomes evident, when more than one fre-
quency is present. If the difference of two frequencies, �� = �2 � �1, (�2 > �1) is larger
than three times the selected image frequency, �image, then �� will create aliasing effects
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3.3 Sampling as a powerful measurement tool

Fig. 3.9: Demonstration of undersampling. (a) The blue curve was generated by the
function a(t) = A sin(2��t)exp(�t=T2), with the parameters, A = 1, T2 = 1 µs and
� = 20MHz. This curve was undersampled (with red points) to obtain a desired image
frequency of �image = �=10 = 2MHz. Following the algorithm in eqs (3.3) to (3.5), and
by choosing Np = 9 a sample rate of �sample = 18MHz was determined to produce the
image frequency. (b) Fourier amplitude spectrum of the undersampled signal. (c) Fourier
amplitude spectrum of the original signal.

on the image frequency itself (a consequence from eq. (3.9)). Thus, the whole situation
becomes more complicated and can create unpredicted artefacts.

Instead, another approach can be used to measure the coherence time of �1 without the
necessity of oversampling �2 and �1 for this measurement. That means, by sampling �2
at a rate �sample = �2=k, the frequency contribution of �2 is removed from the spectrum
and the second frequency, �2, reveals as the beating frequency, ��, in the obtained data.
Eventually, the choice of the harmonic number, k, is also bound by eq. (3.1)

�2 � �1 = �� 2�� < �2

k
8k 2 N (3.12)

The same approach can be applied on �1, or on other frequency contribution if eq. (3.12)
is satisfied.

In Fig. 3.10 such a situation with two frequency components are shown. By applying the
“out-sampling” technique, one frequency component can be removed from the spectrum
and the result will show just the beating between the two frequencies. Here, every
second period was sampled, which reduces significantly the measurement time for the
whole time trace to extract the coherence time parameter. The number of points can be
even further reduces which would yield the same imformation content.

A more advanced approach constitutes the combination of the two presented techniques,
undersampling and “out-sampling” resulting in “down-sampling” of the actual frequency

43



3 Measurement realization

Fig. 3.10: Demonstration of “out-sampling”. (a) The blue curve was generated by
the function a(t) = (A1 sin(2��1t) + A2 sin(2��2t))exp(�t=T2), with the parameters,
A1 = 1, A2 = 0:5, T2 = 1 µs, � = 20MHz and � = 18MHz. Following eq. (3.12) and by
choosing k = 2 a sample rate of �sample = �2=2 = 10MHz was determined (red points) to
reduce the spectrum by �2. (b) Fourier amplitude spectrum of the “out-sampled” signal.
(c) Fourier amplitude spectrum of the original signal a(t).

spectrum. In order to guarentee a valid result, all the denoted constraints (eqs (3.6), (3.9)
and (3.10) for the first scenario and eqs (3.7), (3.9) and (3.11) for the second one) have to
be satisfied. Fig. 3.11 demonstrates the “down-sampling” of three very close frequency
components to their respective image frequencies. The selected image frequency �image
for this scenario has to be a multiple of one of the actual frequencies �i = k�image. Then,
related to the selected frequency, �i, the peaks of the other frequencies will appear with
the same distance like in the original spectrum.

The last examples illustrates a rather extreme case for the application of sampling tech-
niques, and in most of the use cases for this work, either undersampling or out-sampling
was pursued. But beyond that, the potential power of the correct choice of the sampling
method becomes evident. Although the presented methods have a simple underlying
principle, it must be adhered to the derived limits, to ensure correct undersampling.
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Fig. 3.11: Downsampling, a combination of undersampling and “out-sampling”. (a)
The function a(t) = Pm

i Ai sin(2��it)exp(�t=T2), with the parameters, m = 3, Ai =
[1; 0:5; 0:75], T2 = 1 µs and �i = [18; 20; 22]MHz generate the blue curve. This curve was
downsampled (with red points) to obtain a desired image frequency of �image = �2=5 =
4MHz. Following the algorithm in eqs (3.3) to (3.5), and by choosing Np = 4 a sample
rate of �sample = 16MHz was determined to produce the image frequency. (b) Fourier
amplitude spectrum of the down sampled signal. (c) Fourier amplitude spectrum of the
original signal. Note that zeropadding was performed before FT to smooth the spectrum.
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Chapter 4
Qudi: A modular python suite for
experiment control and data processing

Technology is a useful servant,
but a dangerous master.

– Christian Lous Lange
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4 Qudi: A modular python suite for experiment control and data processing

4.1 Introduction

Experiments on quantum mechanical systems are complex. They typically require the
fine control of multiple hardware and precise sequencing of operations. Dedicated soft-
ware is necessary to control it all and to perform specific tasks. The problem is general
- all research groups face increasing complexity of their experiments - but usually the
issues are addressed on a local scale. With home-built programs, implemented by non-
professionals who have only little time to dedicate to that activity, only specific solutions
are made adjusted to very individual needs. This creates obstacles for the transfer of
knowledge, is hard to reverse engineer and usually forbids portability to similar experi-
ments, even within the same research group.

Although, having good software is now recognized as a critical issue, researchers do not
have access to IT support to help them develop a rigorous and lasting software solution.
As a result, a lot of time and resources are wasted in temporary solutions.

This PhD project demanded for a different approach. As the work was carried out at two
distant places (Ulm, Germany and Lyngby, Denmark) with about half-year alternating
duration for a stay at each place, it accompanied some challenges on the control and
measurement procedures. As a matter of fact, this initial work laid the foundation for
a successful implementation and performance of the work presented in Chapter 5 and
Chapter 6.

Verily, it is not true that every experiment is unique. The hardware configuration at
every institute may vary significantly, but the strategy for a measurement is almost in-
dependent of the setup. It becomes apparent, that logic operations, relying on a physical
idea for the measurement, have to be formulated hardware agnostic. Thus, supporting
this way of thinking in a natural way by embedding it into a software framework, which
led to the development of Qudi.

Qudi is a general software suite to control hardware and process data [113, 114]. It
is written in Python, which has become a popular programming language for scientific
work over the years [115, 116] and recently even ruled out the top programming language
C and Java from its leadership position [117]. Qudi is open source and Python itself is a
highly collaborative language. Hence, the core framework of Qudi relies on the free and
open source character of the software to offer a maximum transparency and benefit for
the scientific society. Qudi provides a large toolset for lab experiments for the quantum
community and encourages community work. The software suite was originally intended
for activities related to color centers in diamond. However, its underlying principle is
not specific for the measurement and manipulation of color centers in diamond, and has
a much broader and general application range.

The development of Qudi was supported by both institutes, the University of Ulm and
the Technical University of Denmark. As being part of the core development team of
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Qudi, we shaped, implemented and developed the conceptual ideas guiding this frame-
work. The current status of the project as well as each individual contribution of all its
members can be found in Ref. [113]. As a result, I had the unique opportunity to expe-
rience the benefits of our created ecosystem and to develop my PhD work on this basis.
In the following, a detailed presentation of the concept of the measurement framework,
termed as Qudi, is given.
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Chapter 5
Narrow-bandwidth sensing of
high-frequency fields with continuous
dynamical decoupling

Whatever you can do, or
dream you can, begin it.

Boldness has genius
power and magic in it.

Johann Wolfgang
von Goethe
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5 Narrow-bandwidth sensing of high-frequency fields with continuous dynamical
decoupling

5.1 Introduction

High frequency spectroscopy with the NV center is challenging. Weak oscillating sig-
nals are typically out of reach for ordinary detection schemes and dynamical decoupling
becomes the method of choice. Their range of application covers pulsed and continu-
ous wave protocols, where both were restricted up to MHz frequencies. High frequency
spectroscopy with high spectral resolution of magnetic fields in the GHz regime re-
mained a challenging avenue not only for the NV center community. Only relaxometry
measurements offered the ability to detect high-frequency fields, but with a T �2 limited
bandwidth.

In the following, a general scheme is shown which relaxes this limitation and allows for
the detection of high-frequency signals in the GHz range with a bandwidth of T2. In
addition, continuous dynamical decoupling is integrated into a sensing task. The basic
idea relies on continuous concatenated drive which turns a given two-level system, with
energy separation in the regime of the signal, into a narrow-bandwidth high-frequency
sensor.

In continuous dynamical decoupling protocols, the sensor is permanently subjected to
drive fields which constitute the largest noise source in the scheme. Concatenation of
drive fields reduce significantly the impact of drive noise by creating a protected subspace.
The mere drive of the system realizes at the same time a decoupling of the NV sensor
from its environmental noise by creating dressed states.

The characteristic of this approach reveals that the interaction with a high-frequency field
occurs at restrictive resonance conditions. That means the frequency of the measured
field is detected by a narrow-bandwidth condition imposed by the drive fields and the
bare energy separation of the NV sensor. The interaction strength of the high-frequency
field is imprinted as oscillations in the population between the protected states.

The coherence time of the sensor, T
i
2 , under a drive with strength 
i, gives the timescale

in which an oscillation between the protected states can be detected. The smallest de-
tectable interaction strength relies therefore on the ability to record at least one oscilla-
tion within T
i

2 of the protected states. Hence, the measurement of the signal strength
of the high-frequency field is very similar to the nature of Rabi oscillations.

A very unique feature of this protocol is the possibility that the high-frequency signal
itself can act as a weak driving field (of the protected states), thereby creating an even
better protected subspace. In this case, the signal can be regarded as an additional weak
drive, thereby prolonging non-linearly the coherence time of the sensor.

A rigorous and extensive introduction in the theoretical formalism as well as some back-
ground information is given in the supplementary information, in Sec. 5.3 The main
publication in Sec. 5.2 summarizes the findings.
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Chapter 6
Concatenated continuous dynamical
decoupling of a three-level system

If it is important enough to you,
you will find a way.

If it is not,
you will find an excuse.

– Ryan Blair
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6 Concatenated continuous dynamical decoupling of a three-level system

6.1 Introduction

The present chapter focuses on continuous dynamical decoupling and the creation of
doubly-dressed states to protect a qubit from the drive and environmental noise. How-
ever, the idea followed in this chapter reflects an alternative approach to Chapter 5, in
order to avoid the necessity of having many concatenated drive fields to create the robust
qubit. Only two subsequent concatenations ensure a protected subspace by utilizing all
three available spin sub-levels of the NV center.

In this way, the robustness of the created qubit against environmental noise is solely
controlled by the strength of the applied microwave fields, whereas the scheme itself
ensures robustness to drive noise. In addition, high frequency sensing remains possible
and faster qubit gate operations are predicted. The new approach utilizes AC-Stark
shifted energy gaps produced by off-resonant driving fields.

First, we investigated a scheme that utilizes only off-resonant driving fields (see. Sec. 6.4).
It turned out that the energy gaps created by these fields are too small and thus further
increase of the drive amplitude would face limitations imposed by the actual exper-
imental configuration. Hence, we combined on-resonant and off-resonant drive fields
to circumvent the experimental constraints thereby allowing a larger energy gap (and
thereby decoupling it from environmental noise) while maintaining robustness against
drive noise.

Sec. 6.2 summarizes the findings and demonstrates an implementation, which prolongs
the coherence time of a protected qubit state realized by four drive fields applied on
the three level system of the NV ground state. The supplementary part in Sec. 6.3
contains the background information for the measurement setup and the parameters
characterizing the system.
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6.4 Appendix

The present section summarizes the initial steps and ideas of how the experiment in
this chapter started. The main goal was the experimental realization of the theoretical
proposal for a fully robust qubit in Ref. [118]. It turned out that the implementation
would require much stronger off-resonant drive fields, which could not be realized in
the present configuration. However, upon the investigations new phenomena have been
discovered, which led to the results presented in Sec. 6.2.

Hence, the following section can be seen as a motivation and gives a pictorial view of
the situation. For more detailed calculations and derivations, it should be referred to
Ref. [118].

6.4.1 Schematics of detuned double lambda drive

Power fluctuations in the drive fields constitute to be the major noise source in continuous
dynamical decoupling protocols. The concatenation of drives is one idea how to decrease
the impact of drive noise on the resulting state (cf. Chapter 5). The on-resonant drives in
this approach, however, does not allow fast gate operations between the created state as
their rate, 
g, is set by the strength of the drive fields. Every consecutive concatenation
reduces the rate by a factor of 2.

An alternative approach is the application of off-resonant fields as depicted in Fig. 6.1.
This scheme allows to obtain a fully robust qubit by utilizing a three-level system and
four driving fields. In addition, it offers an alternative approach to perform the task of
high frequency sensing and predicts much faster gate operations, limited solely by the
utilized detuning, 
g=2� � �. It can also be regarded as a continuing effort to improve
further the ideas described in Chapter 5 by pursuing a slightly different approach.

The protocol in Fig. 6.1a requires four drive fields in order to address the three level
states in a detuned way:

Btot(t) = B1 cos
�
2�(�1 + �1)t

�
+B2 cos

�
2�(�2 + �1)t� �

�

+B3 cos
�
2�(�1 + �2)t

�
+B4 cos

�
2�(�2 + �2)t

�
:

(6.1)

The drives represent two inverted lambda configurations. It appears that B1 = B3 and
B2 = B4, as they drive almost the same transitions. (�1; �2 � �1;�2).

However, the control fields, B1 and B2, have significantly different transition frequen-
cies, �1 and �2, respectively, and the same field amplitude, Bi, does not lead to the
same Rabi drive, 
, for �1 and �2. The reasons for this behavior are diverse. For in-
stance, the amplifier has not a flat response over the whole frequency range and amplifies
some frequency components stronger than other. Moreover, the microwave structure is
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Fig. 6.1: Schematics of the detuned double lambda drive. (a) In the bare state basis
�1 and �2 denote the energy difference between the states. Four drive fields are applied
and adjusted to have the same Rabi frequency, 
. The (inverted) lambda drive detuned
by �1 (�2) creates the dressed state jBi (jDi). (b) The dressed states, jBi and jDi, in
the interaction picture with an energy separation of 
. The population transfer happens
here at a rate 
SL, which is by the factor

p
2 faster.

not designed to be impedance matched, therefore frequency dependent attenuations or
resonances might occur.

In general, it has to be ensured, that the on-resonant drives on �1 and �2 yield the same
Rabi frequency, 
. Hence, the field amplitudes, B1 and B2, have to be adjusted to fulfill
this requirement and the total Rabi drive (with NVBi = 
) becomes


tot(t) = 
 �
�

cos
�
2�(�1 + �1)t

�
� cos

�
2�(�2 + �1)t

�

+ cos
�
2�(�1 + �2)t

�
+ cos

�
2�(�2 + �2)t

��
:

(6.2)

Driving the three states fj�1i ; j0i ; j+1ig in the denoted configuration creates dressed
states fjBi ; j0i ; jDig, as illustrated in Fig. 6.1b. It has to be noted, that the dark
state drive j0i � jDi can only be realized by off-resonant fields. Setting �1 = �2 = 0
would create destructive interference, where a drive of a two-level system with 2
 would
remain.

The population transfer in the dressed state basis happens at a rate, 
�i
SL, which denotes

the Rabi frequency in the single lambda (SL) drive, with a detuning �i. By adjusting
the values for the detunings, �1 and �2, a protected qubit can be realized.
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Fig. 6.2a illustrates how the protected qubit appears. Under an off-resonant drive of

�i

SL, doubly dressed states are created due to AC-Stark shift of the dressed states. Their
energy separation is / (
=2�)2=�i (which is an approximation of �i�

q
(
=2�)2 + �2

i ).
Therefore, a drive 
�1

SL with a detuning, j�1j > j�2j, results in a smaller energy gap in
the doubly dressed states. By choosing a detuning with �2 = ��1=2 two eigenstates,
jBi and j0i, will have identical energies, 
r. Hence, fluctuations in the drive fields will
affect both states at the same time and alter them always in the same direction, by
maintaining the robust qubit.

A crucial requirement for the creation of the robust qubit in this scheme is NVBz �
� � 
=2�, where Bz represents the static magnetic field, separating the NV electron
spin states to obtain the transition frequencies, �1 and �2.

To quantify the robust qubit, its energy gap and coherence time has to be investigated
in order to show the coherence time prolonging effect of the scheme. This can be done
by means of a Ramsey measurement, performed on the dressed states (cf. Sec. 2.5.3).
A superposition state (jBi + j0i)=

p
2 will be affected by the energy gap of the robust

qubit and the coherences of the superposition state will oscillate with 
RQ. Recording

b

� L

�
2
p

2
�

2
p

2
�1

�1 = 0 �1 = 0�1;2 6= 0
N

jBi

��2

�1

j0i

jDi
a


�2
SL


�1
SL


r


r


RQ
�

2
p

2
�

2
p

2
�1


�1


�1

Fig. 6.2: Robust qubit in the dressed states and the coherence time measurement pulse
scheme. (a) The off-resonant drives create AC-Stark shifted energy levels, where the
energy splitting is 
r / 
2=�i. By selecting �2 = ��1=2 a robust qubit can be created,
which posses the same drive fluctuation in both states, thus, a decoupling from drive
noise is achieved. (b) In the pulse scheme, the first resonant �=2 pulse with 
SL creates
the required superposition state to measure a coherence change. As the Rabi drive 
SL
is by

p
2 fast then 
 the �-pulses have to be adjusted accordingly. The robust qubit

will create coherence time changes at a rate 
RQ, which will be detected by varying the
length � of the scheme. The number N indicates that this sequence have to be repeated
many times.
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the persistence of the oscillations yields the coherence time of the robust qubit.

The pulse sequence for the coherence time measurement is depicted in Fig. 6.2b, dis-
played in the bare state basis (cf. Fig. 6.1a). The resonant fields couples the j0i to the
jBi state and by applying a �=2-pulse with 
SL, the superposition state can be created.
On the superposition state the drive in eq. (6.2) is applied, where the duration � is
varied. After the drive the coherences are transformed to populations in a consecutive
�=2-pulse with 
SL and are read out by a laser. The results are summarized in the next
section.

6.4.2 Results

The contribution of the intrinsic nitrogen nuclear spin of the NV center to the scheme was
not completely clear. To eliminate this uncertainly the measurements were performed
in the vicinity of the excited state level anti-crossing (ESLAC) [84], where the nitrogen
spin becomes polarized.

A very condensed version of the findings is shown in the measurement matrices of Fig. 6.3,
displaying the energy gap and the coherence times. From the theoretical considerations,
an improvement is expected at about �2 = ��1=2 (see [118]). The theory indicates
also that the moderate energy separation by �1 and �2 of the bare states near the
ESLAC might change the relation between �1 and �2. Thus, for every pair of detunings

Fig. 6.3: Energy gap (a) and coherence time (b) measurements of the robust detuned
qubit with respect to a variation of f�1;�relg. �rel changes the value of �2 according to
�2 = ��1=2 + �rel. A moderate Rabi frequency of 
=2� = (2:72� 0:01)MHz was used
for all four drive fields. The green dashed line indicates the scenario, where jDi � j0i
are driven on resonance (�2 becomes zero). The combination of an on-resonant drive,
and an off-resonant drive generates a large enough energy gap, in order to protect the
robust qubit from magnetic noise.
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6.4 Appendix

f�1;�relg the coherence time and the oscillations (introduced by the energy gap) are
recorded for an increasing value of � . With the introduced relative detuning, �rel, the
region around the optimal detuning could be mapped out by �2 = ��1=2 + �rel.

The measurement of the energy gap in Fig. 6.3a show an expected behavior. For very
large detunings the energy gap of the robust qubit decreases. If one of the detunings
approaches zero, then the energy gap increases again as one of the drives, j0i � jBi, or
j0i � jDi, become resonant. Only the case for �1 = �2 = �rel = 0 was not measured
correctly as the obtained energy gap frequency becomes undersampled. Anyway, this
point is not of interest, since it represents solely a drive of the transition �1 with the
Rabi frequency 2
.

It becomes apparent, that the energy gap of the resonant bright state drive (for �1=0)
is larger in comparison to the case when the dark state (for �2=0) is on resonance.
The resonant dark state drive is indicated by a green dashed line in the matrix plots of
Fig. 6.3.

An interesting scenario shows the measurements of the coherence times in Fig. 6.3b. No
improvement in coherence time at all can be identified for the case �2 = ��1=2, which
corresponds to the horizontal line at �rel = 0. The coherence times become larger if the
resonant energy gap is approached. However, the coherence times for the resonant dark
state drive (�2=0) and the off-resonant bright state drive shows a considerable improve-
ment in coherence times. These findings were the motivation for further investigations
and lead to the measurements presented in Sec. 6.2.

The reason, why this scheme did not improve the coherence time as anticipated in the
theory might be connected to the small energy gap of the robust state. Off-resonant
drives require a much larger field amplitude to create the same energy gaps as resonant
drives. As mentioned before, higher field amplitudes introduced strong heating effects
and prevents a further increase of the drive frequency 
.

In addition, free induction decay measurements for the present NV yield a coherence
time of about T �2 � 2 µs (cf. Sec. 6.3). Hence, if an improvement in this configuration
should be realized and the drive fields cannot be increase any further, then a NV with
a longer T �2 time (of the order of 10µs) would be needed. This would ensure a smaller
magnetic field noise component and the small energy gap, created by this sequence,
could be sufficient to decouple the robust qubit from the environmental noise.
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Chapter 7
Conclusion and Outlook

Thoughts without content are empty,
intuitions without concepts are blind.

– Immanuel Kant
Critique of pure reason (1781)
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7 Conclusion and Outlook

This thesis covers and combines three projects, which are all devoted to the task of
developing new measurement protocols for quantum magnetometry. At the heart of this
approach stands the aim to increase the capabilities of the nitrogen-vacancy (NV) center
in diamond by employing and protecting its quantum character to improve its sensitivity
for the task of magnetic field sensing.

In order to achieve these goals a sophisticated control and manipulation of the NV center
is required, which eventually demands for the implementation of complex protocols.
This has led to the development of a very powerful software suite, termed Qudi, and
constitutes the first project within this thesis.

The project started with a small group and evolved to a collaborative work between both
institutes, University of Ulm and the Technical University of Denmark. This software
suite has not only facilitated the control and implementation of microwave protocols
for the present work, but has also created an organized way to transfer the physical
idea to the experiment by maintaining flexibility and transparency in the development
process. Meanwhile, the abilities of the software framework have grown significantly and
the open-source character has invited many groups to participate in the development
process and establish on this basis further collaborative interactions. As the concept
of the suite is not limited to the manipulation of color centers in diamond, ongoing
development processes expand already the applicability of Qudi in different research
fields (like quantum cryptography or quantum communication). Hence, this software
framework exhibits a broad scope of possibilities for any laboratory environment and
offers industrial applications.

The task of high-frequency sensing in the GHz regime was reserved to relaxometry
measurements possessing a sensitivity proportional to the pure dephasing time, T �2 ,
of the sensor. With this work the capability of the NV center was extended towards
high-frequency fields by overcoming the T �2 bandwidth limitation. Furthermore, it was
demonstrated, that continuous dynamical decoupling could be integrated into the sensing
task and thereby prolonging the coherence time of the sensor to its transverse relaxation
time, T2, while being susceptible to high frequency fields. It was possible to expand the
coherence time of the sensor towards its lifetime limit and to show the measurement
of a smallest detectable magnetic field strength of 4 nT at 1.6GHz. Moreover, the
narrow-bandwidth character of this scheme ensures a very selective frequency probing.
Thus, with this approach the NV center has the potential to be used as a high-sensitive,
narrow-bandwidth, high-frequency sensor, which paves the way specifically for radar
applications.

Although the developed protocol exhibits great sensing performance, it still faces limita-
tions as the small protected energy gap results in slow qubit operations, which restricts
its application in quantum information science. In addition, the necessity for many con-
catenated microwave fields might set an impediment to the applicability of the protocol,
as further concatenation of controls fields are required to increase the sensitivity of the
sensor.
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The third project tried eventually to circumvent the posed limitations by a different
approach, while still maintaining the possibility for high-frequency sensing. By utilizing
the three-level character of the NV center under a combination of on-resonant and off-
resonant drives, a fully robust qubit system could be realized. The on-resonant fields
are responsible for the large energy gap, protecting the quantum state from environ-
mental noise, whereas the off-resonant fields produce AC-Stark shifted energy levels and
decouple the sensor thereby from noise of the drive fields. This combination results in
doubly-dressed states, whose robustness to environmental noise can be directly controlled
solely by the strength of the applied microwave field, while maintaining a protection to
drive noise.

The theoretical model, developed in this approach, predicated an improvement of the
coherence time by at least 2 orders of magnitude. An implementation of the scheme
demonstrated its performance and showed that for a correct choice of the detuning for
the off-resonant drive, robustness to drive noise could be achieved. It is expected that
further increase of the microwave drive would lead to a significant enhancement of the
coherence time of the sensor.

The potential susceptibility of the protocol to high frequency sensing tasks, its simpli-
fied experimental realization and the predicted fast qubit operations extend further the
capabilities of the NV sensor. This opens eventually the doors for applications not only
in quantum sensing, but also quantum information science and quantum technology.

101





Bibliography

1W. Heisenberg, “Über den anschaulichen Inhalt der quantentheoretischen Kinematik
und Mechanik”, de, Zeitschrift für Physik 43, 172–198 (1927) (cit. on p. 2).

2E. Schrödinger, “An Undulatory Theory of the Mechanics of Atoms and Molecules”,
Physical Review 28, 1049–1070 (1926) (cit. on p. 2).

3F. Hund, “Zur Deutung der Molekelspektren. III.”, Zeitschrift für Physik 43, 805–826
(1927) (cit. on p. 2).

4A. Einstein, B. Podolsky, and N. Rosen, “Can Quantum-Mechanical Description of
Physical Reality Be Considered Complete?”, Physical Review 47, 777–780 (1935) (cit.
on p. 2).

5H. D. Zeh, “On the interpretation of measurement in quantum theory”, en, Founda-
tions of Physics 1, 69–76 (1970) (cit. on p. 2).

6M. O. Scully and M. S. Zubairy, Quantum Optics, en (Cambridge University Press,
Sept. 1997) (cit. on p. 2).

7J. I. Cirac and H. J. Kimble, “Quantum optics, what next?”, en, Nature Photonics
11, nphoton.2016.259 (2017) (cit. on p. 2).

8C. Kittel, Introduction to solid state physics, en (Wiley, 1976) (cit. on p. 2).
9N. W. Ashcroft and N. D. Mermin, Solid State Physics, en (Holt, Rinehart and Win-
ston, 1976) (cit. on p. 2).

10P. M. Koenraad and M. E. Flatté, “Single dopants in semiconductors”, Nature Ma-
terials 10, 91–100 (2011) (cit. on p. 2).

11T. D. Ladd, F. Jelezko, R. Laflamme, Y. Nakamura, C. Monroe, and J. L. O’Brien,
“Quantum computers”, en, Nature 464, nature08812 (2010) (cit. on p. 2).

12A. Gruber, A. Dräbenstedt, C. Tietz, L. Fleury, J. Wrachtrup, and C. v. Borczyskowski,
“Scanning Confocal Optical Microscopy and Magnetic Resonance on Single Defect
Centers”, en, Science 276, 2012–2014 (1997) (cit. on pp. 2, 9).

13F. Jelezko and J. Wrachtrup, “Single defect centres in diamond: A review”, en, physica
status solidi (a) 203, 3207–3225 (2006) (cit. on pp. 2, 9).

103

http://dx.doi.org/10.1007/BF01397280
http://dx.doi.org/10.1103/PhysRev.28.1049
http://dx.doi.org/10.1007/BF01397249
http://dx.doi.org/10.1007/BF01397249
http://dx.doi.org/10.1103/PhysRev.47.777
http://dx.doi.org/10.1007/BF00708656
http://dx.doi.org/10.1007/BF00708656
http://dx.doi.org/10.1038/nphoton.2016.259
http://dx.doi.org/10.1038/nphoton.2016.259
http://dx.doi.org/10.1038/nmat2940
http://dx.doi.org/10.1038/nmat2940
http://dx.doi.org/10.1038/nature08812
http://dx.doi.org/10.1126/science.276.5321.2012
http://dx.doi.org/10.1002/pssa.200671403
http://dx.doi.org/10.1002/pssa.200671403


Bibliography

14M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J. Wrachtrup, and L. C. L.
Hollenberg, “The nitrogen-vacancy colour centre in diamond”, Physics Reports, The
nitrogen-vacancy colour centre in diamond 528, 1–45 (2013) (cit. on pp. 2, 9, 10, 14,
20).

15J. M. Taylor, P. Cappellaro, L. Childress, L. Jiang, D. Budker, P. R. Hemmer, A.
Yacoby, R. Walsworth, and M. D. Lukin, “High-sensitivity diamond magnetometer
with nanoscale resolution”, en, Nature Physics 4, nphys1075 (2008) (cit. on pp. 2, 3,
6).

16J. R. Maze, P. L. Stanwix, J. S. Hodges, S. Hong, J. M. Taylor, P. Cappellaro, L.
Jiang, M. V. G. Dutt, E. Togan, A. S. Zibrov, A. Yacoby, R. L. Walsworth, and M. D.
Lukin, “Nanoscale magnetic sensing with an individual electronic spin in diamond”,
en, Nature 455, nature07279 (2008) (cit. on pp. 2, 3, 6).

17G. Balasubramanian, I. Y. Chan, R. Kolesov, M. Al-Hmoud, J. Tisler, C. Shin, C.
Kim, A. Wojcik, P. R. Hemmer, A. Krueger, T. Hanke, A. Leitenstorfer, R. Brats-
chitsch, F. Jelezko, and J. Wrachtrup, “Nanoscale imaging magnetometry with dia-
mond spins under ambient conditions”, en, Nature 455, nature07278 (2008) (cit. on
pp. 2, 6, 9, 12, 16).

18V. M. Acosta, E. Bauch, M. P. Ledbetter, C. Santori, K.-M. C. Fu, P. E. Barclay, R. G.
Beausoleil, H. Linget, J. F. Roch, F. Treussart, S. Chemerisov, W. Gawlik, and D.
Budker, “Diamonds with a high density of nitrogen-vacancy centers for magnetometry
applications”, Physical Review B 80, 115202 (2009) (cit. on p. 2).

19L. M. Pham, D. L. Sage, P. L. Stanwix, T. K. Yeung, D. Glenn, A. Trifonov, P.
Cappellaro, P. R. Hemmer, M. D. Lukin, H Park, A. Yacoby, and R. L. Walsworth,
“Magnetic field imaging with nitrogen-vacancy ensembles”, en, New Journal of Physics
13, 045021 (2011) (cit. on pp. 2, 6).

20F. Dolde, H. Fedder, M. W. Doherty, T. Nöbauer, F. Rempp, G. Balasubramanian, T.
Wolf, F. Reinhard, L. C. L. Hollenberg, F. Jelezko, and J. Wrachtrup, “Electric-field
sensing using single diamond spins”, en, Nature Physics 7, 459–463 (2011) (cit. on
pp. 2, 6).

21P. Maletinsky, S. Hong, M. S. Grinolds, B. Hausmann, M. D. Lukin, R. L. Walsworth,
M. Loncar, and A. Yacoby, “A robust scanning diamond sensor for nanoscale imaging
with single nitrogen-vacancy centres”, en, Nature Nanotechnology 7, nnano.2012.50
(2012) (cit. on pp. 2, 6).

22J. F. Barry, M. J. Turner, J. M. Schloss, D. R. Glenn, Y. Song, M. D. Lukin, H. Park,
and R. L. Walsworth, “Optical magnetic detection of single-neuron action potentials
using quantum defects in diamond”, en, Proceedings of the National Academy of
Sciences 113, 14133–14138 (2016) (cit. on pp. 2, 6).

23L. Childress, J. M. Taylor, A. S. Sørensen, and M. D. Lukin, “Fault-Tolerant Quantum
Communication Based on Solid-State Photon Emitters”, Physical Review Letters 96,
070504 (2006) (cit. on p. 2).

104

http://dx.doi.org/10.1016/j.physrep.2013.02.001
http://dx.doi.org/10.1016/j.physrep.2013.02.001
http://dx.doi.org/10.1038/nphys1075
http://dx.doi.org/10.1038/nature07279
http://dx.doi.org/10.1038/nature07278
http://dx.doi.org/10.1103/PhysRevB.80.115202
http://dx.doi.org/10.1088/1367-2630/13/4/045021
http://dx.doi.org/10.1088/1367-2630/13/4/045021
http://dx.doi.org/10.1038/nphys1969
http://dx.doi.org/10.1038/nnano.2012.50
http://dx.doi.org/10.1038/nnano.2012.50
http://dx.doi.org/10.1073/pnas.1601513113
http://dx.doi.org/10.1073/pnas.1601513113
http://dx.doi.org/10.1103/PhysRevLett.96.070504
http://dx.doi.org/10.1103/PhysRevLett.96.070504


Bibliography

24L. Childress, J. M. Taylor, A. S. Sørensen, and M. D. Lukin, “Fault-tolerant quan-
tum repeaters with minimal physical resources and implementations based on single-
photon emitters”, Physical Review A 72, 052330 (2005) (cit. on p. 2).

25L. Childress and R. Hanson, “Diamond NV centers for quantum computing and quan-
tum networks”, MRS Bulletin 38, 134–138 (2013) (cit. on pp. 2, 6, 11).

26J. Casanova, Z.-Y. Wang, and M. B. Plenio, “Noise-Resilient Quantum Computing
with a Nitrogen-Vacancy Center and Nuclear Spins”, Physical Review Letters 117,
130502 (2016) (cit. on p. 2).

27W. L. Yang, Z. Q. Yin, Y. Hu, M. Feng, and J. F. Du, “High-fidelity quantum memory
using nitrogen-vacancy center ensemble for hybrid quantum computation”, Physical
Review A 84, 010301 (2011) (cit. on p. 2).

28E. Trajkov, F. Jelezko, J. Wrachtrup, S. Prawer, and P. Hemmer, “Quantum comput-
ing with nitrogen-vacancy pairs in diamond”, in , Vol. 5842 (May 2005), pp. 272–277
(cit. on p. 2).

29A. P. Nizovtsev, S. Y. Kilin, F. Jelezko, T. Gaebal, I. Popa, A. Gruber, and J.
Wrachtrup, “A quantum computer based on NV centers in diamond: Optically de-
tected nutations of single electron and nuclear spins”, en, Optics and Spectroscopy
99, 233–244 (2005) (cit. on p. 2).

30J. Wrachtrup, S. Y. Kilin, and A. P. Nizovtsev, “Quantum computation using the
13c nuclear spins near the single NV defect center in diamond”, en, Optics and Spec-
troscopy 91, 429–437 (2001) (cit. on p. 2).

31J. R. Weber, W. F. Koehl, J. B. Varley, A. Janotti, B. B. Buckley, C. G. V. d. Walle,
and D. D. Awschalom, “Quantum computing with defects”, en, Proceedings of the
National Academy of Sciences 107, 8513–8518 (2010) (cit. on p. 2).

32D. Budker and M. Romalis, “Optical magnetometry”, en, Nature Physics 3, 227–234
(2007) (cit. on p. 3).

33L. Rondin, J.-P. Tetienne, T. Hingant, J.-F. Roch, P. Maletinsky, and V. Jacques,
“Magnetometry with nitrogen-vacancy defects in diamond”, en, Reports on Progress
in Physics 77, 056503 (2014) (cit. on pp. 3, 6, 16, 38).

34J. Wrachtrup and F. Jelezko, “Processing quantum information in diamond”, en,
Journal of Physics: Condensed Matter 18, S807 (2006) (cit. on p. 6).

35F. Shi, X. Rong, N. Xu, Y. Wang, J. Wu, B. Chong, X. Peng, J. Kniepert, R.-S.
Schoenfeld, W. Harneit, M. Feng, and J. Du, “Room-Temperature Implementation
of the Deutsch-Jozsa Algorithm with a Single Electronic Spin in Diamond”, Physical
Review Letters 105, 040504 (2010) (cit. on p. 6).

36D. M. Toyli, C. F. d. l. Casas, D. J. Christle, V. V. Dobrovitski, and D. D. Awschalom,
“Fluorescence thermometry enhanced by the quantum coherence of single spins in di-
amond”, en, Proceedings of the National Academy of Sciences 110, 8417–8421 (2013)
(cit. on p. 6).

105

http://dx.doi.org/10.1103/PhysRevA.72.052330
http://dx.doi.org/10.1557/mrs.2013.20
http://dx.doi.org/10.1103/PhysRevLett.117.130502
http://dx.doi.org/10.1103/PhysRevLett.117.130502
http://dx.doi.org/10.1103/PhysRevA.84.010301
http://dx.doi.org/10.1103/PhysRevA.84.010301
http://dx.doi.org/10.1117/12.611143
http://dx.doi.org/10.1134/1.2034610
http://dx.doi.org/10.1134/1.2034610
http://dx.doi.org/10.1134/1.1405224
http://dx.doi.org/10.1134/1.1405224
http://dx.doi.org/10.1073/pnas.1003052107
http://dx.doi.org/10.1073/pnas.1003052107
http://dx.doi.org/10.1038/nphys566
http://dx.doi.org/10.1038/nphys566
http://dx.doi.org/10.1088/0034-4885/77/5/056503
http://dx.doi.org/10.1088/0034-4885/77/5/056503
http://dx.doi.org/10.1088/0953-8984/18/21/S08
http://dx.doi.org/10.1103/PhysRevLett.105.040504
http://dx.doi.org/10.1103/PhysRevLett.105.040504
http://dx.doi.org/10.1073/pnas.1306825110


Bibliography

37L. T. Hall, D. A. Simpson, and L. C. L. Hollenberg, “Nanoscale sensing and imaging
in biology using the nitrogen-vacancy center in diamond”, MRS Bulletin 38, 162–167
(2013) (cit. on p. 6).

38R. Schirhagl, K. Chang, M. Loretz, and C. L. Degen, “Nitrogen-Vacancy Centers in
Diamond: Nanoscale Sensors for Physics and Biology”, Annual Review of Physical
Chemistry 65, 83–105 (2014) (cit. on pp. 6, 9).

39J. H. N. Loubser and J. A. v. Wyk, “Electron spin resonance in the study of diamond”,
en, Reports on Progress in Physics 41, 1201 (1978) (cit. on pp. 6, 7, 14, 15).

40C. Kittel, Introduction to Solid State Physics, en (Wiley, Nov. 2004) (cit. on p. 6).
41M. Bass, C. Decusatis, and J. M. Enoch, Handbook of Optics, Third Edition Volume I:
Geometrical and Physical Optics, Polarized Light, Components and Instruments(set),
Englisch, Revised. (Mcgraw Hill Book Co, New York, 2009) (cit. on pp. 6, 27).

42C. J. H. Wort and R. S. Balmer, “Diamond as an electronic material”, Materials
Today 11, 22–28 (2008) (cit. on pp. 6, 7).

43A. M. Zaitsev,Optical Properties of Diamond: A Data Handbook, English, 2001 edition
(Springer, Berlin ; New York, Aug. 2001) (cit. on pp. 7, 12).

44J. Walker, “Optical absorption and luminescence in diamond”, en, Reports on Progress
in Physics 42, 1605–1659 (1979) (cit. on pp. 7, 8).

45C. M. Breeding and J. E. Shigley, “The "type"classification system of diamonds and
its importance in gemology”, Gems & Gemology 45, 96–111 (2009) (cit. on pp. 7, 8).

46U. F. D’Haenens-Johansson, A. Katrusha, K. S. Moe, P. Johnson, and W. Wang,
“Large Colorless HPHT Synthetic Diamonds from New Diamond Technology”, Gems
& Gemology 51, 260–279 (2015) (cit. on p. 7).

47W. Wang, M. S. Hall, K. S. Moe, J. Tower, and T. M. Moses, “Latest generation
CVD-grown synthetic diamonds from Apollo Diamond Inc.”, Gems & Gemology 43,
294–312 (2007) (cit. on p. 8).

48P. Siyushev, H. Pinto, M. Vörös, A. Gali, F. Jelezko, and J. Wrachtrup, “Optically
Controlled Switching of the Charge State of a Single Nitrogen-Vacancy Center in
Diamond at Cryogenic Temperatures”, Physical Review Letters 110, 167402 (2013)
(cit. on p. 9).

49Y. Chu and M. D. Lukin, “Quantum optics with nitrogen-vacancy centers in dia-
mond”, arXiv:1504.05990 [quant-ph], arXiv: 1504.05990 (2015) (cit. on p. 9).

50V. M. Acosta, “Optical magnetometry with nitrogen-vacancy centers in diamond”,
PhD thesis (University of California, Berkeley, 2011) (cit. on p. 10).

51A. Sipahigil, M. L. Goldman, E. Togan, Y. Chu, M. Markham, D. J. Twitchen, A. S.
Zibrov, A. Kubanek, and M. D. Lukin, “Quantum Interference of Single Photons
from Remote Nitrogen-Vacancy Centers in Diamond”, Physical Review Letters 108,
143601 (2012) (cit. on p. 10).

106

http://dx.doi.org/10.1557/mrs.2013.24
http://dx.doi.org/10.1557/mrs.2013.24
http://dx.doi.org/10.1146/annurev-physchem-040513-103659
http://dx.doi.org/10.1146/annurev-physchem-040513-103659
http://dx.doi.org/10.1088/0034-4885/41/8/002
http://dx.doi.org/10.1016/S1369-7021(07)70349-8
http://dx.doi.org/10.1016/S1369-7021(07)70349-8
http://dx.doi.org/10.1088/0034-4885/42/10/001
http://dx.doi.org/10.1088/0034-4885/42/10/001
http://shoregold.com/_resources/The-Type-Classification-System-of-Diamonds_C_Breeding_J_Shigley.pdf
http://dx.doi.org/http://dx.doi.org/10.5741/GemS.51.3.260
http://dx.doi.org/http://dx.doi.org/10.5741/GemS.51.3.260
http://dx.doi.org/http://dx.doi.org/ 10.5741/GEMS.43.4.294
http://dx.doi.org/http://dx.doi.org/ 10.5741/GEMS.43.4.294
http://dx.doi.org/10.1103/PhysRevLett.110.167402
http://arxiv.org/abs/1504.05990
http://dx.doi.org/10.1103/PhysRevLett.108.143601
http://dx.doi.org/10.1103/PhysRevLett.108.143601


Bibliography

52A. Faraon, P. E. Barclay, C. Santori, K.-M. C. Fu, and R. G. Beausoleil, “Resonant
enhancement of the zero-phonon emission from a colour centre in a diamond cavity”,
Nature Photonics 5, 301–305 (2011) (cit. on p. 10).

53S. Johnson, P. R. Dolan, and J. M. Smith, “Diamond photonics for distributed quan-
tum networks”, Progress in Quantum Electronics 55, 129–165 (2017) (cit. on p. 10).

54S. Johnson, P. R. Dolan, T. Grange, A. A. P. Trichet, G. Hornecker, Y. C. Chen, L.
Weng, G. M. Hughes, A. A. R. Watt, A Auffèves, and J. M. Smith, “Tunable cavity
coupling of the zero phonon line of a nitrogen-vacancy defect in diamond”, en, New
Journal of Physics 17, 122003 (2015) (cit. on p. 11).

55S. Pezzagna, D. Rogalla, D. Wildanger, J. Meijer, and A. Zaitsev, “Creation and
nature of optical centres in diamond for single-photon emission—overview and critical
remarks”, en, New Journal of Physics 13, 035024 (2011) (cit. on p. 11).

56J. R. Maze, A. Gali, E. Togan, Y. Chu, A. Trifonov, E. Kaxiras, and M. D. Lukin,
“Properties of nitrogen-vacancy centers in diamond: the group theoretic approach”,
en, New Journal of Physics 13, 025025 (2011) (cit. on p. 12).

57G. D. Fuchs, V. V. Dobrovitski, R. Hanson, A. Batra, C. D. Weis, T. Schenkel, and
D. D. Awschalom, “Excited-State Spectroscopy Using Single Spin Manipulation in
Diamond”, Physical Review Letters 101, 117601 (2008) (cit. on p. 12).

58M. Tinkham, Group Theory and Quantum Mechanics (Courier Corporation, Apr.
2012) (cit. on p. 12).

59A. T. Collins, M. F. Thomaz, and M. I. B. Jorge, “Luminescence decay time of the
1.945 eV centre in type Ib diamond”, en, Journal of Physics C: Solid State Physics
16, 2177 (1983) (cit. on p. 12).

60A. Batalov, C. Zierl, T. Gaebel, P. Neumann, I.-Y. Chan, G. Balasubramanian, P. R.
Hemmer, F. Jelezko, and J. Wrachtrup, “Temporal Coherence of Photons Emit-
ted by Single Nitrogen-Vacancy Defect Centers in Diamond Using Optical Rabi-
Oscillations”, Physical Review Letters 100, 077401 (2008) (cit. on p. 12).

61L. Robledo, H. Bernien, T. v. d. Sar, and R. Hanson, “Spin dynamics in the optical
cycle of single nitrogen-vacancy centres in diamond”, en, New Journal of Physics 13,
025013 (2011) (cit. on p. 12).

62N. Aslam, G. Waldherr, P. Neumann, F. Jelezko, and J. Wrachtrup, “Photo-induced
ionization dynamics of the nitrogen vacancy defect in diamond investigated by single-
shot charge state detection”, en, New Journal of Physics 15, 013064 (2013) (cit. on
p. 12).

63L. J. Rogers, S. Armstrong, M. J. Sellars, and N. B. Manson, “Infrared emission of
the NV centre in diamond: Zeeman and uniaxial stress studies”, en, New Journal of
Physics 10, 103024 (2008) (cit. on p. 12).

64L. J. Rogers, M. W. Doherty, M. S. J. Barson, S. Onoda, T. Ohshima, and N. B.
Manson, “Singlet levels of the NV - centre in diamond”, en, New Journal of Physics
17, 013048 (2015) (cit. on p. 12).

107

http://dx.doi.org/10.1038/nphoton.2011.52
http://dx.doi.org/10.1016/j.pquantelec.2017.05.003
http://dx.doi.org/10.1088/1367-2630/17/12/122003
http://dx.doi.org/10.1088/1367-2630/17/12/122003
http://dx.doi.org/10.1088/1367-2630/13/3/035024
http://dx.doi.org/10.1088/1367-2630/13/2/025025
http://dx.doi.org/10.1103/PhysRevLett.101.117601
http://dx.doi.org/10.1088/0022-3719/16/11/020
http://dx.doi.org/10.1088/0022-3719/16/11/020
http://dx.doi.org/10.1103/PhysRevLett.100.077401
http://dx.doi.org/10.1088/1367-2630/13/2/025013
http://dx.doi.org/10.1088/1367-2630/13/2/025013
http://dx.doi.org/10.1088/1367-2630/15/1/013064
http://dx.doi.org/10.1088/1367-2630/10/10/103024
http://dx.doi.org/10.1088/1367-2630/10/10/103024
http://dx.doi.org/10.1088/1367-2630/17/1/013048
http://dx.doi.org/10.1088/1367-2630/17/1/013048


Bibliography

65N. Manson, L. Rogers, M. Doherty, and L. Hollenberg, “Optically induced spin po-
larisation of the NV-centre in diamond: role of electron-vibration interaction”, arXiv
preprint arXiv:1011.2840 (2010) (cit. on p. 12).

66M. Steiner, P. Neumann, J. Beck, F. Jelezko, and J. Wrachtrup, “Universal enhance-
ment of the optical readout fidelity of single electron spins at nitrogen-vacancy centers
in diamond”, Physical Review B 81, 035205 (2010) (cit. on p. 12).

67A. M. Zaitsev, “Vibronic spectra of impurity-related optical centers in diamond”,
Physical Review B 61, 12909–12922 (2000) (cit. on p. 12).

68E. A. Ekimov and M. V. Kondrin, “Vacancy–impurity centers in diamond: prospects
for synthesis and applications”, Physics-Uspekhi 60, 539 (2017) (cit. on p. 12).

69E. Neu, M. Agio, and C. Becher, “Photophysics of single silicon vacancy centers in
diamond: implications for single photon emission”, EN, Optics Express 20, 19956–
19971 (2012) (cit. on p. 13).

70C. Hepp, T. Müller, V. Waselowski, J. N. Becker, B. Pingault, H. Sternschulte, D.
Steinmüller-Nethl, A. Gali, J. R. Maze, M. Atatüre, and C. Becher, “Electronic Struc-
ture of the Silicon Vacancy Color Center in Diamond”, Physical Review Letters 112,
036405 (2014) (cit. on p. 13).

71L. J. Rogers, K. D. Jahnke, M. W. Doherty, A. Dietrich, L. P. McGuinness, C. Müller,
T. Teraji, H. Sumiya, J. Isoya, N. B. Manson, and F. Jelezko, “Electronic structure
of the negatively charged silicon-vacancy center in diamond”, Physical Review B 89,
235101 (2014) (cit. on p. 13).

72B. Pingault, D.-D. Jarausch, C. Hepp, L. Klintberg, J. N. Becker, M. Markham, C.
Becher, and M. Atatüre, “Coherent control of the silicon-vacancy spin in diamond”,
en, Nature Communications 8, ncomms15579 (2017) (cit. on p. 13).

73T. Iwasaki, F. Ishibashi, Y. Miyamoto, Y. Doi, S. Kobayashi, T. Miyazaki, K. Tahara,
K. D. Jahnke, L. J. Rogers, B. Naydenov, F. Jelezko, S. Yamasaki, S. Nagamachi, T.
Inubushi, N. Mizuochi, and M. Hatano, “Germanium-Vacancy Single Color Centers
in Diamond”, en, Scientific Reports 5, srep12882 (2015) (cit. on p. 13).

74S. Häußler, G. Thiering, A. Dietrich, N. Waasem, T. Teraji, J. Isoya, Takayuki Iwasaki,
M. Hatano, F. Jelezko, A. Gali, and A. Kubanek, “Photoluminescence excitation
spectroscopy of SiV - and GeV - color center in diamond”, en, New Journal of Physics
19, 063036 (2017) (cit. on p. 13).

75P. Siyushev, M. H. Metsch, A. Ijaz, J. M. Binder, M. K. Bhaskar, D. D. Sukachev, A.
Sipahigil, R. E. Evans, C. T. Nguyen, M. D. Lukin, P. R. Hemmer, Y. N. Palyanov,
I. N. Kupriyanov, Y. M. Borzdov, L. J. Rogers, and F. Jelezko, “Optical and mi-
crowave control of germanium-vacancy center spins in diamond”, Physical Review B
96, 081201 (2017) (cit. on p. 13).

76Z.-H. Wang and S. Takahashi, “Spin decoherence and electron spin bath noise of a
nitrogen-vacancy center in diamond”, Physical Review B 87, 115122 (2013) (cit. on
pp. 13, 26, 27).

108

https://arxiv.org/abs/1011.2840
https://arxiv.org/abs/1011.2840
http://dx.doi.org/10.1103/PhysRevB.81.035205
http://dx.doi.org/10.1103/PhysRevB.61.12909
http://dx.doi.org/10.3367/UFNe.2016.11.037959
http://dx.doi.org/10.1364/OE.20.019956
http://dx.doi.org/10.1364/OE.20.019956
http://dx.doi.org/10.1103/PhysRevLett.112.036405
http://dx.doi.org/10.1103/PhysRevLett.112.036405
http://dx.doi.org/10.1103/PhysRevB.89.235101
http://dx.doi.org/10.1103/PhysRevB.89.235101
http://dx.doi.org/10.1038/ncomms15579
http://dx.doi.org/10.1038/srep12882
http://dx.doi.org/10.1088/1367-2630/aa73e5
http://dx.doi.org/10.1088/1367-2630/aa73e5
http://dx.doi.org/10.1103/PhysRevB.96.081201
http://dx.doi.org/10.1103/PhysRevB.96.081201
http://dx.doi.org/10.1103/PhysRevB.87.115122


Bibliography

77L. T. Hall, J. H. Cole, and L. C. L. Hollenberg, “Analytic solutions to the central-
spin problem for nitrogen-vacancy centers in diamond”, Physical Review B 90, 075201
(2014) (cit. on p. 13).

78A. Schweiger, A. Schweiger, and G. Jeschke, Principles of pulse electron paramagnetic
resonance (Oxford Univ Pr, Oxford, UK ; New York, 2001), 608 pp. (cit. on p. 13).

79S. Felton, A. M. Edmonds, M. E. Newton, P. M. Martineau, D. Fisher, D. J. Twitchen,
and J. M. Baker, “Hyperfine interaction in the ground state of the negatively charged
nitrogen vacancy center in diamond”, Physical Review B 79, 075203 (2009) (cit. on
pp. 14, 15).

80M. W. Doherty, F. Dolde, H. Fedder, F. Jelezko, J. Wrachtrup, N. B. Manson, and
L. C. L. Hollenberg, “Theory of the ground-state spin of the NV- center in diamond”,
Physical Review B 85, 205203 (2012) (cit. on p. 15).

81J.-P. Tetienne, L. Rondin, P. Spinicelli, M. Chipaux, T. Debuisschert, J.-F. Roch,
and V. Jacques, “Magnetic-field-dependent photodynamics of single NV defects in
diamond: an application to qualitative all-optical magnetic imaging”, en, New Journal
of Physics 14, 103033 (2012) (cit. on pp. 16, 38).

82M. W. Doherty, J. Michl, F. Dolde, I. Jakobi, P. Neumann, N. B. Manson, and J.
Wrachtrup, “Measuring the defect structure orientation of a single NV - centre in
diamond”, en, New Journal of Physics 16, 063067 (2014) (cit. on pp. 16, 38).

83C. Kurtsiefer, S. Mayer, P. Zarda, and H. Weinfurter, “Stable Solid-State Source of
Single Photons”, Physical Review Letters 85, 290–293 (2000) (cit. on p. 17).

84V. Jacques, P. Neumann, J. Beck, M. Markham, D. Twitchen, J. Meijer, F. Kaiser,
G. Balasubramanian, F. Jelezko, and J. Wrachtrup, “Dynamic Polarization of Single
Nuclear Spins by Optical Pumping of Nitrogen-Vacancy Color Centers in Diamond
at Room Temperature”, Physical Review Letters 102, 057403 (2009) (cit. on pp. 20,
39, 96).

85V. Ivády, K. Szász, A. L. Falk, P. V. Klimov, D. J. Christle, E. Janzén, I. A. Abrikosov,
D. D. Awschalom, and A. Gali, “Theoretical model of dynamic spin polarization of
nuclei coupled to paramagnetic point defects in diamond and silicon carbide”, Physical
Review B 92, 115206 (2015) (cit. on p. 20).

86D. A. Broadway, J. D. A. Wood, L. T. Hall, A. Stacey, M. Markham, D. A. Simpson,
J.-P. Tetienne, and L. C. L. Hollenberg, “Anticrossing Spin Dynamics of Diamond
Nitrogen-Vacancy Centers and All-Optical Low-Frequency Magnetometry”, Physical
Review Applied 6, 064001 (2016) (cit. on p. 20).

87R. Hanson, V. V. Dobrovitski, A. E. Feiguin, O. Gywat, and D. D. Awschalom, “Co-
herent Dynamics of a Single Spin Interacting with an Adjustable Spin Bath”, en,
Science 320, 352–355 (2008) (cit. on p. 23).

109

http://dx.doi.org/10.1103/PhysRevB.90.075201
http://dx.doi.org/10.1103/PhysRevB.90.075201
http://dx.doi.org/10.1103/PhysRevB.79.075203
http://dx.doi.org/10.1103/PhysRevB.85.205203
http://dx.doi.org/10.1088/1367-2630/14/10/103033
http://dx.doi.org/10.1088/1367-2630/14/10/103033
http://dx.doi.org/10.1088/1367-2630/16/6/063067
http://dx.doi.org/10.1103/PhysRevLett.85.290
http://dx.doi.org/10.1103/PhysRevLett.102.057403
http://dx.doi.org/10.1103/PhysRevB.92.115206
http://dx.doi.org/10.1103/PhysRevB.92.115206
http://dx.doi.org/10.1103/PhysRevApplied.6.064001
http://dx.doi.org/10.1103/PhysRevApplied.6.064001
http://dx.doi.org/10.1126/science.1155400


Bibliography

88G. Balasubramanian, P. Neumann, D. Twitchen, M. Markham, R. Kolesov, N. Mizuochi,
J. Isoya, J. Achard, J. Beck, J. Tissler, V. Jacques, P. R. Hemmer, F. Jelezko, and
J. Wrachtrup, “Ultralong spin coherence time in isotopically engineered diamond”,
en, Nature Materials 8, nmat2420 (2009) (cit. on p. 23).

89E. L. Hahn, “Spin Echoes”, Physical Review 80, 580–594 (1950) (cit. on p. 24).
90W. Zhang, N. P. Konstantinidis, V. V. Dobrovitski, B. N. Harmon, L. F. Santos, and
L. Viola, “Long-time electron spin storage via dynamical suppression of hyperfine-
induced decoherence in a quantum dot”, Physical Review B 77, 125336 (2008) (cit.
on p. 26).

91H. Uys, M. J. Biercuk, and J. J. Bollinger, “Optimized Noise Filtration through
Dynamical Decoupling”, Physical Review Letters 103, 040501 (2009) (cit. on p. 26).

92G. d. Lange, Z. H. Wang, D. Ristè, V. V. Dobrovitski, and R. Hanson, “Universal
Dynamical Decoupling of a Single Solid-State Spin from a Spin Bath”, en, Science
330, 60–63 (2010) (cit. on p. 26).

93C. A. Ryan, J. S. Hodges, and D. G. Cory, “Robust Decoupling Techniques to Extend
Quantum Coherence in Diamond”, Physical Review Letters 105, 200402 (2010) (cit.
on p. 26).

94S. Pasini and G. S. Uhrig, “Optimized dynamical decoupling for power-law noise
spectra”, Physical Review A 81, 012309 (2010) (cit. on p. 26).

95B. Naydenov, F. Dolde, L. T. Hall, C. Shin, H. Fedder, L. C. L. Hollenberg, F.
Jelezko, and J. Wrachtrup, “Dynamical decoupling of a single-electron spin at room
temperature”, Physical Review B 83, 081201 (2011) (cit. on p. 26).

96N. Zhao, J.-L. Hu, S.-W. Ho, J. T. K. Wan, and R. B. Liu, “Atomic-scale magne-
tometry of distant nuclear spin clusters via nitrogen-vacancy spin in diamond”, en,
Nature Nanotechnology 6, 242–246 (2011) (cit. on p. 26).

97Z.-H. Wang, G. de Lange, D. Ristè, R. Hanson, and V. V. Dobrovitski, “Comparison of
dynamical decoupling protocols for a nitrogen-vacancy center in diamond”, Physical
Review B 85, 155204 (2012) (cit. on p. 26).

98N. Timoney, I. Baumgart, M. Johanning, A. F. Varón, M. B. Plenio, A. Retzker, and
C. Wunderlich, “Quantum gates and memory using microwave-dressed states”, en,
Nature 476, 185–188 (2011) (cit. on p. 26).

99J.-M. Cai, B. Naydenov, R. Pfeiffer, L. P. McGuinness, K. D. Jahnke, F. Jelezko, M. B.
Plenio, and A. Retzker, “Robust dynamical decoupling with concatenated continuous
driving”, en, New Journal of Physics 14, 113023 (2012) (cit. on p. 26).

100X. Xu, Z. Wang, C. Duan, P. Huang, P. Wang, Y. Wang, N. Xu, X. Kong, F. Shi,
X. Rong, and J. Du, “Coherence-Protected Quantum Gate by Continuous Dynamical
Decoupling in Diamond”, Physical Review Letters 109, 070502 (2012) (cit. on p. 26).

101E. R. MacQuarrie, T. A. Gosavi, S. A. Bhave, and G. D. Fuchs, “Continuous dynam-
ical decoupling of a single diamond nitrogen-vacancy center spin with a mechanical
resonator”, Physical Review B 92, 224419 (2015) (cit. on p. 26).

110

http://dx.doi.org/10.1038/nmat2420
http://dx.doi.org/10.1103/PhysRev.80.580
http://dx.doi.org/10.1103/PhysRevB.77.125336
http://dx.doi.org/10.1103/PhysRevLett.103.040501
http://dx.doi.org/10.1126/science.1192739
http://dx.doi.org/10.1126/science.1192739
http://dx.doi.org/10.1103/PhysRevLett.105.200402
http://dx.doi.org/10.1103/PhysRevA.81.012309
http://dx.doi.org/10.1103/PhysRevB.83.081201
http://dx.doi.org/10.1038/nnano.2011.22
http://dx.doi.org/10.1103/PhysRevB.85.155204
http://dx.doi.org/10.1103/PhysRevB.85.155204
http://dx.doi.org/10.1038/nature10319
http://dx.doi.org/10.1088/1367-2630/14/11/113023
http://dx.doi.org/10.1103/PhysRevLett.109.070502
http://dx.doi.org/10.1103/PhysRevB.92.224419


Bibliography

102W. I. Goldburg and M. Lee, “Nuclear Magnetic Resonance Line Narrowing by a
Rotating rf Field”, Physical Review Letters 11, 255–258 (1963) (cit. on p. 26).

103S. Takahashi, R. Hanson, J. van Tol, M. S. Sherwin, and D. D. Awschalom, “Quench-
ing Spin Decoherence in Diamond through Spin Bath Polarization”, Physical Review
Letters 101, 047601 (2008) (cit. on p. 26).

104J. Cai, F. Jelezko, M. B. Plenio, and A. Retzker, “Diamond-based single-molecule
magnetic resonance spectroscopy”, en, New Journal of Physics 15, 013020 (2013)
(cit. on p. 26).

105P. London, J. Scheuer, J.-M. Cai, I. Schwarz, A. Retzker, M. B. Plenio, M. Katagiri,
T. Teraji, S. Koizumi, J. Isoya, R. Fischer, L. P. McGuinness, B. Naydenov, and F.
Jelezko, “Detecting and Polarizing Nuclear Spins with Double Resonance on a Single
Electron Spin”, Physical Review Letters 111, 067601 (2013) (cit. on p. 26).

106Ł. Cywiński, R. M. Lutchyn, C. P. Nave, and S. Das Sarma, “How to enhance dephas-
ing time in superconducting qubits”, Physical Review B 77, 174509 (2008) (cit. on
p. 26).

107A. O. Sushkov, N. Chisholm, I. Lovchinsky, M. Kubo, P. K. Lo, S. D. Bennett, D.
Hunger, A. Akimov, R. L. Walsworth, H. Park, and M. D. Lukin, “All-Optical Sensing
of a Single-Molecule Electron Spin”, Nano Letters 14, 6443–6448 (2014) (cit. on p. 27).

108D. Schmid-Lorch, T. Häberle, F. Reinhard, A. Zappe, M. Slota, L. Bogani, A. Fin-
kler, and J. Wrachtrup, “Relaxometry and Dephasing Imaging of Superparamagnetic
Magnetite Nanoparticles Using a Single Qubit”, Nano Letters 15, 4942–4947 (2015)
(cit. on p. 27).

109L. T. Hall, P. Kehayias, D. A. Simpson, A. Jarmola, A. Stacey, D. Budker, and L. C. L.
Hollenberg, “Detection of nanoscale electron spin resonance spectra demonstrated
using nitrogen-vacancy centre probes in diamond”, en, Nature Communications 7,
ncomms10211 (2016) (cit. on p. 27).

110E. A. Donley, T. P. Heavner, F. Levi, M. O. Tataw, and S. R. Jefferts, “Double-pass
acousto-optic modulator system”, Review of Scientific Instruments 76, 063112 (2005)
(cit. on p. 31).

111H. Nyquist, “Certain Topics in Telegraph Transmission Theory”, Transactions of the
American Institute of Electrical Engineers 47, 617–644 (1928) (cit. on p. 39).

112C. E. Shannon, “Communication in the Presence of Noise”, Proceedings of the IRE
37, 10–21 (1949) (cit. on p. 39).

113Qudi-Developers, Qudi: A modular laboratory experiment management suite, Github
repository: https://github.com/Ulm-IQO/qudi (visited on 11/12/2017), Oct. 2017
(cit. on pp. 48, 49).

114J. M. Binder, A. Stark, N. Tomek, J. Scheuer, F. Frank, K. D. Jahnke, C. Müller,
S. Schmitt, M. H. Metsch, T. Unden, T. Gehring, A. Huck, U. L. Andersen, L. J.
Rogers, and F. Jelezko, “Qudi: A modular python suite for experiment control and
data processing”, SoftwareX 6, 85–90 (2017) (cit. on p. 48).

111

http://dx.doi.org/10.1103/PhysRevLett.11.255
http://dx.doi.org/10.1103/PhysRevLett.101.047601
http://dx.doi.org/10.1103/PhysRevLett.101.047601
http://dx.doi.org/10.1088/1367-2630/15/1/013020
http://dx.doi.org/10.1103/PhysRevLett.111.067601
http://dx.doi.org/10.1103/PhysRevB.77.174509
http://dx.doi.org/10.1021/nl502988n
http://dx.doi.org/10.1021/acs.nanolett.5b00679
http://dx.doi.org/10.1038/ncomms10211
http://dx.doi.org/10.1038/ncomms10211
http://dx.doi.org/10.1063/1.1930095
http://dx.doi.org/10.1109/T-AIEE.1928.5055024
http://dx.doi.org/10.1109/T-AIEE.1928.5055024
http://dx.doi.org/10.1109/JRPROC.1949.232969
http://dx.doi.org/10.1109/JRPROC.1949.232969
https://github.com/Ulm-IQO/qudi
https://github.com/Ulm-IQO/qudi
https://github.com/Ulm-IQO/qudi
http://dx.doi.org/10.1016/j.softx.2017.02.001


Bibliography

115J. M. Perkel, “Programming: Pick up Python”, Nature News 518, 125 (2015) (cit. on
p. 48).

116D. Singh Chawla, “The unsung heroes of scientific software”, Nature News 529, 115
(2016) (cit. on p. 48).

117S. Cass, The 2017 Top Programming Languages, IEEE Spectrum: Technology, Engi-
neering, and Science News: https://spectrum.ieee.org/computing/software/
the-2017-top-programming-languages (visited on 11/12/2017), July 2017 (cit. on
p. 48).

118N. Aharon, I. Cohen, F. Jelezko, and A. Retzker, “Fully robust qubit in atomic and
molecular three-level systems”, en, New Journal of Physics 18, 123012 (2016) (cit. on
pp. 93, 96).

112

http://dx.doi.org/10.1038/518125a
http://dx.doi.org/10.1038/529115a
http://dx.doi.org/10.1038/529115a
https://spectrum.ieee.org/computing/software/the-2017-top-programming-languages
https://spectrum.ieee.org/computing/software/the-2017-top-programming-languages
https://spectrum.ieee.org/computing/software/the-2017-top-programming-languages
https://spectrum.ieee.org/computing/software/the-2017-top-programming-languages
http://dx.doi.org/10.1088/1367-2630/aa4fd3

