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ABSTRACT: Accurate characterization of promoter activity is important when designing expression systems for systems biology and metabolic engineering applications. Promoters that respond to changes in the environment enable the dynamic control of gene expression without the necessity of inducer compounds, for example. However, the dynamic nature of these processes poses challenges for estimating promoter activity. Most experimental approaches utilize reporter gene expression to estimate promoter activity. Typically the reporter gene encodes a fluorescent protein that is used to infer a constant promoter activity despite the fact that the observed output may be dynamic and is a number of steps away from the transcription process. In fact, some promoters that are often thought of as constitutive can show changes in activity when growth conditions change. For these reasons, we have developed a system of ordinary differential equations for estimating dynamic promoter activity for promoters that change their activity in response to the environment. Our approach, inference of dynamic promoter activity (PromAct), improves on existing methods by more accurately inferring known promoter activity profiles. This method is also capable of estimating the correct scale of promoter activity and can be applied to quantitative data sets to estimate quantitative rates.
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Recent developments in the fields of systems and synthetic biology have greatly expanded our ability to use engineering principles to model and design cellular pathways. One important example is the use of modular genetic elements to control the expression of proteins or enzymes. This is most often achieved through the engineering of promoters that provide control over transcription rates, resulting in the desired level of proteins in the cell.

Promoter activity is typically assessed by measuring reporter gene expression, for example using fluorescent proteins, under the control of the promoter in question. In 1996, Subramanian and Srenc developed a mathematical model describing green fluorescent protein (GFP) accumulation in mammalian cells as a means of analyzing gene expression, but took transcription rate to be a constant value. In 2001, Leveau and Lindow modified this earlier method, presenting a model of promoter activity, which they defined as the combined rate of transcription and translation, based on measurement of GFP fluorescence driven by the promoter of interest. However, this model relies on three assumptions that are not necessarily valid in conditions that are relevant particularly to industrial bioprocesses, which are the ultimate targets of most metabolic engineering efforts: first, that the growth rate of the culture is constant; second, that the culture is in the exponential growth phase; and third, that protein levels are at steady state. As a result, this model also assigns to a given promoter a single value corresponding to its “activity” or “strength”. The Leveau and Lindow model has been employed in various studies with a wide range of applications. Additional studies similarly characterize promoter strength as a single intrinsic quality of the promoter, though not using the Leveau and Lindow model.

However, gene expression is commonly measured as a variable rather than a constant quantity over time, since transcriptional regulation changes as organisms grow and adapt to changing environments over the course of batch fermentations. Time-series gene expression data is therefore important for characterizing genetic functions and changes in gene regulation. For example, model organisms such as *Escherichia coli* and *Saccharomyces cerevisiae* will metabolize different carbon substrates by order of preference, undergoing a diauxic shift as the organism switches from utilizing one carbon source to another in a phenomenon first
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described in bacteria by Jacques Monod in 1941.17 As a result, cultures may have several exponential growth phases with different rates of growth, separated by lag phases of little to no growth. It is known that gene expression profiles differ in these different phases13,15,18–23 and that many active transcriptional regulatory events occur during the diauxic shift. Additionally, simply measuring reporter protein expression or computing reporter protein synthesis rate over time does not accurately capture the dynamics of the promoter itself, which can respond much faster to activation signals.25 Promoter activity in low-growth or static phases is of particular interest for applications in industrial biotechnology where product formation is typically desired only after biomass accumulation. In particular, it is a more efficient use of resources to induce product formation after biomass accumulation where growth can be limited and resources can be converted to products as opposed to more biomass.23 During this stage of a culture’s growth, more commonly called stationary phase, promoters that are active or changing activity when the culture is not growing are necessary to optimize production of desired secondary metabolites.

The ability to construct profiles of dynamic promoter activity over time using simple fluorescence and biomass measurements in order to understand these dynamic regulatory effects is an area of active research.9,24–29,12 However, current methods either depend directly on growth rate, thus introducing numerical difficulty in accurately capturing activity in lag and stationary phases when growth rate is close to 0, or do not explicitly consider this situation. Here, we present a model and approach for inference of dynamic promoter activity (PromAct) that does not directly depend on growth rate, and show that it is able to capture activity regardless of whether or not biomass accumulation is occurring. This model includes no underlying assumptions about the organism, experiment, time resolution of sampling, or mode of regulation of the promoter of interest. PromAct takes only protein expression and biomass data as inputs and is implemented in the statistical programming language R,30 which is easily accessible and widely used.

### RESULTS AND DISCUSSION

#### Development of a Model for Dynamic Promoter Activity in Cell Culture

We have modeled fluorescent protein (FP) accumulation using simple mass-action kinetics based on the schematic shown in Figure 1A, ultimately resulting in a single expression for transcription rate dependent only on measured reporter protein expression and biomass (eq 13). We can use first-order kinetics for degradation3,24 by assuming that the FP accumulation never reaches levels that saturate the cellular proteases.

At the single-cell level, we have formulated the model as follows:

\[
\frac{\partial r}{\partial t} = P(t) - (\gamma_r + \mu(t))r(t)
\]

(1)

\[
\frac{\partial n}{\partial t} = \beta r(t) - (\gamma_n + \mu(t) + m)n(t)
\]

(2)

\[
\frac{\partial f}{\partial t} = mn(t) - (\gamma_f + \mu(t))f(t)
\]

(3)

where \( r \) is the number of mRNAs, \( n \) is the number of nonfluorescent proteins, \( f \) is the number of mature fluorescent proteins, \( P(t) \) is the promoter activity, defined as transcription rate in number of mRNAs per unit time, \( \beta \) is the translation rate in number of proteins per mRNA per unit time, \( m \) is the maturation rate of the fluorescent protein in units of inverse time, \( \gamma_{nf} \) are the degradation rates of the mRNA, non-fluorescent and fluorescent proteins, respectively, and \( \mu(t) \) is the growth rate as a function of time. This general formulation, or similar formulations, are commonly used to describe fluorescent protein expression and accumulation.1,4,7,14,16,26,27,29,31

It is currently difficult to measure the number of proteins in a single cell at a high temporal resolution for many strains or replicates, though technologies are being developed to address this problem.32 However, currently it is more common to make bulk measurements of the fluorescence or gene expression and biomass of an entire cell culture, and most experimentalists have access to instrumentation for this purpose. Using such data, the profile of the average cell in the population can be obtained, which is valid as the measured fluorescence \( F \) (often measured in relative fluorescence units [RFU]) is proportional to the number of FP molecules within the culture.33 Additionally, we assume measured biomass (often measured in units of optical density [OD] or light scattering units [LSU]) is proportional to cell count and thus, by extension, template DNA concentration, given an instrument that is properly calibrated and whose accurate detection ranges are known. While it is true that at the single cell level stochastic fluctuations in gene expression occur,14,32 the relationship between cell-level stochastic events and events within the population as a whole is not well understood, so we seek here to model an average cell and the whole population.12 As a result, we can define the following equations based on measurements from a cell culture:

\[
\frac{\partial b}{\partial t} = \mu(t)b(t)
\]

(4)

\[
\frac{\partial R}{\partial t} = P(t)b(t) - \gamma R(t)
\]

(5)

\[
\frac{\partial N}{\partial t} = \beta R(t) - (\gamma_n + m)N(t)
\]

(6)
\[
\frac{\partial F}{\partial t} = m N(t) - \gamma_{P} F(t)
\]

where \(R(t)\) is the amount of mRNA in the culture over time in units corresponding to measured units for protein amounts (i.e., RFU), \(N(t)\) is the amount of nonfluorescent protein in measured units, \(F(t)\) is the amount of fluorescent protein in measured units, usually RFU, and \(b(t)\) is the measured biomass, usually measured in units of OD or, more rarely, LSU or cell dry weight (CDW). All other variables are as before but redefined in appropriate units, i.e., \(P(t)\) is in units of RFU per unit biomass per unit time, etc. Note that this model is linear in mapping \(F(t)\) to \(P(t)b(t)\). By considering the entire population of cells in a fixed volume, dilution is no longer relevant.\(^{22}\) Solving eq 5 for \(P(t)\) gives the following expression:

\[
P(t) = \frac{1}{b(t)} \left( \frac{\partial R}{\partial t} + \gamma_{P} R(t) \right)
\]

(8) However, \(R(t)\) is not measured—\(F(t)\) is. Thus, we need to find an expression for \(R(t)\) in terms of \(F(t)\) and substitute this into eq 8. First, solve for \(N(t)\) in eq 7 to get

\[
N(t) = \frac{1}{m} \left( \frac{\partial F}{\partial t} + \gamma_{P} F(t) \right)
\]

(9) Taking the derivative with respect to time gives

\[
\frac{\partial N}{\partial t} = \frac{1}{m} \frac{\partial^{2} F}{\partial t^{2}} + \frac{\gamma_{P} F}{m}
\]

(10) Substituting eqs 9 and 10 into eq 7 and solving for \(R(t)\) gives

\[
R(t) = \frac{1}{\beta m} \left( \frac{\partial^{2} F}{\partial t^{2}} + \frac{1}{m} (\gamma_{n} + \gamma_{f} + m) \frac{\partial F}{\partial t} + \frac{\gamma_{f}}{m} (\gamma_{n} + m) F(t) \right)
\]

(11) Taking the derivative of eq 11 with respect to time yields

\[
\frac{\partial R}{\partial t} = \frac{1}{\beta m} \left( \frac{\partial^{3} F}{\partial t^{3}} + (\gamma_{n} + \gamma_{f} + m) \frac{\partial^{2} F}{\partial t^{2}} + (\gamma_{n} + m) \gamma_{f} \frac{\partial F}{\partial t} \right)
\]

(12) Finally, substituting eq 11 and 12 into eq 8 gives transcription rate in terms of only measurable quantities: measured fluorescence \(F(t)\) and its derivatives, and measured biomass \(b(t)\).

\[
P(t) = \frac{1}{\beta m b(t)} \left( \frac{\partial^{3} F}{\partial t^{3}} + C_{1} \frac{\partial^{2} F}{\partial t^{2}} + C_{2} \frac{\partial F}{\partial t} + C_{3} F(t) \right)
\]

(13) where

\[
C_{0} = \gamma_{f} \gamma_{n} (\gamma_{n} + m)
\]

(14) \[C_{1} = (\gamma_{f} + \gamma_{n}) (\gamma_{n} + m) + \gamma_{f} \gamma_{n}
\]

(15) \[C_{2} = \gamma_{n} + \gamma_{f} + m + \gamma_{n}
\]

(16) This can be calculated if we have measured fluorescence and biomass \(F(t)\) and \(b(t)\), all degradation rates (for fluorescent proteins, we assume \(\gamma_{n} = \gamma_{f}\)), the translation rate \(\beta\) and the maturation rate \(m\).

**Model Implementation.** In practice, the promoter activity quantity is computed by fitting spline models to fluorescence and biomass data, from which derivatives are numerically computed.\(^{26}\) PromAct has been implemented as an R function which takes vectors of fluorescence and biomass data and associated times as inputs and returns a profile of transcription rates in units of input fluorescence units per unit of input biomass per unit time. PromAct runs fast enough that on all data sets tested, no significant scaling effects have been observed. The smooth.Pspline function runs in \(O(n)\) time, i.e., is proportional to the size of the input data set, and this is the limiting factor in analyzing the time complexity of our algorithm. The spline model for biomass is constrained to be monotonically increasing, as biomass, defined as intact cells, tends to only increase in early growth phases where nutrients are in relative excess although the measurement of biomass may fluctuate to a large proportion due to low signal-to-noise. Although the number of intact cells can decrease after the primary growth phases, the measurement of biomass at stationary phase is less subject to noise, and as a result, fluctuations have less influence on promoter activity estimates at high biomass levels. The monotone spline models were fit using functions from the fda package in R.\(^{30}\) In instances where the basis for the monotone spline cannot be constructed, generally due to the noise structure of the time series, a standard cubic spline using the built-in smooth.spline function from the R stats package is used.\(^{30}\) In this case, the smoothing parameter is automatically determined by the smoothing algorithm via generalized cross-validation, but constrained to be \(\leq 0.1\) greater than the smoothing parameter calculated via eq 17. Use of the monotone function however plays a key role in reducing the noise that is usually captured by normal smoothing splines at low signal when signal-to-noise ratio is also low. The spline model for fluorescence is a fourth-order spline that is fit using the pspline package in R.\(^{38}\) Fourth-order splines are employed here as a spline order of minimum \(n + 1\) is generally required in order to reliably compute an \(n\)th order derivative, and calculation of third-order derivatives is required here. We use a smoothing parameter computed from a formula dependent on the spacing between data points where time is in hours. This formula was determined through empirical observation of how varying the smoothing parameter relative to the time resolution of data is able to balance accurately capturing fluctuations in fluorescence signal while minimizing noise at early times.

\[
\text{spar} = \frac{0.189}{\Delta t^{2}} + 0.07, \quad \text{spar} \leq 0.6
\]

(17) Intuitive physical limitations are placed on fitted functions—fluorescence cannot be less than 0 and biomass cannot be less than 0.001 measured units. Output promoter activity is also constrained to non-negative values. The promact package containing this function, as well as the simulated and real data presented here can be downloaded from the Supporting Information.

**Model Reconstructs Both Shape and Magnitude of True Promoter Activity.** Hypothetical promoter activity functions were used to simulate fluorescence data by numerical integration (see Methods section). Three promoter activity functions were chosen that produce gene expression patterns previously observed in cell cultures over time.\(^{19,20,28,30}\) Assuming that the degradation, translation and maturation rates are known, this model is, by visual inspection, able to both quantitatively and qualitatively reconstruct the input promoter activity function (Figure 2). It must be noted that promoter
activity is defined in terms of measured units, so the magnitude of the function is reconstructed assuming the input function is in measured units. However, the biological meaning of a single RFU or a single OD unit, for example, is not immediately obvious. Thus, we might more accurately consider that the promoter activity function is reconstructed up to some multiplicative constant that scales the function to biologically relevant units. We also observe that the reconstructed promoter activity is noisier when biomass is low, which results from the fact that dividing by a small number amplifies small fluctuations in the numerator (see eq 13).

It is known that quantitative characterization of promoters or other biological parts is dependent on many external factors, notably instrumentation and data analysis choices, experimental conditions and genetic context. In particular, it has been shown that fluorescent protein expression can bias measurements of optical density, a common means of inferring cell abundance. Furthermore, these factors can be intertwined and hard to decouple, adding difficulty to attempts at creating standardized registries of biological parts. Kelly et al. have cleverly proposed circumventing this problem through use of a standard control, as they have found that, while absolute promoter activity is variable when measured for the same promoters by different laboratories, promoter activity relative to that of a reference promoter measured in the same lab varied only within an acceptable range of measurement error. The 2014/2015 iGEM interlab study similarly found a high degree of precision in the ratio of observed fluorescence between various promoters in experiments conducted by 88 institutions worldwide, indicating the promise of such a strategy. Nielsen et al. similarly make use of “Relative Promoter Units” in Cello, a program that can be used for automation of genetic circuit design; in general, this practice has been adopted as relatively standard in synthetic biology. However, both Kelly et al. and

Figure 2. Promoter activity reconstruction from simulated data. Simulated biomass and fluorescence data and promoter activity as reconstructed by our model compared to “true” promoter activity. “True” promoter activity is shown by dashed black line, with model reconstruction in orange. Bottom row shows mean of 100 simulations with shaded area ± one standard deviation. Units of promoter activity are dependent on units in which fluorescence and biomass are measured. Promoter activity functions were chosen to produce gene expression patterns that have been previously observed (Column 1, Column 2, Column 3). Promoter activity is given in units of fluorescence unit per biomass unit per unit of time.

Figure 3. Analysis of parameter space. (A) Simulated biomass and promoter activity function used to generate simulated fluorescence data. (B) Fluorescence data simulated from above biomass and promoter activity given four combinations of maturation and degradation rates. (C–F) Correlation coefficient of calculated promoter activity to true promoter activity for 10,000 maturation and protein degradation rate combinations (100 maturation rates × 100 degradation rates) for each of 4 combinations of maturation and degradation rate. Correlation values are binned into 1 of 24 equally spaced intervals within the range shown by the color bar. Higher correlation values are shown in green to blue coloring indicating a greater similarity. Fast maturation = 8 h⁻¹, slow maturation = 0.5 h⁻¹, fast degradation = 5 h⁻¹, slow degradation = 0.2 h⁻¹.
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Nielsen et al. only consider promoter activity as a single intrinsic value of the promoter, as opposed to a dynamic value that changes as the cell population grows, as we have here. These two ideas are not incompatible; it is possible that a time series of promoter activity could be normalized to the dynamic profile of a reference promoter as is done in a static context. The use of relative promoter activity is compatible with our approach given that the maturation rate of fluorescent protein, the degradation rate of both nonmature and mature protein, and the degradation rate of the mRNA are the same as in the control.

**An Evaluation of Robustness to Inaccuracies in Maturation and Degradation Rates.** To account for the fact that degradation and maturation rates of a particular FP may not be measured with perfect accuracy, we have evaluated the ability of our model to reconstruct a promoter activity input function across a range of parameters that deviate from the “true” values for four combinations of high and low degradation and maturation rates (Figure 3). This is also relevant because it is known that even the same FPs can exhibit different values of these parameters when expressed in different organisms, and in general, there are no comprehensive databases or standardized methods of measuring these parameters. Additionally, these are user-input parameters, so it is relevant to explore how the user’s choices may affect model performance. We examined the correlation coefficient, an indicator of qualitative similarity, between calculated and “true” promoter activity over time in some cases, even with the wrong parameters, the model is able to reproduce the “true” promoter activity qualitatively but not quantitatively. In general, we see that in all cases, calculated and “true” promoter activity are highly correlated at zero fold change, as expected. Examples of promoter activity profile comparisons where maturation and degradation parameters differ can be seen in Figure S1. Notably, for fast degrading proteins, as long as the degradation rate is within a 1−2 fold difference from the “true” rate, the maturation rate does not appear to affect correlation (Figure 3D,E). For slow-degrading proteins, it appears that decreasing degradation rate from the “true” value can be compensated for by increasing maturation rate (Figure 3B,C). A similar analysis based on the Euclidean distance, as a dissimilarity measure, can be seen in Figure S2.

**Comparison to Existing Models.** Other models exist that attempt to capture the phenomenon of dynamic variation in transcription rate. Of these, the linear inversion (LI) method described by Zolkower et al. is the most generally applicable, is also based on the same underlying differential eqs 5−7, and has an easily accessible computational implementation. We will compare this to the model we have developed here. Promoter activity functions of different shapes, magnitudes and with activity occurring at different phases of growth were examined and compared across all promoter activity calculation methods (Figure 4).

The LI method has relatively low noise at early times compared to our method. It is also able to capture various promoter activity input functions from noisy simulations, given that changes in activity occur after a sufficient amount of biomass has accumulated (Figure 4). PromAct is additionally able to capture the particular features of activity functions at low biomass (initial lag phase), while the LI method tends to be biased in this regime (Figure 4C), likely due to the regularization, which otherwise serves to effectively reduce noise. However, as it has been shown that gene expression occurs in this growth phase, it is important to be able to accurately capture promoter activity dynamics in this regime.

Additionally, though there is a general trend toward high time resolution measurement systems, many experimenters still make manual fluorescence measurements with spectrophotometers, which can limit time resolution to the scale of hours in some cases. Thus, we compared the performance of these models for a variety of different time-steps between measurements (Figure 5), as it is generally desirable to have a model that will perform for a large range of step sizes. We assumed parameter values set to replicate common GFP variants (see Simulation of Biomass and Fluorescence Data in the Methods section) and that the same parameter values as used to simulate data were used to infer promoter activity. In general, and as expected, both methods become worse as step size increased as a higher time resolution allows for more detailed capture of rapid changes in fluorescence levels and thus in the promoter activity function. In general, promoter activity reconstructions by our model are consistently better correlated to “true” promoter activity than those by the LI method; at the 1.5 h step size, our method has a median correlation coefficient 3.40% greater than that of the LI method over the 100 data simulations analyzed in Figure 5. Additionally, when increasing step size from 0.1 to 1.5 h, PromAct only has a decrease in median correlation coefficient to “true” promoter activity of 2.51% as compared to 4.16% for the LI method. However, it should be noted that both have a median correlation coefficient over 0.9 for all step sizes examined. For longer step sizes, the LI method begins to fail (data not shown). Additionally, output step size of the LI method is very restricted as compared to our
maximum in biomass at about 3.84 h, reflecting the time required for translation and maturation processes to occur following the occurrence of the maximum transcription rate. Fluorescence begins to decrease around 5.72 h, allowing for the translation and maturation of existing transcripts after the promoter has been shut off.

The functional form of promoter activity also matches with the hypothesis of what is occurring in this simple experiment. E. coli are able to metabolize xylose and thus, the xylose could serve as both an inducer and carbon source in this experiment. If the cells are consuming the xylose, we would expect that upon reaching steady state, the carbon source has run out, meaning that there is no xylose left. The pXylA promoter would thus be lacking an inducer and would cease initiating transcription of GFP, leading to a decrease in fluorescence signal as existing GFPs decay but no new ones are produced. This would occur slightly delayed, as existing transcripts may still be translated as well, and existing nonfluorescent proteins will still mature and add to the fluorescence signal. PromAct constructs a promoter activity profile in accordance with this prediction—soon after promoter activity reaches 0, the cultures reach steady state and the fluorescence signal begins to decrease (Figure 6C,D).

**Case Study 2: GFP Driven by the E. coli fis Promoter.** As a second test of PromAct on experimental data, we examined a data set of fluorescence and absorbance data of E. coli strains containing GFPmut3b driven by the promoter of Fis, a global transcription regulator in E. coli, obtained from de Jong et al. (see Figure 10a of ref 27).27 As detailed by the authors, fis expression is known to be induced by an upshift in glucose and is subsequently decreased as the culture enters the exponential growth phase.27,51-53 As seen both here (Figure 6B) and by the authors of this study (Figure 10c of ref 27), this is exactly what is predicted by the kinetic model we have proposed—there is a strong burst of transcription at the beginning, but as the culture enters the exponential phase of growth around 2 h, transcription rate decreases to a basal level in which some transcription still occurs at much lower rates.

**Figure 5.** Comparison of models over a range of data temporal resolutions. Promoter activity for a step function occurring during the diauxic shift lag phase was calculated using data simulated with different rates of sampling ranging from one measurement taken every 6 min to one every 1.5 h, and the correlation coefficient between “true” promoter activity and each calculated promoter activity was computed. Our model is shown in orange and LI method shown in blue. Boxes show median with lower and upper hinges corresponding to first and third quartiles and whiskers extending from the lowest value within 1.5 times the interquartile range to the highest such value, over 100 simulations.

**Figure 6.** Promoter activity calculated from experimental measurements of fluorescence and biomass. (A) Fluorescence in relative fluorescence units (RFU) and biomass measured in light scattering units (LSU) of E. coli expressing GFP under control of pXylA (n = 3), and (B) calculated promoter activity given $m = \log(2)/0.125$ h$^{-1}$, $\gamma_n = \gamma_f = 0.125$, and $\gamma_r = 0.125$ h$^{-1}$.48 (C) Fluorescence and biomass measured in absorption units at 600 nm (AU) of E. coli expressing GFP under control of the fis promoter (n = 2), and (D) calculated promoter activity given $m = \log(2)/0.417$ h$^{-1}$, $\gamma_n = \gamma_f = 0.72$ h$^{-1}$ and $\gamma_r = 18$ h$^{-1}$.27 Lines are means of n calculated promoter activities and shaded region represents one standard deviation.
leading to the slower accumulation of GFP that is demonstrated by the more slowly increasing fluorescence signal past this point.

The main difference to note between the promoter activity profile obtained by this analysis and that obtained by de Jong et al. is quantitative, a result of the units used to express transcription rate. Here, we show promoter activity as fluorescence per absorbance unit per hour; de Jong et al. use units of per minute, and further, do not consider activity per biomass unit. Thus, we obtain a different magnitude of activity. We include this, as previously discussed, in order to model the behavior of the “average” cell in the population, as absorbance units could be converted to cell count. In addition, notably, these fluorescence and biomass data were not taken at the same time points, but this does not prove to be a limitation of our method.

**Future Considerations: Use of Fluorescent RNA Input.**

One drawback of our model is that it suffers from more noise in the regime where biomass is close to 0, as small fluctuations in the numerator of eq 13 are amplified when divided by small numbers, and even small differences in the smoothed biomass profile relative to the observed values can create significant noise in this regime. This results from the indirect method of computing transcription rate, as fluorescent protein measurements must be translated backward through several biosynthetic steps in order to estimate the rate of mRNA production.

One potential solution to this problem lies not with the model formulation or numerics, but rather the setup of experiments aimed at measuring dynamic transcription rate profiles. Recent innovations in in vivo RNA imaging include a suite of RNA aptamers that bind fluorophores and trigger fluorescent RNA-fluorophore complexes which can be detected and imaged in the same way as fluorescent proteins.34,35 In particular, the Spinach aptamer, which mimics the excitation and emission wavelength of common GFP variants has been optimized for in vivo use,56 which is especially useful given that most instrumentation for measuring fluorescence in cells uses filters for GFP wavelengths. Spinach has previously been used in simple experiments for in vivo part characterization and time-series measurement of gene expression,57 which could potentially be extended to use in online measurement instruments. The promact R package, available in Supporting Information, includes a setting for this type of measurement as well. However, use of fluorescent mRNAs is not currently as widespread as use of fluorescent proteins, necessitating models considering protein level measurements for the time being.

**In Summary.** Using simulated data, our PromAct model appears appreciably robust to values of maturation and degradation rate (Figure 3), time resolution of input data (Figure 5), and acceptable levels of measurement noise. It is easily accessible and installed as an R package (Supporting Information) that is designed to be as simple as possible to use.

PromAct also offers some improvements over another well-developed and easily accessible model, the LI model presented by Zulkower et al. in 2015.29 In general, we find that both models are able to capture the “true” promoter activity function from simulated noisy data when time resolution of data points are sufficiently close in time, and the promoter activity occurs at times where a sufficient amount of biomass is present. However, PromAct is able to capture the promoter activity accurately at relatively low time resolution (one measurement per hour) and in the initial lag phase before biomass accumulation has begun, which are important considerations in some contexts.19 Additionally, PromAct has been developed particularly without a dependence on growth rate, although the LI model is also able to accurately reconstruct promoter activity in low growth phases, such as the diauxic shift and stationary phase, so long as sufficient biomass is present.

Especially as systems and synthetic biology strategies take hold for larger scale metabolic engineering and industrial biotechnology, it is important to have efficient and high-throughput methods for quick characterization of genetic elements, particularly in industrially relevant contexts. Synthetic biology tools have been successfully applied to produce a diversity of natural products using cell factories, for example resveratrol,55 iso- and n-butanol,59 and many more (see Table 1 in ref 1). However, even in well studied organisms such as E. coli and S. cerevisiae, despite their widespread use as cell factories in industrial biotechnology, only a handful of molecular biology tools exist to fine-tune expression of enzymes in pathways of interest, especially under industrial bioprocess conditions. In particular, there are not many libraries of promoters that are well characterized under such conditions. Additionally, in large scale fermentation processes, it is often a more efficient use of resources to turn on product formation after biomass accumulation is largely complete,52 creating a necessity for regulatory mechanisms that activate gene expression when growth rate is close to 0. It is this particular situation that violates the assumptions of many existing models for calculating promoter activity. Tools like PromAct that accurately compute dynamic promoter activity under any condition or growth rate offer the possibility of engineering temporal regulation within metabolic pathways of important industrial relevance.60

**METHODS**

**Simulation of Biomass and Fluorescence Data.**

Biomass data was simulated using a bilogistic function,61 which qualitatively reproduces the biomass profile of cultures undergoing two growth phases separated by a diauxic shift lag phase. Simulated biomass data and hypothetical promoter activity functions were used to simulate fluorescence data by numerical integration of eqs 5–7 using the rk function from the deSolve package in R62 employing a variable step-size Runge–Kutta method using a fourth and fifth ordered pair (more commonly known as the ode45 method). Initial concentrations of mRNA and protein species were set to 0, and the parameter values were set to replicate common GFP variants where possible: the nonfluorescent and fluorescent protein degradation rates ($\gamma_n$ and $\gamma_f$ respectively) were set to 2.064 and 1.648, and the maturation rate constant $m$ was set to 0.564. The mRNA degradation rate constant $\gamma_s$ and the translation rate $\beta$ were set to 1 for convenience and later comparisons to other similar models, as no reliable estimates for these could be found. Similar data simulation procedures are found in the literature.26,65 To simulate homoscedastic noise from measurement, noise vectors of the same length as the vectors of simulated biomass and fluorescence were generated by drawing from a distribution of the residuals of spline fits to 198 measurements of fluorescence and biomass from S. cerevisiae strains carrying various promoters driving GFP expression (unpublished data). These noise vectors were added element-wise to the vectors simulated data points and the model was used to reconstruct the initial promoter activity function from...
the noisy simulated data. Three promoter activity functions were chosen that qualitatively produce gene expression patterns previously observed in cell cultures over time.  

**Analysis of Parameter Space.** We evaluated the ability of PromAct to reconstruct a promoter activity function given a different set of maturation and degradation rates than those used to simulate the fluorescence time profiles. We chose four combinations of maturation and degradation rates in the four extremes of hypothetical parameter space (Table 1) adapted from a collection of current estimates of maturation and degradation rates for common FPs. A single biomass and fluorescence profile were simulated for each parameter combination in Table 1 using the procedure described in the Simulation of Biomass and Fluorescence Data section above, given a step function of promoter activity occurring during the diauxic shift of simulated biomass data. Combinations of 100 maturation rates and 100 degradation rates spanning a fold change of ~5 to 5 from the parameter used to simulate data were input into the promoter activity model, for a total of 10 000 parameter combinations for each “true” combination given in Table 1. The correlation coefficient and log of Euclidean distance were then computed between the input “true” promoter activity and the reconstructed promoter activity for each of the 10 000 parameter combinations. All analysis was done in R.

**Varying Temporal Resolution.** We also evaluated the ability of our model to reconstruct promoter activity for a range of sampling resolutions. For rates of one sample every 6 and 30 min and every 1 and 1.5 h, 100 simulated data sets were generated using the procedure described in Simulation of Biomass and Fluorescence Data above given a step function of promoter activity during the diauxic shift of the simulated biomass data. For each of these 100 simulations, correlation coefficient was calculated between the input “true” promoter activity and the promoter activity reconstructed by the model. Boxplot in Figure 5 shows median of correlation coefficients over these 100 simulations, with lower and upper hinges corresponding to the first and third quantiles and whiskers extending from the lowest value within 1.5 times the interquartile range to the highest such value. Again, all analysis was carried out in R excepting any promoter activity calculations by the LI method, which is implemented in Python.

**Strain and Growth Conditions.** *Escheria coli* were transformed with a pSB1C3 plasmid, a standard high copy number plasmid conferring chloramphenicol resistance, containing the xylose-inducible pXylA promoter driving expression of GFPmut3. Cultures of transformants were grown overnight (at 37 °C) in LB media containing 6 μg/mL chloramphenicol.

**Fluorescence and Biomass Measurement.** Optical density at 600 nm (OD600) of overnight cultures was measured, and cultures were diluted in sterile deionized H₂O to an OD600 of 0.5. In a 48-well BioLector (m2p Laboratories) FlowerPlate, 3 replicates of 300 μL of diluted culture were added to 1.2 mL LB media with 7.5 μg/mL chloramphenicol and 1.25% xylose, giving a final OD600 of 0.1 with final chloramphenicol concentration at 6 μg/mL and 1% xylose. Negative controls were prepared using media without xylose. The BioLector plate was covered with a gas-permeable seal and placed in the BioLector chamber, with an incubation temperature of 37 °C, shaking at 1000 rotations per minute and humidity at 95%. Biomass was measured by absorbance at 620 nm in light scattering units (LSU) and GFP fluorescence was measured by emission at 520 nm following excitation at 488 nm in relative fluorescence units (RFU). Measurements were taken every 10 min for 15 h.

**Analysis of pXylA Promoter Activity.** Outliers as a result of instrumentation failure were pruned from biomass time courses, and biomass measurements were background corrected by subtracting a factor such that the minimum measurement was corrected to 1 light scattering unit. To background correct fluorescence profiles of induced samples, fluorescence time courses of uninduced samples were combined and fit with a spline model using the smooth.spline function in the base package of R with a smoothing parameter of 0.8. Values predicted by the smoothing spline at each time were subtracted from induced fluorescence profiles to obtain background-corrected profiles. Background-corrected biomass and fluorescence data and corresponding times of measurements for each induced sample were input into the PromAct function using a maturation rate of log(2)/0.125 h and degradation rate of log(2)/24 h as measured for GFPmut3. mRNA degradation rate was set as log(2)/0.05 based on genome-wide studies of mRNA degradation rates in *E. coli.*

**Analysis of fis Promoter Activity.** Fluorescence and absorbance data were extracted from de Jong et al. were previously background corrected as a part of the original analysis detailed in that article. These biomass and fluorescence measurements and corresponding times of measurements (converted to hours for consistency with the rest of the data presented here) were input into the PromAct function using a maturation rate of log(2)/(0.417) h and degradation rate of log(2)/24 h as measured for GFPmut3. mRNA degradation rate of 0.72 h⁻¹ and mRNAs degradation rate of 18 h⁻¹ as measured by de Jong et al. in their expression system.
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**Table 1. Maturation and Degradation Rate Combinations for Parameter Analysis**

<table>
<thead>
<tr>
<th>System Type</th>
<th>Maturation Rate (h⁻¹)</th>
<th>Degradation Rate (h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>slow-slow</td>
<td>0.5</td>
<td>0.2</td>
</tr>
<tr>
<td>fast-slow</td>
<td>8.0</td>
<td>0.2</td>
</tr>
<tr>
<td>slow-fast</td>
<td>0.5</td>
<td>5.0</td>
</tr>
<tr>
<td>fast-fast</td>
<td>8.0</td>
<td>5.0</td>
</tr>
</tbody>
</table>
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