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**Abstract**

We describe the development of an optimized glycolytic flux biosensor and its application in detecting altered flux in a production strain and in a mutant library. The glycolytic flux biosensor is based on the Cra-regulated *ppsA* promoter of *E. coli* controlling fluororescent protein synthesis. We validated the glycolytic flux dependency of the biosensor in a range of different carbon sources in six different *E. coli* strains and during mevalonate production. Furthermore, we studied the flux-altering effects of genome-wide single gene knock-outs in *E. coli* in a multiplex FlowSeq experiment. From a library consisting of 2126 knock-out mutants, we identified 3 mutants with high-flux and 95 mutants with low-flux phenotypes that did not have severe growth defects. This approach can improve our understanding of glycolytic flux regulation improving metabolic models and engineering efforts.

**1. Introduction**

Recent developments in synthetic biology allow the affordable construction of diverse, engineered cell libraries (Goodman et al., 2013; Kosuri and Church, 2014; Cavaleiro et al., 2015; Gibson, 2014; Bonde et al., 2015; Jiang et al., 2013). These capabilities enable a deeper understanding of biological processes and regulation (Bonde et al., 2016; Kosuri et al., 2013) and facilitate more rapid and efficient cell factory and protein engineering (Wang et al., 2009). Similarly, inexpensive deep sequencing simplifies the identification of beneficial genetic variants, often by multiplexing (Kosuri et al., 2013). Nevertheless, the development of new biotechnologically relevant production pathways is still not trivial.

A major challenge remains the identification of candidates for genetic modifications that have a desired characteristic out of the abundance of different variants. In certain cases, as, for example, the expression of a colored compound, the identification can be straightforward; however, in many cases, it is more challenging.

Genetically encoded biosensors enable the expression of a reporter molecule to be linked to the concentration of a certain ligand. If the intracellular concentration of a small molecule is coupled to the readout of fluorescent protein production, differences in intracellular concentrations can be easily identified at the single-cell level (Binder et al., 2012). Biosensors have been applied in several high-throughput screens, demonstrating their relevance to enzyme engineering and cell factory optimization (Binder et al., 2013; Mustafi et al., 2012; Michener et al., 2012; Schendzielorz et al., 2014; Siedler et al., 2014b; Raman et al., 2014; Taylor et al., 2015). There is a vast application range for biosensors. They have been established in a number of different areas, e.g., screening for improved enzymes (Siedler et al., 2014a; Tang et al., 2013; Binder et al., 2012; Schendzielorz et al., 2014), production pathways (Tang and Cirino, 2011; Dietrich et al., 2013; Yang et al., 2013) or evolutionarily adapted variants (Chou et al., 2013; Mahr et al., 2015). Biosensors can also be applied to identify novel enzymes with desired functions from metagenomic libraries (Uchiyama and Miyazaki, 2010; Genee et al., 2016).

Biosensors are either product-specific or responsive to an intermediate metabolite, thereby limiting the application range of each individual biosensor. In contrast, recent work has demonstrated that the *E. coli* transcription factor Cra (catabolite repressor/activator) can be used as a glycolytic flux biosensor, as it responds to the concentration of the glycolytic flux-dependent metabolite fructose-1,6-bisphosphate (FBP) (Kochanowski et al., 2013). Linking fluorescent protein production to a Cra-regulated promoter enables in vivo measurement of the glycolytic flux in a time-dependent manner, therefore limiting the need for otherwise laborious in vitro flux measurements (Kochanowski et al., 2013).

Metabolic flux analysis is a powerful tool to identify underlying mechanisms of perturbations to the cellular metabolic network (Nikel et al., 2009; Siedler et al., 2012; Mazumdar et al., 2013). However, it is
time consuming and costly, and there are still limitations for high-throughput approaches (Heux et al., 2017). Furthermore, a flux-dependent biosensor can be useful for many different biotechnological applications, as it is not end product-specific.

We set out to construct an optimized glycolytic flux biosensor that enables single cell measurements for parallelized, high-throughput applications by characterizing different Cra-regulated promoters. Thus far, 164 binding sites have been identified in the genome of E. coli (Shimada et al., 2011), mainly related to central carbon metabolism, as Cra acts as a switch between glycolysis and gluconeogenesis (Ramsmeier et al., 1995; Ramsmeier, 1996). We characterized three promoters for their utility as biosensors and used a final construct (pFlux) with the ppsA promoter of E. coli controlling the expression of a green fluorescent protein (GFP) to identify flux-regulating genes and to achieve an improved understanding of the cellular networks affecting glycolytic flux.

2. Materials and methods

2.1. Bacterial strains, plasmids and oligonucleotides

E. coli Top10 and E. coli DH5α strains were used for the construction of pFlux. E. coli BW25113, and knockout strains from the KEIO collection (Baba et al., 2006) were used for the characterization and application of pFlux. For clarification, the Cra knockout strain E. coli BW25113 JW0078-1 is called Δcra throughout this manuscript, even though it was originally labeled ΔfraR in the KEIO collection due to old terminology. Oligonucleotides were obtained from Integrated DNA Technologies (Leuven, Belgium). The adapters and primers for Illumina sequencing were additionally high-performance liquid chromatography (HPLC) purified and, in the case of the UAD tail, contained a 5′-phosphorothioate bond and a 5′-phosphate for the barcoded sequencing adapters. The strains, plasmids and primers are listed in Tables SI, SII and SIII.

2.2. Cultivation and growth conditions

The growth media used in this study were Luria-Bertani (LB) complex medium, Super Optimal broth with Catabolite repression (SOC) medium and M9 minimal medium (Kochanowski et al., 2013) supplemented with filter-sterile trace element solution, resulting in final concentrations of 6.3 μM ZnSO₄, 7.0 μM CuCl₂, 7.1 μM MnSO₄, 7.6 μM CaCl₂ and 60 μM FeCl₃. The M9 medium contained 5 g/l of the indicated carbon source (fructose, glucose, mannitol, sorbitol, galactose, maltose, glycerol, sodium pyruvate or sodium acetate). When solid medium was formed into the respective chemically competent E. coli, the Cra knockout strain E. coli Δcra was amplified with the primers PC004/PC031, eliminating the promoter region of ppsA. The Cra-regulated promoters. Thus far, 164 binding sites have been identified in the genome of pFlux, the constitutive promoter was subsequently amplified with PC033/PC065, and ppsA was amplified with PC069/PC070. The ppsA promoter was amplified with PC071/PC072, resulting in an opening of the backbone downstream of the ppsA promoter. The PCR products were ligated and transformed as described to obtain the plasmid pFlux. The DNA sequences of the different promoters used in this study can be found in Table SIV and SV, and the sequence of pFlux is given in Fig. SI.

2.4. Flow cytometry

To measure the fluorescence signals of the pFlux plasmid, the different E. coli strains were initially grown overnight in LB medium at 37 °C and 190 rpm. Minimal medium with 5 g/l of the selected carbon source (fructose, glucose, mannitol, sorbitol, mannose, galactose, maltose, glycerol, sodium pyruvate or sodium acetate) was inoculated 1:50 with the LB preculture. The cultures in minimal medium were incubated overnight at 37 °C and 190 rpm, after which they were used to inoculate fresh minimal medium (1:200) and grown under the same conditions for four hours. The fluorescence of the bacterial cells was always analyzed in the early exponential phase. The cells were diluted in FACShare (BD) to prepare them for screening on a FACSaria flow cytometer (BD, Franklin Lakes, New Jersey, USA), equipped with 488 and 561 nm lasers. To collect the GFP and RFP signals, fluorescein isothiocyanate (FITC, S30/30) and phycoerythrin (PE)-Texas Red (610/20) filters were used. To maintain comparability among multiple runs on different days, the E. coli strain BW25113 was aligned with the diagonal between the FITC and PE-Texas Red channels. The obtained data were analyzed with FlowJo software (FlowJo LLC, Oregon, US).

2.5. Validation in a mevalonate production strain

The E. coli BW25113 strain containing the pFlux plasmid was subsequently transformed with pMeV(T Martin et al., 2003) or pZ1 and grown in medium containing 25 ng/ml spectinomycin and 25 ng/ml chloramphenicol. For mevalonate production, the cells were grown in M9 medium containing 5 g/l glucose. When the cultures were transferred from the preculture to fresh medium, they were induced with 0.05 mM IPTG. Fluorescence was determined 5 h after induction by flow cytometry.

2.6. KEIO library generation and plasmid transformation

For the library screen, the KEIO collection was pooled. To obtain the best possible coverage, the individual strains were plated from the
glycerol stock on LB agar plates with 50 µg/ml kanamycin. The plates were incubated overnight at 37 °C, and the colonies were washed off with 1 ml liquid LB medium without antibiotics. One hundred microliters of each cell suspension was used to inoculate 150 ml LB medium containing 50 µg/ml kanamycin in one 500-ml shaking flask. The resulting inoculation volume for the 150 ml medium was 5.6 ml in total. The flasks were incubated at 37 °C, 190 rpm until OD 0.5 was reached. To prepare the cells for electrophoresis and to remove all traces of salts, the cells were prechilled on ice for 10 min and afterwards washed three times with ice-cold 10% (v/v) glycerol. Between each washing step, the cells were pelleted for 5 min at 4000 rpm and 0 °C, and the supernatant was discarded. The first two washing steps were performed in a 50-ml Falcon tube with 50- and 25-ml cell suspensions, respectively. The last washing step was performed in a 2-ml reaction tube, and the cells were pelleted in a prechilled tabletop centrifuge. The pellet was resuspended in 200 µl of ice-cold 10% (v/v) glycerol. Fifty microliters of this cell suspension was transferred to a prechilled 1-mm electrophoresis cuvette, and 100 ng of pFlux was added. The cells were electrophoretated at 1.8 kV and resuspended in 950 µl prewarmed SOC medium. After being transferred to a 1.5-ml reaction tube, the cells recovered for 1 h at 37 °C and 500 rpm. The cell suspension was used to inoculate 50 ml LB medium (with an additional 0.5 mM MgSO₄ and 25 µg/ml kanamycin) in a 250-ml shaking flask. The cultures grew overnight at 37 °C and 190 rpm. Seven hundred microliters of the overnight culture was diluted to 15% glycerol stocks and stored at −80 °C until use.

2.7. Fluorescence-activated cell sorting (FACS)

For the individual cell sorting rounds, 50 ml LB medium containing 25 ng/ml spectinomycin was inoculated with 1 ml of the KEIO cryo-stock to maintain diversity. The cultures were incubated at 37 °C, 190 rpm overnight. Fifty milliliters of M9 medium containing 5 g/l glucose or galactose and the respective antibiotics was inoculated from the LB precultures to an OD₆₀₀ of 0.01. The cultures were incubated at 37 °C, 190 rpm overnight. Fresh M9 medium was inoculated to an OD₆₀₀ of 0.05. After 4 h of shaking incubation, samples were taken and diluted in FACSFLOW (BD) to prepare them for sorting on the FACS Aria (BD) with 488 and 561 nm lasers. To collect the GFP and RFP signals, the FITC (530/30) and PE-Texas Red (610/20) filters were used. The individual cells were sorted according to their signal in the FITC (GFP fluorescence) and PE-Texas Red (RFP fluorescence) channels. The top and bottom 1% of cells by FITC per PE-Texas Red signal ratio were collected (Fig. 4A). The cells were sorted into 12-cm FACS tubes with 1 ml LB medium (25 ng/ml spectinomycin) and grown at 37 °C, 190 rpm overnight. The cells were pelleted at 4500 rpm and stored at −20 °C.

2.8. Genome purification, amplification and sequencing

Library preparation and validation closely followed the TnSeq protocol of Lennen et al. (Lennen and Herrgård, 2014). To adjust the protocol to the KEIO strains, the biotinylated PCR primer was designed to match the 19-base-pair flippase recognition target (FRT) scar (GAAGCAGCTCCCCAGCTACA) that was left from the deletion process to generate the knockout library (Baba et al., 2006). To amplify the knockout regions, a biotinylated primer (/5BiotinTEG/AATGATACGGCGACCCCGACTACCTCCTTGTCCTCTACGAGGCAGTCAGCGTTCGTAACGAGCTCCAGCGCTACA) and a standardized UAD-tail primer (GATCTAGACTCTCTTCTAGCTACGAGTCAGCGTTCGTAACGAGCTCCAGCGCTACA) were used. The barcoded adapter matched the Illumina Nextera platform. The sequencing was performed on an Illumina MiSeq, 150 bp, running 1 pM of DNA per sample.

2.9. Data analysis

To analyze the obtained sequence reads from the MiSeq, we ran a customized script (Table SIV), consisting of data preparation, quality checking, creating a database of quality reads, searching for E. coli genes using their bar codes and summarizing the results in a table.

The PCR amplification of the region following the FRT scar allows evaluation of the occurrence of a deletion mutant in the different pools without mapping it to the entire genome. Instead, it can be simply matched to the list of primers that Baba et al. (Baba et al., 2006) used to generate the knockout strains. This mapping results in less bias and a clear output list of each gene and the number of annotated reads.

In the data preparation process, the short-read FASTQ files were converted into FASTA files and a BLAST database build for each experiment, along with a tabular file with reads indexed by their read identification number. The quality check assured that only reads that began with the FRT-specific DNA sequence GAAGCAGCTCCCCAGCTACA were taken into consideration and BLASTed (BLASTN) considering the parameters given in Supplementary Table SII to search for small sequences. We then extracted the reads that had at least 80% coverage of the primers with a maximum of two mismatches and discarded those that did not meet these criteria. The extracted reads form the BLAST database is used to search for the barcodes. The barcode list was based on the reverse primers that were used by Baba et al., (2006) to delete the respective genes. For each barcode, corresponding to one gene deletion, the number of reads in the BLAST database was counted, allowing a maximum of three mismatches.

We normalized the reads for every gene in each sequencing run to the overall number of reads in the run to make the results of the different sequencing runs comparable. The threshold for consideration of a gene was set to a minimum of 10 annotated reads in the library. Afterwards, the number of reads of the sorted population was compared to the library, which was grown under the same conditions, to identify enrichment and depletion in the different pools.

2.10. Clustering and Gene Ontology (GO) analysis

The enrichment and depletion of the individual genes in the different pools were analyzed and grouped based on their enrichment profiles. Genes enriched in the low-flux pools and depleted in the high-flux pools were grouped, as were all genes enriched in the high-flux pools and depleted in the low-flux pools. A GO analysis based on biological functions was performed with the genes of the group with low-flux phenotypes (Ashburner et al., 2000; The Gene Ontology Consortium, 2015). In detail, the corresponding data file for this GO analysis contains all genes of the E. coli K-12 genome, grouped based on their biological functions. An initial step uses the observed gene coverage to calculate how many genes would be expected per functional group if the distribution were entirely random. In a second step, these expected numbers are compared with the actual detected numbers of each group. The fold enrichment compared to the expected count is computed, and the statistical significance of the result is tested.

2.11. Growth rate characterization

The gene deletions that showed interesting phenotypes in the flux data analysis were tested individually for their growth rate. Two milliliters of LB medium (25 nm/ml kanamycin) in a 24-deep-well plate was inoculated with strains from a cryo-stock and grown at 37 °C and 1000 rpm in a tabletop plate shaker (Titramax 1000 incubator, Heidelberg Instruments GmbH, Germany) until the exponential or stationary phase. The cells were subsequently diluted 1:50 in M9 medium containing 5 g/l galactose and grown at the same conditions overnight. The cells were diluted 1:200 in fresh M9 medium containing the selected carbon source. Two hundred microliters of the fresh culture was transferred to a microtiter plate. The plate was sealed with Breathe-Easy sealing membrane (Sigma-Aldrich). The OD₆₃₀ was measured in a plate reader over a period of 16 h, and the growth rate was determined. Under those conditions, the cells might be oxygen limited and might not reach the optimal growth rate. We compared all strains under the same conditions.
decreasing glucose consumption competes with the oxygen needed for maturation of the material culture is growing rapidly, the material culture is growing relatively stable GFP per time point (Fig. 1B). Furthermore, even though the expression levels of GFP followed the expected tendencies of a glycolytic flux reporter when grown on glucose compared to galactose, the growth on the gluconeogenic carbon source pyruvate resulted in the highest fluorescent signals for all three cases (Fig. 1B). There is experimental evidence for the modes of action of the different promoters (Bledig et al., 1996; Nègre et al., 1998; Shimada et al., 2011), indicating that the highest values of the pykF and ppc promoters in pyruvate must be due to other reasons. It can be assumed that this observed effect correlates with the highly different growth rates between glycolytic and gluconeogenic carbon sources (Klumpp et al., 2009). Indeed, if a bacterial culture is growing rapidly, the gfp expression and maturation is not fast enough to compensate for the expanding cell volume, and the signal is diluted. In contrast, if the cells are growing slowly, there is more time to accumulate gfp in the bacterial cells. This observed effect made comparison of the promoters more difficult, as there was a definite bias in the data. This effect was also observed by Kochanowski et al., and solved by measuring the promoter strength over time (dGFP/dt/OD) during exponential growth (Kochanowski et al., 2013). The relative promoter strength was calculated by the difference of the native pykF promoter strength, regulated by Cra, and the strength of a pykF promoter variant where Cra binding was omitted. Based on this data, we wanted to generate a versatile approach where end-point measurement in single cells can be obtained.

The ppsA promoter appeared to be the most interesting candidate for further optimization, as it showed the highest dynamic range in addition to considerably low expression in the OFF state (glucose) (Fig. 1B). In the exponential growth phase, the intracellular oxygen consumption competes with the oxygen needed for maturation of the GFP molecules. Interestingly, we identified relatively stable GFP per OD600 values during exponential growth in glucose and glycerol in a plate reader (Fig. SII).

To reduce the noise in the output signal of the glycolytic flux biosensor, we implemented an intrinsic protein production control by constitutive expression of a red fluorescent protein (RFP) (Kosuri et al., 2013; Kochanowski et al., 2013). The final biosensor construct contains the native ppsA promoter with a Cra binding site regulating the

3. Results and discussion

3.1. Design and characterization of an optimized glycolytic flux biosensor

To generate an optimized glycolytic flux-dependent biosensor with a higher dynamic range and clear output signal, which will be applicable in high-throughput screening approaches, we compared the originally applied pykF promoter (Kochanowski et al., 2013) with the ppsA and ppc promoters of E. coli. All three promoters are sigma 70-dependent, and, to date, all are considered to be regulated exclusively by Cra (Keseler et al., 2013). By choosing these promoter regions, we reduced potential bias through cross-interactions via stress responses and other regulators. Gene expression from the ppsA promoter is activated by Cra, whereas the pykF and ppc promoters are repressed. The promoters were cloned in front of gfp to enable Cra-dependent regulation of GFP output fluorescence (Fig. 1A). The fluorescent signal was measured at the single-cell level during the exponential growth phase in various carbon sources using flow cytometry. The uptake of the used carbon sources and their entry point in the glycolysis process differ, which generates distinct alterations in intracellular FBP concentrations and glycolytic flux (Fig. 1B).

It is expected that the signal intensity of the activated promoter of ppsA increases with decreasing flux, whereas the signal intensities of the two repressed promoters, pykF and ppc, decrease with decreasing flux. In the case of the ppsA promoter, a 16-fold induction of the fluorescent signal was detected after growth on acetate (15318 ± 168 a.u.) compared to glucose (830 ± 103 a.u.). The differences in the signal intensities of the two repressing promoter regions were very low and not suitable for a high-throughput approach dependent on a single time point measurement (Fig. 1B). Furthermore, even though the expression levels of GFP followed the expected tendencies of a glycolytic flux reporter when grown on glucose compared to galactose, the growth on the gluconeogenic carbon source pyruvate resulted in the highest
expression of GFP and a second ppsA promoter variant without a functional Cra binding site controlling the expression of RFP (Fig. 1C, Table SV). The expression levels of both GFP and RFP should be equally affected by the protein synthesis bias during growth on different carbon sources. As Cra controls only the promoter upstream of gfp, information regarding the glycolytic flux is solely conveyed into the intensity of the GFP signal. Therefore, relative glycolytic flux can be obtained by calculating the ratio of the fluorescence intensities of GFP and RFP. To confirm the assumption that this construct is actually capable of eliminating possible growth defects but also shows a Cra-dependent expression pattern, the construct was tested in a wild-type E. coli W25113 strain and an E. coli W25113 Δcra deletion strain.

The two strains were grown in M9 medium with a range of carbon sources, resulting in different physiologically relevant fluxes. The highest flux was reached during growth on glucose, and the lowest was expected on pyruvate. The GFP/RFP ratios were analyzed by flow cytometry, and the ratio was normalized, with the Δcra strain grown in glucose set to 1.0. The ratios in the wild-type strain followed the expected trend based on previously measured and estimated glycolytic fluxes (Kochanowski et al., 2013) (Fig. 1D and Fig. SIII). Furthermore, the flux sensor provided a large dynamic range with ratios of 3.3 ± 0.4 GFP/RFP fluorescence on glucose and 17.8 ± 0.6 on acetate. The ratios were not significantly changed in the Δcra strain in glycolytic carbon sources, indicating the dependence on a functional Cra regulator. However, there was a small decrease in the GFP/RFP values in the gluconeogenic carbon sources, caused by a slight shift towards a higher red signal. This effect was potentially due to different maturation times and stabilities of the two fluorescent proteins.

3.2. Analyzing glycolytic fluxes in different E. coli strains

To validate the versatility of pFlux, we transformed the plasmid into different E. coli strains. The selected six E. coli strains are common laboratory and industrially relevant strains and include K-strains and one B-strain (BL21), enabling analysis of the biosensor signal in a variety of genetic backgrounds. The strains were grown in the presence of glycolytic and gluconeogenic carbon sources, and the GFP and RFP signals were measured by flow cytometry. MG1655, DH5α and W3110 followed the same pattern as previously observed for E. coli BW25113 (Fig. 2).

E. coli Crooks showed a generally higher GFP/RFP ratio, which correlated with lower fluorescent signals in the GFP and RFP channels compared with those for the other E. coli strains. Crooks has the highest growth rate and glucose uptake rate of the tested strains and should therefore have the highest flux values on glucose (Monk et al., 2016). It is known that different fluorescent proteins have different maturation times in different hosts, depending, for example, on growth rates and length of lag phases (Hebisch et al., 2013), which could explain the differences in this strain and the differential regulation of gene expression. Another reason might be different Cra activity or expression, resulting in higher relative expression of the GFP gene. BL21(DE3) did not grow in M9 medium containing galactose as the sole carbon source, as it contains the gal mutation in galactose metabolism, making it galactose non-utilizing. BL21(DE3) showed generally lower GFP/RFP ratios, especially on sorbitol, pyruvate and acetate. Compared with the other tested strains, it is known to have a higher flux through the citric acid cycle and a higher capacity for the glyoxylate shunt. Furthermore, it has a lower flux through the pentose phosphate pathway, resulting in a higher glycolytic flux (Monk et al., 2016). The higher capacity of the glyoxylate shunt, which is essential for growth on gluconeogenic carbon sources, might explain the higher FBP concentrations measured in this strain under growth on pyruvate and acetate. Metabolic flux analysis would be needed to confirm this hypothesis.

Our data suggest that even though the actual expression levels and subsequent ratios slightly differ in the tested strains, the differences should not have an impact on the usability of pFlux, as the glycolytic flux response was comparable in all tested E. coli strains.

3.3. Applying pFlux to measure altered glycolytic flux in a mevalonate production strain

After testing the sensitivity of the glycolytic flux biosensor to different fluxes and its function in a variety of E. coli backgrounds, its applicability to sense different fluxes in a production strain was assessed. We chose mevalonate as an example, as its production results in higher glycolytic flux due to higher demand for acetyl-CoA (Martin et al., 2003) (Fig. 3A).

Together with pFlux, the pMeVt plasmid (Martin et al., 2003) was transformed into E. coli BW25113 wild-type and Δcra strains. As a control, we used the empty plasmid pZ21. The GFP per RFP ratio dropped to 70% in wild-type, glucose-grown cells expressing the genes of the mevalonate pathway, indicating a higher flux through glycolysis, while the GFP per RFP ratio did not significantly change in the Δcra mutant (Fig. 3B). This result demonstrates that pFlux can be applied for glycolytic flux measurements in production strains, where the glycolytic flux exceeds normally observed fluxes.

The integration of novel or enhanced biotechnologically relevant pathways often causes a change in the metabolic flux, as seen in this example of mevalonate production. However, lower glycolytic flux rates can also be found in production strains. For instance, during lysine production, the carbon flux is directed through the pentose phosphate pathway for improved NADPH supply, leading to reduced glycolytic
The presence of the mevalonate pathway (pMevT). The cells were grown in M9 medium containing 5 g/l glucose. The wild-type (gray) and mevalonate production, a higher G6P: glucose-6-phosphate, FBP: fructose-1,6-bisphosphate, TCA: citric acid cycle, Mev: mevalonate (B) The GFP per RFP ratios obtained by flow cytometry in the absence (pZA41) and presence of the mevalonate pathway (pMevT). The cells were grown in M9 medium containing 5 g/l glucose. The wild-type (gray) and Δcra strains (blue) were compared (n=3). The fact that compound production alters glycolytic flux enables a broad range of possible applications for this glycolytic flux sensor, as monitoring flux changes might indicate higher production, in case no product sensor is available.

3.4. Applying the glycolytic flux biosensor in a genome-wide glycolytic flux screen

We wanted to use the glycolytic flux sensor to identify knockout mutants with altered glycolytic flux phenotypes from a genome-wide knockout library. The glycolytic flux biosensor plasmid pFlux was transformed into a library of the KEIO collection, a collection of non-lethal single gene deletions in E. coli (Baba et al., 2006). The library of knockout strains was grown in M9 minimal medium containing 5 g/l galactose. Galactose takes the same glycolytic route as glucose, but with a lower flux rate (Haverkorn van Rijsewijk et al., 2011). During growth on glucose, Cra is mostly inactive; thus, we assume that choosing galactose as the carbon source provides the possibility of better sensitivity for changes towards higher flux. Single cells were sorted by FACS into the top 1% and 5% GFP/RFP pools representing the low-flux phenotypes and the bottom 1% and 5% GFP/RFP pools representing the high-flux phenotypes (Fig. 4A). The terms low-flux and high-flux are defined as lower and higher glycolytic carbon flux from fructose-6-phosphate to pyruvate compared to the wild type, which is reflected by changes in the FBP concentrations. After recovery in LB medium, the gene regions downstream of the FRT sequence were amplified, sequenced and analyzed. The biological replicates showed good agreement (R² range of 0.87-0.99) (Fig. SIV). The 1% and 5% pools of the high-flux pools were very similar (p-value 0.08), whereas the low-flux pools were more differentially distributed.

A total of 2126 individual deletion mutants were identified in the library after growth in minimal medium with galactose, which represents approximately 56% of the whole KEIO collection. We assume that knockout mutants, which do not appear in the library, had excessive fitness costs and were outcompeted by the other strains during the initial growth of the cell library (Cao et al., 2014). After coverage and quality filtering (see the Materials and Methods section), 504 genes remained (Table SVII and Fig. SV). The 504 genes were analyzed according to their enrichment and depletion patterns in the different pools compared to the total library.

3.4.1. Identification of gene deletions that result in higher glycolytic flux

Only 3 sequences, related to the gene deletions ΔompC, ΔrpiA and ΔynfH, were enriched at least two-fold in the high-flux pools and also depleted in the low-flux pools (Table SVIII). OmpC is a porin in the outer membrane and forms non-specific pores that allow the diffusion of small hydrophilic molecules across the outer membrane (Heller and Wilson, 1981), whereas YnfH is considered a subunit of a putative selenite reductase (Guymer et al., 2009). ompC and ynfH deletions have been shown to give E. coli a growth benefit compared to the wild-type
strain in the presence of antibiotics. \( \Delta \text{ompC} \) was tested with antibiotics of the \( \beta \)-lactam family (Liu et al., 2012), and \( \Delta \text{ynH} \) was tested with spectinomycin directly (Vlasblom et al., 2015). We tested the growth of the deletion mutants harboring the plasmid pFlux in minimal medium containing 5 g/l galactose and 25 µg spectinomycin (Table SX). The \( \Delta \text{ynH} \) deletion mutant did not show a higher growth rate than that of the wild type, whereas the \( \Delta \text{ompC} \) mutant had an increased growth rate (\( \Delta \text{ompC} 0.356 ± 0.006 \text{ h}^{-1} \) and wt 0.223 ± 0.006 \text{ h}^{-1} ) and \( \Delta \text{ompC} \) after 16 h (\( \Delta \text{ompC} 0.51 ± 0.07 \) and wt 0.14 ± 0.044). The higher-flux phenotype of \( \Delta \text{ompC} \) and possibly \( \Delta \text{ynH} \) mutants in the presence of antibiotics compared to those of the overall knockout library and the wild-type strain can be explained by their growth advantages in the presence of antibiotics. The remaining gene knockout strain with a significant high-flux phenotype is \( \Delta \text{rpiA} \), which encodes ribose-5-phosphate isomerase A. RpiA catalyzes the first step of the non-oxidative branch of the pentose phosphate pathway (PPP) and is therefore a step towards nucleotide and aromatic amino acid biosynthesis (Skinner and Cooper, 1971). Using a plate reader, we compared the growth rates of \( \Delta \text{rpiA} \) and the wild-type strain on minimal medium with glucose or galactose supplemented. We detected a significant growth difference between \( \Delta \text{rpiA} \) and the wild-type strain on galactose (\( \Delta \text{rpiA} 0.308 ± 0.005 \text{ h}^{-1} \) and wt 0.223 ± 0.006 \text{ h}^{-1} ), whereas no advantage was detected on glucose (\( \Delta \text{rpiA} 0.362 ± 0.007 \text{ h}^{-1} \) and wt 0.416 ± 0.052 \text{ h}^{-1} ). These findings are surprising, as a \( \Delta \text{rpiA} \) mutant should not be able to grow on glucose (Sørensen and Hove-Jensen, 1996) and possibly not on galactose. It is known that the isoenzyme RpiB is capable of supplementing RpiA in a deletion strain, but the expression needs to be induced e.g., by ribose, and is not active on glucose (Sørensen and Hove-Jensen, 1996). RpiB was generally considered a substituting enzyme of minor function, but recent studies of \( \Delta \text{rpiB} \) deletion strains have found surprisingly strong effects on biomass production. Kim and Reed found that the \( \Delta \text{rpiB} \) mutant had a 30% decrease in biomass yield compared to the parental strain (Kim and Reed, 2012). In regard to our findings, this decrease could mean that the \( \Delta \text{rpiA} \) mutant gained secondary mutations followed by up-regulation of RpiB expression, resulting in as-yet-uncharacterized positive effects on the glycolytic flux. This hypothesis will need to be further tested, and the isoenzymes RpiA and RpiB will serve as very interesting targets for further research on glycolytic flux control and optimization.

We compared our results to intracellular FBP concentrations identified in a knock-out library during growth on glucose (Fuhrer et al., 2017). Significant higher FBP concentrations were found in the \( \Delta \text{ompC} \) and \( \Delta \text{ynH} \) mutants (2.43 a.u. and 0.77 a.u., respectively) compared to the wild type (0.27 a.u.), validating our screening results. Deletion of \( \text{rpiA} \) did not result in higher FBP concentrations (0.27 a.u.). Taking in mind, that these concentrations were obtained during growth on glucose, might explain the low FBP concentration in the \( \Delta \text{rpiA} \) strain. We were only able to identify significant growth differences of the \( \Delta \text{rpiA} \) strain during growth on galactose and not on glucose, which suggests that higher FBP concentrations would only be present during growth on galactose.

To conclude, we were able to identify three gene deletion strains that previously showed higher FBP concentration, higher growth rates or both.

3.4.2. Identification of gene deletions that lead to lower glycolytic flux

In total, 95 genes were associated with a low-flux phenotype; depleted in both high-flux GFP/RFP fractions and enriched in the low-flux GFP/RFP fractions with a threshold of > 0.5-fold enrichment and \( \rho \)-value < 0.05. This list showed a high similarity of the 1% and 5% low-flux pools (\( \rho \)-value 0.001 compared to the full list \( \rho \)-value 0.83) (Fig. 4B, Table SIX).

We identified the deletion mutant of the transcriptional regulator \( \text{GalS} \) in this fraction as a positive control. \( \text{GalR} \) was also > 2-fold enriched in the 5% low-flux pool but was depleted in the 1% low-flux pool. GalR and GalS take part in the regulation of operons involved in the transport and catabolism of \( \text{D–galactose} \) in the presence of high galactose concentrations and under glucose limitation (Sensesy et al., 2007; Weickert and Adhya, 1992). It is expected that the deletion of these genes leads to reduced glycolytic flux in cells grown on galactose; therefore, our results for these genes can be seen as a validation of the applicability of the glycolytic flux biosensor in this experimental setup.

A GO analysis of the 95 genes with the low-flux phenotype was performed. A GO analysis is helpful to provide a global picture of which groups of genes with biologically related functions are significantly enriched or depleted in a dataset compared to the statistical expectation (Ashburner et al., 2000; The Gene Ontology Consortium, 2015).

This analysis identified the glyoxylate pathway, including all necessary genes (\( \text{aceA}, \text{aceB} \) and \( \text{aceK} \)), as significantly enriched in the low-flux phenotype. The genes of \( \text{aceA} \) and \( \text{aceB} \) encode isocitrate lyase and malate synthase, respectively, two enzymes that are essential for a functional glyoxylate pathway and are sufficient together with other genes of the TCA cycle. AceK controls the branch point between the TCA cycle and the glyoxylate cycle by phosphorylation of isocitrate dehydrogenase (ICD) and consequent modulation of ICD activity (LaPorte and Kosland, 1982; Cortay et al., 1988). A deletion of \( \text{aceK} \) results in constant activation of ICD and reduced ICD glyoxylate pathway activity. As it was shown in previous \( ^{13} \text{C} \) metabolic flux analysis (Haverkorn van Rijsewijk et al., 2011), the glyoxylate shunt is very active when \( \text{E. coli} \) is grown on galactose. Our data confirm the importance of the glyoxylate cycle on galactose, as deletion of the genes involved in this process leads to an overall reduction of glycolytic flux.

The second enriched GO pathway was the galactitol metabolic pathway (3 genes out of 7 in the \( \text{E. coli} \) genome, \( \rho = 1.11 \times 10^{-02} \)). Gene deletions include \( \text{gatA} \) and \( \text{gatC} \), subunits of galactitol/sorbitol PTS permease. Either the transporter is also accepting galactose to some extent, increasing the intracellular galactose concentration, and subsequently a deletion reduces the uptake and hence the flux, or galactitol, an alcohol of galactose, is potentially present as a byproduct in the galactose solution taken up by the cells, and its co-utilization results in a higher overall flux.

Several other genes in the periphery of the central carbon metabolism were identified. Two genes (\( \text{ulaE} \) and \( \text{ulaF} \)) of the \( \alpha \)-ascorbic acid metabolic process were identified (2 out of 4, \( \rho = 3.79 \times 10^{-03} \)), as well as the deletion of \( \text{nanK} \), an N-acetylmannotosamine kinase, which has low glucokinase activity in vitro. Their primary functions are not to utilize galactose, but they may potentially have some minor activity with metabolites of the galactose metabolic pathway that were not previously detected using other methods. Our data might be useful to help optimize metabolic models, as our sensor enables the detection of changes in the glycolytic flux in gene deletions that were not described before. Most genes identified in our study are not present in metabolic models (Literature), and several have unknown functions (Table SIX).

Another strength of our technology is its capacity for identifying gene deletions that result in a lower glycolytic flux but do not interfere with the cell fitness. Many groups have been studying the effects of gene deletions on fitness in different growth medium and stress environments (Lennen and Herrgård, 2014; Wetmore et al., 2015; Rau et al., 2016). It is well known that deletion of central carbon metabolism genes results in a lower glycolytic flux (e.g., \( \text{pgl}, \text{pfkA}, \text{piaA} \)). These knockout strains do not appear in our library, as they result in a huge growth defect and are outcompeted by the better-growing mutants. To further validate that the identified strains in the low-flux pools do not have a growth defect, we analyzed the growth behaviors of the 10 mutants most strongly enriched in the 1% low-flux pools (Table SIX). No strain showed significant changes in growth rates or OD after 16 h compared to the wild-type strain (Table SX), demonstrating that these strains do not have a fitness defect.

We also compared the 10 strains with the highest enrichment in the 1% low flux pools to intracellular FBP concentration (Fuhrer et al., 2017) showing relatively lower FBP concentrations in those mutants compared to the wild type in seven strains (Table SX and Fig. SVI).
Interestingly, deletion of aceK did not result in lower intracellular FBP concentrations during growth on glucose, pointing again to the relevance of the glyoxylate cycle during growth on galactose and not glucose.  

Regarding biotechnological applications, the identified gene knockouts with low-flux phenotypes might be very interesting. These deletion mutants have lower maintenance flux but now growth defect under the tested conditions. Reduction of by-product formation and rerouting of the carbon flux have been shown to increase product and/or or biomass formation (Vermuri et al., 2006; Balzer et al., 2013). Further experiments will aim at elucidating, whether the identified mutants provide additional flux capacity that could be redirected towards a production process.  

Gene deletion is seldom correlated with a gain of function. Consequently, it was comparatively more difficult to identify gene deletions that caused higher flux, resulting in only three identified mutants. Additionally, we could demonstrate, by the example of the mevalonate pathway, that the glycolytic flux biosensor is capable of detecting changes towards even higher flux than observed during growth on glucose.  

4. Conclusions  

To conclude, we developed and validated a glycolytic flux biosensor that can be applied to screen for flux variants in libraries with hundreds of mutants. The developed biosensor, pFlux, has a wide application range, as it was able to detected alterations in glycolytic flux in six different industrially relevant E. coli strains during growth on various carbon sources. As pFlux enables the detection of glycolytic flux changes at the single cell level, the biosensor has great potential helping to reveal how different gene knock-outs affect glycolytic flux under diverse conditions. Furthermore, this biosensor can be applied in biotechnologically relevant production scenarios. We showed that production of mevalonate alters the glycolytic flux, which can be detected by pFlux. Our biosensor might be used to identify mutants with an altered flux-altering production scenarios. Finally, the presented findings support the claims of Kochanowski et al. that Cra functions as a direct glycolytic flux sensor in E. coli, even though it has different functions in other organisms (Chavarria et al., 2014).  
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