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1. INTRODUCTION

Nonlinear propagation in multimoded fibers is currently of high interest in connection with both space-division multiplexing in telecommunication and nonlinear frequency conversion. In telecommunication, the use of different fiber modes to carry different data streams is envisioned to boost the signal transmitting capacity of single fiber cores [1,2]. Because of the high total field intensities obtained, and long propagation lengths, it is crucial to understand intermodal nonlinear interactions in such applications [3]. In addition, multimode waveguides have been shown to open up new opportunities for frequency conversion by nonlinear effects. Interactions between different guided modes can lead to phase-matched four-wave mixing over wide frequency ranges and with pump wavelengths in the normal-dispersion regime of the fibers [4–6]. Pumping large-core multimode fibers with a parabolic index variation to minimize walkoff between guided modes has been shown to enable complex intermodal nonlinear interactions, in particular enabling short-wavelength dispersive-wave generation from soliton collapse and spatiotemporal soliton oscillations at elevated pulse energies [7,8], and sideband formation from geometric parametric instabilities [9]. Also, in the emerging low-loss hollow-core fibers guiding by antiresonant effects, intermodal nonlinearities can be important for the highly interesting frequency-conversion processes enabled by these waveguides [10]. Because of these emerging applications and the continuing development of efficient methods for manipulating input pulse profiles, it is of great importance to devise efficient numerical methods for describing nonlinear propagation of high-power ultrafast pulses distributed over many spatial modes, and possibly spanning a wide frequency range during propagation. However, multimode formulations of the generalized nonlinear Schrödinger equation based on an expansion of the nonlinear polarization via nonlinear mode overlap integrals scale badly with the number of modes in terms of computational efficiency [11]. In addition, an accurate and well-controlled treatment of mode profile variations with frequency is not straightforward with such methods [12,13]. The purpose of this paper is to investigate an alternative approach using real-space integration of the spatial nonlinear polarization on a Gaussian quadrature (GQ) grid during propagation [14], in the context of multimodal propagation in optical fibers. A similar method was recently used by Tani et al. to treat ionization effects in gas-filled hollow-core fibers [10]. The approach is tested by studying generation of dispersive waves, commonly denoted “Cherenkov radiation” (CR) [15] in multimode step-index fibers pumped by ultrafast high-power pulses. The GQ is shown to have superior scaling properties when the number of guided modes is increased, to handle mode profile dispersion efficiently, and to be comparable in numerical complexity to an approach based on mode overlap integrals already for a test case with six fiber modes and neglect of mode profile dispersion. Although the application testing is here limited to CR generation in short fibers, the method described is expected to be applicable to and relevant for a wide range of contemporary nonlinear propagation problems.
2. FORMAL THEORY

A. Propagation Equations

Expanding the propagating electric field in the fiber core as
\[ E(r, t) = \frac{1}{2\pi} \sum_m \int d\omega G_m^*(z, \omega) e_m^*(r, \omega) e^{i[\beta_m(\omega)z - \omega t]}, \]  
with a corresponding expansion for the magnetic field, the nonlinear propagation equation may be written as [12,14]
\[ \frac{\partial G_m(z, \omega)}{\partial z} = \frac{i\omega \varepsilon_0}{4\pi N_m(\omega)} e^{-i\beta_m(\omega)z} z \int \rho e^{i\omega t} \int \rho_1 \] 
\[ \times e_m^*(r, z) \cdot E(r, t) \int d\tau' R(t - \tau') |E(r, \tau')|^2. \]  
(2)

In these equations, \( e_m(r, \omega) \), \( h_m(r, \omega) \) are the transverse field distributions of the guided modes, indexed by \( m \) and \( \beta_m(\omega) \) are their frequency-dependent propagation constants. \( N_m(\omega) \) is a normalization parameter given by
\[ \int \rho_1 E_m^*(r, z) \cdot h_m^*(r, z) = 2N_m(\omega)\delta_{m0}, \]  
(3)
and \( R(t) \) is the nonlinear response function, which is a combination of a delta-function Kerr term and a delayed Raman term. In deriving Eq. (2), an alternative approach to Eq. (2) or similar formulations is to insert the expansion in Eq. (1) for the electric field and perform the transverse integrations [10,11,16,17]. This overlap integral (OI) approach leads to the expressions
\[ \frac{\partial G_m(z, \omega)}{\partial z} = \frac{i\omega \varepsilon_0}{4\pi N_m(\omega)} e^{-i\beta_m(\omega)z} \sum_{\omega_1\omega_2} \int \rho_1 \int \rho_2 \] 
\[ \times G_m(z, \omega_1) G_m^*(z, \omega_1 + \omega_2 - \omega) G_m(z, \omega_2) \] 
\[ \times R(\omega - \omega_1) K_{\text{overlap}}(\omega, \omega_1, \omega_2), \]  
(4)
\[ G_m(z, \omega) = \hat{G}_m(z, \omega) e^{i\beta_m(\omega)z} \]  
(5)
\[ K_{\text{overlap}}(\omega, \omega_1, \omega_2) \equiv \chi(3) \int \rho_1 E_m^*(r, \omega) \cdot e_m(r, \omega_1) \] 
\[ \times e_m^*(r, \omega_1) e_m^*(r, \omega_1 + \omega_2 - \omega) \cdot e_m(r, \omega_2). \]  
(6)
Numerically, the double frequency integral in Eq. (4) is very demanding when a general frequency dependence of the modes is allowed. Assuming frequency-independent \( e_m \), one obtains the more tractable expression
\[ \frac{\partial G_m(z, \omega)}{\partial z} = \frac{i\omega \varepsilon_0}{4\pi N_m(\omega)} e^{-i\beta_m(\omega)z} \int \rho e^{i\omega t}, \]  
(7)
\[ \sum_{\omega_1\omega_2} K_{\text{overlap}} G_m(z, \omega) \int d\tau' G_m^*(z, \omega) G_m(z, \omega) R(t - \tau'), \] 
\[ G_m(z, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \rho_1 d\omega G_m(z, \omega) e^{i\omega t}. \]  
(8)

The overlap integrals \( K_{\text{overlap}} \) are given by Eq. (6) with all \( M \) modes in the field expansion, and a Fourier grid with \( N \) points, evaluation of the RHS of Eq. (7) requires \( 2M \) complex fast Fourier transform (FFT) operations to transform the \( G_m \) from frequency to time and back, as well as \( 2M^2 \) real FFTs to evaluate the convolution integrals in time. The numerical complexity of the FFT operations is \( ON(\log N) \). In addition, multiplication of the resulting functions adds an overhead of \( O(M^4N) \). This unfavorable scaling of computational effort with \( M \) is a major impediment for simulation of multimoded nonlinear propagation.

An alternative approach to Eq. (2) is to avoid the modal overlap integrals and evaluate the spatial integral “on the fly,” as
\[ \frac{\partial G_m(z, \omega)}{\partial z} = \frac{i\omega \varepsilon_0}{4\pi N_m(\omega)} e^{-i\beta_m(\omega)z} \int \rho e^{i\omega t}, \]  
(9)
\[ \sum_{k=1}^{P} w_k E_m(r_k, \omega) \times d\tau' |E(r_k, \omega)|^2 R(t - \tau'), \] 
\[ E(r_k, \omega, t) = \sum_m G_m(z, \omega) e_m(r_k, \omega). \]  
(10)
Here \( r_k \) are a set of \( P \) suitably chosen integration points, \( w_k \) are the corresponding integration weights, and the frequency dependence of the fields is still neglected. The numerical complexity can now be estimated as \( 2M \) complex FFTs, \( 2P \) real FFTs, as well as \( O(PM) \) order-\( N \) operations multiplying the fields. The central question is therefore how large \( P \) must be to ensure an adequate accuracy of the nonlinear simulation.

The frequency dependence of the modes is straightforwardly taken into account by modifying Eq. (10) to
\[ E(r_k, \omega, t) = \frac{1}{2\pi} \int d\omega e^{-i\omega t} \sum_m G_m(z, \omega) e_m(r_k, \omega). \]  
(11)

Indeed, the GQ approach has previously been used by Kolesik and Moloney to accurately describe the frequency dispersion of a single mode [14]. Note that when using Eq. (11) instead of Eq. (10), \( P \) complex FFT operations are needed to establish \( E(r_k, \omega, t) \). Similarly, the FFT back into the frequency domain must be done at each point on the GQ grid rather than after the spatial integration. The total numerical complexity then becomes \( 2P \) complex FFTs, as well as \( 2P \) real FFTs, and \( O(PM) \) order-\( N \) operations.

It may also be noted that if delayed (Raman) response can be neglected, the time convolution integral is replaced by a simple product, and the real FFTs are not needed. If mode profile dispersion is also neglected, the complexity of the OI and GQ methods scale as \( O(MN \log N) \) and \( O(2PN \log N) \) if the FFTs dominate. However, the penalty for including mode profile dispersion is now large, going from \( O(MN \log N) \) to \( O(PN \log N) \) because, as will be shown in Section 3, \( P \) is typically an order of magnitude larger than \( M \) for a step-index fiber. For the operations linear in \( N \), the complexity still scales as \( O(M^4N) \) for the OI method and as \( O(MP^2N) \) for the GQ method.

In this paper, linearly polarized scalar modes will be considered for simplicity. Inclusion of different polarization states in the GQ approach is, however, straightforward. It will double the number of modes, whereas the number of FFT operations to be performed per gridpoint will be doubled if only transverse polarization components are considered, or tripled.
if longitudinal polarization components need to be included in the total electric field, as may be relevant in some high-index contrast waveguides.

Equation (9) and its counterpart with frequency-dependent eigenmodes conserve the classical photon number in the absence of propagation losses. Taking \( N_m(\omega) = 1 \) for all modes for simplicity, the photon number \( N_{ph} \) may be written as

\[
N_{ph} = \sum_m \int \frac{d\omega}{\hbar \omega} \left| \frac{\hat{G}_m(z, \omega)}{\hbar} \right|^2
\]

and its \( z \)-derivative as

\[
\frac{dN_{ph}}{dz} = \sum_m \int \frac{d\omega}{\hbar \omega} 2 \text{Re} \left[ \frac{\hat{G}_m(z, \omega)(\partial \hat{G}_m(z, \omega))/\partial z}{\hbar} \right]
\]

\[
= \text{Re} \left[ \sum_m \int d\omega \hat{G}_m(z, \omega) \frac{i2\pi e^{i\chi(z)}}{\hbar} \right]
\]

\[
\times \left[ \int d\omega \left| \sum_{k=1}^p w_k^* \mathbf{E}(\mathbf{r}_{1k}, z, t) \right|^2 \hat{R}(t-t') \right],
\]

(14)

Here \( \hbar \) denotes Planck’s constant. Using Eqs. (5) and (11), this expression can be rewritten as

\[
\frac{dN_{ph}}{dz} = \text{Re} \left[ \frac{i2\pi^2 e^{i\chi(z)}}{\hbar} \right] \int d\omega \left| \sum_{k=1}^p w_k^* \mathbf{E}(\mathbf{r}_{1k}, z, t) \right|^2
\]

\[
\times \left[ \int d\omega \left| \mathbf{E}(\mathbf{r}_{1k}, z, t') \right|^2 \hat{R}(t-t') \right] = 0,
\]

(15)

since \( \chi(z) \) and \( R(t) \) are real functions in the absence of nonlinear losses. Eq. (15) shows that photon number conservation is a generic feature of the propagation equation and does not depend on the GQ integration accuracy.

**B. Analysis of Parabolic-Index Fiber**

The numerical complexity of Eqs. (9) and (10) may be analyzed precisely for the special case of scalar modes in an ideal parabolic-index fiber with a circularly symmetric index distribution of the form \( n(r) = n_0 \sqrt{1 - (r/a)^2} \). Linearly polarized scalar modes in such a fiber can be written as

\[
e_k = \hat{p} e^{-az^2} p_{k-1}(x) e^{-ay^2} p_{l-1}(y);
\]

\[
a = \frac{n_0 \omega}{2c r_0},
\]

(16)

where \( p_k \) denotes a polynomial of order \( k \) and \( \hat{p} \) is a unit polarization vector. In the following, \( \hat{p} = \mathbf{e} \) will be assumed for all modes. Evaluating the RHS of Eq. (9) now amounts to radially integrating a sum of products of four mode profiles. Since the exponential prefactor is the same for all modes, any such product can be written as \( e^{-a(x^2+y^2)} \) multiplied by polynomials in \( x \) and \( y \) of degree \( \leq 4(\ell_{max} - 1) \), where \( \ell_{max} \) is the highest possible value of the \( k, l \) indices of the eigenmodes. The technique of GQ allows for determination of a set of \( 2(\ell_{max} - 1) \) integration points \( r_k \) and weights \( w_k \) such that

\[
\int_{-\infty}^{\infty} dx e^{-4\pi^2 x^2} p_m(x) = \sum_{k=1}^{2(\ell_{max} - 1)} w_k^* p_m(x_k)
\]

(17)

for all \( p_m \) with \( m \leq 4(\ell_{max} - 1) \). In this way, the RHS of Eq. (9) can be evaluated as

\[
\frac{i \omega \rho_0}{4\pi N_m(\omega)} \int dt e^{i\omega t} e^{-2\beta_{\omega m}(z) t} \sum_{k=1}^{2(\ell_{max} - 1)} \sum_{l=1}^{2(\ell_{max} - 1)} w_{ph} \mathbf{E}(\mathbf{r}_{1k}, z, t)
\]

(18)

Here, \( P = 4(\ell_{max} - 1)^2 \), and the total number of guided modes that can be treated accurately is \( M = P_{max} \). This means that \( P \) scales linearly with \( M \), so that the numerical complexity of the nonlinear propagation becomes \( O(MN \log N) \) if FFTs dominate, and \( O(M^2 N) \) if order-\( N \) operations dominate. In a problem with many modes, this is a huge benefit compared with the \( O(M^2 N \log N) \) or \( O(M^4 N) \) complexity of the OI approach.

**C. Step-Index Fiber**

An important question is whether the linear scaling of \( P \) with \( M \) is a special feature of the parabolic index distribution, due to the particular mathematical properties of its eigenmodes, or whether it holds more generally. The most important example structure in standard fiber optics is the step-index fiber. The eigenmodes of this fiber cannot be separated in \( x \)- and \( y \)-dependent functions as the eigenmodes of the parabolic-index fibers. However, like the eigenmodes of any index distribution with cylindrical symmetry, they can be split into products of radial and angular functions in a cylindrical coordinate system:

\[
\Psi_{mn}(\mathbf{r}) = R_{mn}(r) f_m(\phi),
\]

(20)

where \( r \) is the distance from the fiber center, and \( \phi \) is, say, the angle between \( \mathbf{r} \) and the cartesian \( x \)-axis. \( f_m(\phi) \) may be chosen as either complex exponentials, \( f_m(\phi) = e^{i m \phi} \), or trigonometric functions, \( f_m(\phi) = \cos(m \phi) \) or \( f_m(\phi) = \sin(m \phi) \). Clearly, \( m \) must be an integer to make \( f_m(\phi) \) \( 2\pi \)-periodic. For each \( m \), there may be several guided eigenmodes, which are counted by the index \( l \).

In line with these modal properties, a radial-angular integration grid is chosen, with points given by

\[
r_{lq} = r_p \left( \cos \left( 2\pi \frac{q - 1}{4M + 1} \right), \sin \left( 2\pi \frac{q - 1}{4M + 1} \right) \right),
\]

(21)

Here, \( q \) runs from 1 to \( 4m_{max} + 1 \), and \( m_{max} \) is the maximal value of \( m \) occurring among the guided modes of interest. This angular grid is sufficient to integrate any product of four \( f_m \) functions of the kind described previously. The radial grid is again chosen as GQ points, in this case determined to exactly integrate low-order polynomials (Gauss–Legendre integration [18]) over an interval from \( r = 0 \) to \( r = r_s \), where the outer radius \( r_s \) is a free parameter to be optimized. If \( r_s \) is too small, integration of poorly confined modes will be inaccurate. If it is too large, an excessive number of radial GQ points will be required for well-confined modes.
Since $R_{\text{eff}}(r)$ for a step-index fiber cannot be written as a finite polynomial, the number of $r_p$ points required cannot be determined from an exact mathematical analysis. This problem must instead be analyzed by numerical calculations. One option is to do direct convergence checks for a specific nonlinear problem by gradually increasing the number of $r_p$ points, but a convenient proxy also exists. Consider the overlap integral

$$
\int \, \mathrm{d}r_p \, \Psi_{ml}^*(r_p) \Psi_{ml}(r_p),
$$

which equals the inverse of the classical effective area of the $ml$ mode if $\Psi_{ml}$ is properly normalized. If $\Psi_{ml}$ is the mode with the most complicated radial structure, this product must be expected to require the largest number of radial GQ points. Therefore, the accuracy of the GQ integration can be estimated by comparing effective areas calculated on a specific GQ grid with the exact values calculated on a fine grid, and this analysis may be performed ahead of any nonlinear simulations.

3. NUMERICAL RESULTS

A. Linear Scaling of $P$ versus $M$

The most important question is to determine whether the total number of radial-angular grid points $P$ needed for an accurate nonlinear simulation scales linearly with the number of modes $M$, as was the case for a parabolic-index fiber. This question is here addressed in the following way: for a step-index fiber with core radius $r_c = 7 \, \mu m$ and index difference $\Delta n = 0.01$ between core and cladding, the guided-mode fields were determined over a range of wavelengths. Although analytical solutions do exist for the step-index fiber geometry, the fields were calculated using a radial finite-difference approach, which can be readily generalized to other cylindrically symmetric fiber structures and which treats guided and non-guided modes on the same footing. A zero-field boundary condition was applied at an outer radius of $62.5 \, \mu m$, meaning that even non-guided modes would be confined within this radius. A more realistic description of a coated fiber might be obtained by replacing this simple boundary condition with an absorbing cladding layer, but this was not investigated here. Guided modes were determined simply as those which that effective index $n_{\text{eff}} = c/\beta \omega$ larger than the cladding index. As the wavelength gets shorter, the number of guided modes increases. For each wavelength, GQ grids were determined as described earlier, with $m_{\text{max}}$ being the highest $m$-value occurring among the guided modes. The number of radial meshpoints, $n$, was increased until all effective areas calculated using GQ integration were accurate within some specified criterion and for a particular value of the outer integration radius $r_s$. The results are shown in Fig. 1. Two $r_s$ values of $1.3r_c$ and $2r_c$ have been considered. For each $r_s$ value, the maximal relative deviation of effective areas, $\Delta A_{\text{eff}}$, is required to be less than 10%, 5%, or 1% for all guided modes, and the data points show the values of $P = n(4m_{\text{max}} + 1)$ needed to match these requirements. $P$ is plotted as a function of $M$, which means there may be several results for each $M$, because some of the investigated wavelengths had the same number of guided modes. For a few wavelengths, it was not possible to reduce $\Delta A_{\text{eff}}$ to all required thresholds. To make these cases stand out in the plot, $P$ was set to zero, so that the data points fall on the $x$-axis. This problem occurs for poorly confined modes close to cutoff, when $r_s$ is not large enough for a proper description of the mode profile. As $r_s$ is increased from $1.3r_c$ to $2r_c$, the incidence of these points is strongly reduced. On the other hand, an increased value of $r_s$ leads to a higher slope of the $P$ versus $M$ curves. Nevertheless, a linear scaling of $P$ with $M$ is apparent in all cases. It can therefore be expected that the numerical complexity of nonlinear simulations using the GQ approach will scale as $O(MN \log N)$ or $O(M^2 N)$ depending on which part of the calculation dominates. Compared with the mode overlap approach, this saves 1 to 2 orders of $M$, which will make a huge difference as $M$ becomes large.

B. Comparison between Mode Overlap and GQ Approach

Having established the superior scaling properties of the GQ approach, the next question is to estimate at what value of $M$ the two approaches are equal. Since more than one GQ point will be needed to correctly integrate the fundamental mode of a single-mode fiber, clearly the mode overlap approach is superior in this case. The next relevant case for a step-index fiber is three guided modes above the LP$_{11}$ cutoff (not counting polarization states), and the following is six guided modes above the LP$_{21}$/LP$_{02}$ cutoff. The latter case will be considered in this subsection.

The fiber geometry discussed in the previous subsection is considered. As a test case, soliton compression and breakup of femtosecond (fs) pulses at 1.55 $\mu m$ wavelength is investigated. This is highly relevant for recent frequency-conversion experiments and critically tests the model’s ability to describe strong nonlinear processes over a broad frequency range. On the other hand, because of the short propagation lengths, it is still a numerically tractable problem that allows for careful convergence checks with a reasonable computational effort.

To further simplify the problem, mode profile dispersion is initially neglected, with guided-mode profiles being calculated.
at the input wavelength of 1.55 μm. In that case, the mode overlap method is exact, within the overall approximations made in deriving Eq. (2), and may serve as a benchmark for testing GQ grids of different sizes. In Fig. 2, the output spectrum of a test calculation using the mode overlap approach is shown. A Gaussian input pulse having a peak power of 1 MW and a full width at half-maximum (FWHM) of 50 fs is distributed equally, and with equal phase, over the six guided modes and propagated over a distance of 2.1 cm. The calculations were done on a Fourier grid with 2048 points spanning frequencies from 100 to 750 THz (3.0–0.4 μm wavelengths). As can be seen from the output spectrum, this is sufficient to ensure nonlinear compression and breakup with Raman redshifted solitons and CR emission around 800 nm. Because of the technical focus of this paper, the detailed nonlinear dynamics leading to the final spectrum will not be discussed here. An important point is, however, that both the short-wavelength CR and the spectral weight appearing beyond 2 μm is mainly in the LP21 modes.

To validate the GQ approach, simulations are performed with a varying number of radial gridpoints, \( n \), whereas the number of angular gridpoints is kept fixed at nine, which allows for exact integration in this coordinate. In Fig. 3, the total spectral density, summed over all modes, is shown for GQ calculations with \( n = 5 \) and \( n = 6 \), compared with the result of an OI calculation. It can be seen that the \( n = 5 \) result deviates significantly from the OI result, whereas the differences are slight for the \( n = 6 \) case. In Fig. 4, the integral of the absolute value of the deviation in total spectral density between the OI and GQ methods is plotted, normalized to the integral of total spectral density for the OI calculation. Curves are given for GQ calculations with \( r_s = 1.3 r_c \) and \( r_s = 2 r_c \), respectively. For the low value of \( r_s \), a deviation slightly below 1% can be obtained. For \( n > 9 \), there is no significant improvement. For \( r_s = 2 r_c \), the deviation could be driven below the per mill level for \( n = 40 \) (not shown), which indicates that the remaining error for \( r_s = 1.3 r_c \) is due to the finite integration radius. On the other hand, the larger value of \( r_s \) requires higher \( n \) values to reach a specific level of accuracy.

To connect back to the \( \Delta A_{\text{eff}} \) metric discussed in Subsection 3.A, it can be mentioned that the maximal \( \Delta A_{\text{eff}} \) for \( n = 5 \) is \( \sim 10\% \), whereas it is \( \sim 1\% \) for \( n = 7 \). Thus, the accuracy levels achieved for the integrated spectral deviations appear to resemble those found for the effective areas, although a more comprehensive simulation program would be needed to substantiate this as a general claim. As may be appreciated by comparing with Fig. 3, an accuracy level of a few percent in these metrics only implies slight differences in the calculated spectra. Therefore, \( r_s = 1.3 r_c \) appears to be an acceptable choice unless in exceptional situations, e.g., if the major part of the input power is coupled into a poorly confined mode. Regarding numerical complexity, the runtime for the GQ method with \( n = 5 \) was similar to that for the overlap integral method. The GQ runtime scales roughly linearly with \( n \) as...
expected. Therefore, the OI method is still slightly better than the GQ method for this case of six modes but can be expected to become unfavorable at significantly higher mode numbers.

Of course, the accuracy required of a nonlinear simulation is problem-specific and may in some cases be very high, e.g., if one is interested in modes or frequencies carrying a small part of the total spectral weight. In the present calculations, the small frequency components in the visible spectrum were found to converge with a relative accuracy similar to, or even better than, the spectra around the pump wavelength. In any event, it is an advantage of the GQ approach that numerical convergence can be checked in a straightforward and systematic manner simply by increasing the number of integration points.

**C. Mode Profile Dispersion**

In Section 2, it was described how mode profile dispersion can be accounted for in a straightforward manner using the GQ approach. For the OI approach, on the other hand, a correct treatment in the multimode case is not easy. A systematic approach is to expand the frequency-dependent guided modes in a larger set of frequency-independent basis states, with frequency-dependent expansion coefficients. Even for a single-mode fiber, this is a cumbersome strategy [12] because the numerical complexity increases strongly with the number of basis states used. For the multimode case, using a polynomial expansion as in Refs. [12,13], it was found practically impossible to obtain well-converged results. In particular, the description of modes with cutoffs within the frequency window is challenging with such an expansion. An alternative approach could be to generalize the modified effective area approach described in Refs. [12,19], but the most straightforward generalization to the multimode case will increase the numerical complexity from $O(M^2N \log(N))$ to $O(M^4N \log(N))$, which is still a major drawback, and it is difficult to control the approximation in a systematic way. On the other hand, the accuracy of the GQ approach can still be checked simply by increasing $n$ and/or $r$.

Mode profile dispersion is a particularly important phenomenon for multimode fibers because some modes may have cutoffs appearing within the frequency window of interest. A striking example of this may be appreciated by comparing Fig. 2 with Fig. 5, which shows a similar calculation using the GQ approach with frequency-dependent mode profiles. It can be seen that the inclusion of frequency dispersion suppresses the spectral weight beyond 2 μm and also changes the shape of the CR spectrum between 700 and 800 nm. The reason is straightforward: in the calculation without mode profile dispersion, the spectrum beyond 2 μm was mainly in the LP21 modes, but these modes (together with the LP02 mode) actually cut off just below 2 μm in the fiber under study, meaning that the simulation with fixed mode profiles does not give an accurate description of the nonlinear dynamics, especially since the present calculations do not account for modal losses. In the GQ calculation, the cutoff means that the modes expand strongly, leaving only a little weight in the integration region close to the core; therefore, nonlinear coupling to longer wavelengths in these modes is suppressed, which is physically reasonable. The small spectral weight observed on the LP21 modes just beyond 2 μm appears because the unguided modes still have some fraction of power inside the core due to the boundary condition on the modal field calculations discussed in Subsection 3.A; however, this fraction rapidly goes down with increasing wavelength.

In Fig. 6, the total spectral density, summed over all modes, is plotted for the OI calculation without mode profile dispersion, as well as for GQ calculations with $r = 1.3 r_s$ and $n = 5–8$ including mode profile dispersion. Apart from showing again the impact of mode profile dispersion, the figure shows that a fair convergence is reached for $n = 6$, whereas the curves for $n = 7$ and $n = 8$ are almost indistinguishable.

To further validate the GQ approach, calculations with $r = 1.3 r_s$ and low $n$-values are compared with a reference calculation with $r = 2 r_s$, $n = 40$ in Fig. 7, using the same metric as in Fig. 4. An accuracy at the percent level is readily reached already for $n = 7$. This indicates that mode profile dispersion does not have a strong impact on GQ convergence, and also that the use of a low $r$ value is justified, even in the case...
where some modes become unguided in the relevant frequency window.

As discussed in Subsection 3.A, the numerical overhead for including mode profile dispersion is a factor of ~2 for the FFT contribution, whereas there is no change for the terms linear in \( N \). In the present example, the computation time was found to increase by 50%–60% when including mode profile dispersion, indicating that both \( O(N) \) and \( O(N \log N) \) terms contribute significantly to the computational effort.

4. DISCUSSION

The GQ method as implemented in this work relies on real-space grids optimized for integrating low-order polynomials, i.e., smooth mode profile distributions. The chosen test case of modes in fibers with weak index contrast is therefore favorable for the method, and further work will be needed to establish its merits in other situations. For waveguides with high index contrasts, such as photonic crystal fibers, or high-index integrated-optics technology, one typically has a situation where both the fields and the value of the nonlinear coefficient change discontinuously over the waveguide cross-section. In such a situation, direct application of a GQ grid is obviously not a good idea. For simple geometries, however, it may be possible to apply the GQ approach by sectioning the nonlinear polarization integral with a GQ grid for each material region. A particularly simple example would be a silica nanofiber, where the method presented in this work could be implemented directly using \( r_i = r_c \), since the nonlinear coefficient of the (air) cladding in this case is negligible [14]. In more complicated geometries, such as solid-core fibers, one typically has a situation where both the fields and the value of the nonlinear coefficient change continuously over the waveguide cross-section. In such a situation, direct application of a GQ grid is obviously not a good idea. For simple geometries, however, it may be possible to apply the GQ approach by sectioning the nonlinear polarization integral with a GQ grid for each material region. A particularly simple example would be a silica nanofiber, where the method presented in this work could be implemented directly using \( r_i = r_c \), since the nonlinear coefficient of the (air) cladding in this case is negligible [14].

Fig. 7. Integrated absolute differences in total spectral density between a GQ calculation with \( r_i = 2r_c \) and \( n = 40 \) and GQ calculations with \( r_i = 1.3r_c \) as a function of the number of radial gridpoints \( n \) used in the latter case. Results are divided by the integral of the total OI spectral density.

5. CONCLUSION

In conclusion, a numerical approach to nonlinear propagation problems in multimode fibers using on-the-fly real-space integration of the nonlinear polarization on a GQ grid has been investigated. It has been shown that the numerical complexity of this approach scales linearly or at most quadratically with the number of guided modes and that mode profile dispersion may be taken into account with modest computational overhead (except in cases where Raman scattering is neglected). The approach was compared with the widely used approach based on evaluating the nonlinear polarization by summing mode overlap integrals and was found to have a comparable numerical complexity for the particular case of a step-index fiber with six guided modes. Since the overlap integral approach has less favorable scaling properties and is more problematic with respect to inclusion of mode profile dispersion effects, the GQ method will be superior for cases with a large number of guided modes as well as cases where mode profile dispersion is important.
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