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Recognizing nitrogen dopant atoms in graphene using atomic force microscopy
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Doping graphene by heteroatoms such as nitrogen presents an attractive route to control the position of the Fermi level in the material. We prepared N-doped graphene on Cu(111) and Ir(111) surfaces via chemical vapor deposition of two different molecules. Using scanning tunneling microscopy images as a benchmark, we show that the position of the dopant atoms can be determined using atomic force microscopy. Specifically, the frequency shift–distance curves $\Delta f(z)$ acquired above a N atom are significantly different from the curves measured over a C atom. Similar behavior was found for N-doped graphene on Cu(111) and Ir(111). The results are corroborated by density functional theory calculations employing a van der Waals functional.
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I. INTRODUCTION

The position of the Fermi level in conventional semiconductors can be controlled by introducing dopant atoms into the lattice. The same approach can be used for graphene [1–5]. In order to understand the effect of dopant atoms in graphene, it is essential to be able to study the number of dopants, their distribution, and how they are incorporated in the lattice, ideally down to the atomic level.

Scanning tunneling microscopy (STM) has been used to study the geometric and electronic structure of mechanically exfoliated and epitaxially grown graphene [6–15] and graphene nanostructures [16–21]. Doped graphene has also been studied with STM. For example, it was found that nitrogen- and boron-dopant atoms in graphene have a characteristic appearance in STM images, allowing their identification [22–24]. Furthermore, it was found that the nitrogen atoms in graphene, grown by chemical vapor deposition, occupy predominantly one sublattice of graphene [25]. Due to the convolution of geometric and electronic contributions to the STM signal, it is typically not straightforward to determine how the dopant atoms are incorporated into the lattice. However, precisely the incorporation in the lattice determines how the dopant atoms affect the properties of the host material [26].

Atomic force microscopy (AFM) can image the geometric structure of graphite and graphene with atomic resolution [3,27–34]. Chemical recognition of atoms in a material with AFM is however nontrivial. It has been shown that AFM-based force-distance spectroscopy can provide chemical contrast between the chemically very different atoms Pb, Si, and Sn in a surface alloy [35]. More recently, the chemical reactivity of boron- and nitrogen-doped graphene grown on silicon carbide was investigated with AFM [24]. Chemically passivated tips can also provide different contrast above boron atoms in graphene [5]. Since we aim to identify two chemical elements that are similar in size and are expected to have the same coordination in the lattice, we opted to use metal tips. Metal tips are not chemically inert and we expected that by using metal tips discerning small differences would be easier than with functionalized tips.

Here, we describe a method by which individual N-dopant atoms in graphene can be recognized by AFM. Using STM data as a benchmark, we show that the minima in frequency shift–distance $[\Delta f(z)]$ spectra are distinctly different for N and C atoms. This behavior was observed for graphene grown on Cu(111) and Ir(111) surfaces. By exploiting the well-defined moiré pattern of the lattice, we analyzed the influence of height corrugation of the substrate, as well as the coupling strength to the surface. The experimental results are corroborated by density functional theory (DFT) calculations.

II. METHODS

A. Sample preparation and synthesis

Clean Cu(111) and Ir(111) crystals were prepared using several sputtering (with argon) and annealing cycles. For the synthesis of N-doped graphene on Cu(111), a protocol from Zabet-Khosousi et al. was adapted [25], while for synthesis on Ir(111) we adapted the method described by NDiaye et al. [7]. Two types of precursor molecules were used: 1,10-phenanthroline (Phen) and 1,2,4-triazolo(1,5-a)pyrimidine (Pyr), both purchased from Sigma-Aldrich and used without further purification (indicated purity: 99% for Phen and 99% for Pyr). Their chemical structures are shown in Figs. 1(a) and 1(b), respectively. Note that the ratio between N and C atoms in the molecules is 1:6 for Phen and 4:5 for Pyr. Precursors were thermally evaporated onto a hot Cu(111) (875 °C) or Ir(111) (1200 °C) surface. After molecular deposition, the temperature of the metal crystals was kept constant at these temperatures for 20 minutes for Cu(111) and for 30 seconds for Ir(111). The Ir(111) crystal was transferred out of the preparation chamber at an elevated temperature to minimize the adsorption of residual molecules onto the surface.

B. Experimental procedures

The experiments were performed using a combined LT STM/AFM from Scienta Omicron GmbH. The base pressure was lower than $2 \times 10^{-9}$ mbar, and the working temperature was 4.6 K. A commercially available qPlus sensor with a
resonance frequency $f_0 \approx 25$ kHz, a spring constant $k \approx 1800$ N/m, and a quality factor $Q \approx 25$ k was used, which was operated with a peak-to-peak amplitude of approximately 2 Å. All STM images were obtained in constant-height mode. All AFM images were acquired in constant-height mode. 3D frequency shift ($\Delta f(z)$) data were obtained by taking multiple constant-height AFM images at stepwise increasing sample-tip distance ($z$). Semiactive drift compensation was applied by correlating STM images obtained between AFM images to determine the lateral drift and compensating for this between consecutive AFM images. Tips providing atomic resolution were prepared by controlled contact with the metal surface and voltage pulses, resulting in a sharp metal tip apex. The tip apex was not functionalized because we expect that using a chemically active tip apex would enable discerning small differences in chemical properties of the investigated atoms. From the 3D data cube, we extracted the coordinates of the minima of all $\Delta f(z)$ curves ($\Delta f_{\text{min}}$ and $z_{\text{min}}$) by fitting a parabolic function to points up to 0.5 Hz above the most negative $\Delta f$ value.

C. Density functional theory calculations

Density functional theory (DFT) simulations were performed on a crystallographic model of graphene/Ir(111). The hexagonal supercell consisted of a $(9 \times 9 \times 4)$ slab of iridium atoms and a single $(10 \times 10)$ layer of graphene; see Fig. 2 [10]. The calculations employed the projector augmented plane wave method [36–38] and the generalized gradient approximation (GGA) and the exchange-correlation functional formulated by Perdew, Burke, and Ernzerhof (PBE) [39] as implemented in the Vienna Ab initio Simulation Package (VASP) [37,40,41]. Van der Waals forces were added by DFT-D3 (BJ damping) [42], and a $\Gamma$-centered $(3 \times 3 \times 1)$ $k$-point mesh was used for sampling. Cutoff values for the wave functions and augmentation functions of 400 eV and 560 eV were used, respectively. Table I gives some key numbers concerning the corrugation of the graphene layer with respect to the Ir(111) substrate, as well as a comparison to previous work. Our results are in good agreement with previously reported values. We found an adsorption energy of 88 meV per C atom, which is close to previously reported values [10].

$\Delta f(z)$ curves were simulated based on calculations involving a tetrahedral metal Ir(111) cluster of four atoms that was brought closer to the sample in a stepwise manner. The size of the tip cluster was limited to four atoms (in two layers) to balance the computational cost (considering the large unit cell needed to describe the substrate) with the accuracy (we used small oscillation amplitudes, increasing the sensitivity to short-range chemical forces). However, our calculations will underestimate the magnitude of the electrostatic contribution to the total tip-sample force [43]. During these calculations the tip-apex atom, the probed atom, and its three nearest neighbors were allowed to relax their position; the positions of all other atoms of the graphene and iridium slab were fixed. We fitted the as-obtained data points with a Morse potential. The fitted energy-distance curves were first converted to force-distance curves by taking the derivative with respect to distance, and subsequently to $\Delta f(z)$ curves using the method described by Giessibl [44].

III. RESULTS AND DISCUSSION

We first describe the results for N-doped graphene on Cu(111). Figures 3(a) and 3(b) show an overview and higher magnification image of a graphene film grown using Phen. The
TABLE I. Corrugation of the graphene moiré pattern on Ir(111). The value of $h$ in the various positions is computed using the height of the nearest Ir atom as a reference.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>$h_{\text{top}}$ (Å)</th>
<th>$h_{\text{fcc}}$ (Å)</th>
<th>$h_{\text{hcp}}$ (Å)</th>
<th>$h_{\text{bridge}}$ (Å)</th>
<th>$\bar{h}$ (Å)</th>
<th>$\Delta h$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hämäläinen et al. [34]</td>
<td>LEED</td>
<td>3.71</td>
<td>3.29</td>
<td>3.27</td>
<td>n/a</td>
<td>3.39 ± 0.03</td>
<td>0.43 ± 0.09</td>
</tr>
<tr>
<td>Busse et al. [10]</td>
<td>DFT</td>
<td>3.62</td>
<td>3.29</td>
<td>3.27</td>
<td>n/a</td>
<td>3.41</td>
<td>0.35</td>
</tr>
<tr>
<td>Voloshina et al. [33]</td>
<td>DFT</td>
<td>3.58</td>
<td>3.28</td>
<td>3.27</td>
<td>3.315</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>This work</td>
<td>DFT</td>
<td>3.63$^a$</td>
<td>3.32$^b$</td>
<td>3.31</td>
<td>3.32</td>
<td>3.40</td>
<td>0.34</td>
</tr>
</tbody>
</table>

$^a$All the atoms that constitute the hexagon in the top position have the same height.
$^b$The values for $h_{\text{fcc}}$, $h_{\text{hcp}}$, and $h_{\text{bridge}}$ correspond to the height of the lowest atom among otherwise equivalent sites.

overview image shows that synthesis of N-doped graphene on Cu(111) resulted in flaked, irregular, small patches of graphene with a diameter up to 100 nm. A more zoomed view of such a graphene patch, Fig. 3(b), shows characteristic triangular-shaped features that have been assigned to individual N dopants in graphene [23,25,45]. Determining the optimal parameters to grow large graphene flakes on Cu(111) using the method described above is beyond the scope of the present paper.

Phen can also be used to grow N-doped graphene on Ir(111). In this case, films with lateral sizes on the order of micrometers were obtained. Figure 3(c) shows an STM image of such a large graphene sheet. The elongated features with larger apparent height, i.e., the white stripes, are due to rippling of the graphene sheet [6,46]. Higher magnification STM images of the graphene films on Ir(111) also feature triangular shapes, not present in pristine graphene; see Fig. 3(d). These features have previously been identified as signatures of N dopants [45].

As evidenced by the STM images shown in Figs. 3(e) and 3(f), graphene films on Ir(111) could also be grown using Pyr as the precursor molecule. Despite the fact that this molecule has a significantly higher N to C ratio, the concentration of dopant atoms was found to be of the same order of magnitude as that of the graphene sheets grown with Phen. In the films grown with Pyr molecules, we encountered triangular-shaped features with a significantly larger spatial extension, as shown in Fig. 3(f). Similar features have previously been attributed to two N atoms in close proximity [22,23].

The fact that the N dopants have a well-defined signature in STM images means that we can use this data to benchmark the AFM data; i.e., by sequentially acquiring an STM and AFM image of the same area, the location of the N atom in the graphene can be pinpointed. Figures 4(a) and 4(b) show an STM and AFM image of the same area of a N-doped graphene film on Cu(111). Again, the STM image shows a clear feature due to the N atom. However, it is not possible to determine the location of the N atom directly from the STM or the AFM images. The STM image is not atomically resolved at the location of and in the immediate surrounding of the dopant atom. In contrast, the six-membered rings of the graphene lattice are clearly resolved in the AFM image. Interestingly, in the vicinity of the N atom, the six-membered rings appear heavily distorted. From DFT calculations the lateral stretching in the graphene network induced by the substitutional dopant is only about 1% in compression to the nearest-neighbor distance. Thus these distortions are imaging artifacts and are most likely due to the electrostatic interaction between the dopant atom, which has a partial positive charge, and the dipole moment of the tip [42,43,47,48]. A Bader charge

FIG. 3. (a), (b) Overview and zoom of graphene on Cu(111) grown with Phen precursor molecules. (a) STM set point 20 pA at 100 mV. (b) STM set point 50 pA at 1.0 V. Dopant concentration approximately 1%. (c), (d) Overview and zoom of graphene on Ir(111) grown with Phen precursor molecules. (c) STM set point 1 nA at 100 mV. (d) STM set point 1 nA at 100 mV. Dopant concentration less than 1%. (e), (f) Overview and zoom of graphene on Ir(111) grown with Pyr precursor molecules. (e) STM set point 1 nA at 100 mV. (f) STM set point 500 pA at 100 mV. Dopant concentration less than 1%. 
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analysis shows that the N atom has a charge of $1.27e$, where 73% of that charge is extracted from the 3 neighboring C atoms donating 0.3e each to the N atom. The proposed location of the N atom in the AFM image, indicated by the blue star marker in Fig. 4(b), is not at the center of the triangular signature of the STM image, despite the fact that the two images, Figs. 4(a) and 4(b), are obtained over exactly the same location. Due to tip geometry the location where the signature currents are observed can be slightly offset with respect to the location of the lattice sites as measured by AFM. The region of less negative frequency shift values at the right-hand side of the image is due to the vertical corrugation of the film [33,49].

We acquired several $\Delta f(z)$ curves at atoms that should have (approximately) the same height above the surface; see the markers in Fig. 4(b). The spectra are shown in Fig. 4(c). Note that the spectra on three equivalent C atoms overlap, whereas the spectrum taken above the N atom is significantly different. In particular, the minimum of the $\Delta f(z)$ curve over an N atom is less negative than over a C atom at an equivalent position in the lattice. This trend was observed for different tips. This demonstrates that the method used by Sugimoto et al. [35], where AFM can be used to discriminate atoms, can be successfully extended to N and C atoms in graphene on Cu(111).

To investigate the effect of the dopant on the potential-energy landscape as probed by the AFM, a $\Delta f$ data cube was acquired by taking a series of constant-height AFM images at increasing tip-sample distance. From this data cube, a $\Delta f(z)$ spectrum and therefore the coordinates of the minimum, $\Delta f_{\text{min}}$ and $z_{\text{min}}$, can be extracted for every pixel [30].

**FIG. 4.** (a) STM image of a N dopant in graphene on Cu(111), set point 50 pA at 1.0 V. (b) Constant-height AFM image of the same location at $-20$ pm with respect to STM set point. (c) $\Delta f(z)$ curves obtained over the positions as indicated in (b). Scale bars are $5\,\text{Å}$. 

Figures 5(a) and 5(b) show STM and AFM images obtained over the same location. In the STM image, the characteristic feature of a N dopant is observed, while in the AFM image six-membered rings can be seen. Again, there are image distortions close to the N dopant. The $\Delta f_{\text{min}}$ and $z_{\text{min}}$ maps extracted from a $\Delta f$ data cube are shown in Figs. 5(c) and 5(d), respectively. From the $\Delta f_{\text{min}}$ map it is clear that the effect of the N atom on the minimum $\Delta f$ follows the same trend as before: the minimum $\Delta f$ above the N atom is generally less negative than over C atoms. This effect is not localized on a single atom. This is attributed to the influence of the partially charged N atom on the charge density of the atoms to which it is bound [24].

**FIG. 5.** (a) STM image of a N dopant in graphene on Cu(111), set point 50 pA at 1.0 V. (b) Constant-height AFM image of the same location at $-20$ pm with respect to STM set point. (c) $\Delta f_{\text{min}}$ map of the same area. (d) Corresponding $z_{\text{min}}$ map, where 0 corresponds to $-20$ pm with respect to STM set point. Scale bars are $3\,\text{Å}$. 

To investigate the general applicability of this approach and to study the influence of the sample-substrate interaction, we...
performed the same experiments on N-doped graphene grown on an Ir(111) surface. Graphene on Ir(111) is physisorbed, but exhibits a chemical modulation [10]. The C atoms located at top sites of the moiré pattern have a weak vdW interaction with the substrate, while the atoms in the hcp site form a weak covalent bond to the surface. This provides the opportunity to investigate the influence of the interaction between the surface and the species of interest on the chemical recognition by AFM.

First we present N-doped graphene on Ir(111) made with precursor Phen, Figs. 6(a)–6(d). A unit cell of the moiré lattice is overlaid on the images to indicate the positions of the dopant atoms relative to their position in the moiré pattern. From the STM image, Fig. 6(a), we can see that there are two N dopants at approximately the same lattice positions with respect to the moiré pattern, namely an hcp site. Consequently, they have a similar effect on the surrounding energy landscape. In the AFM image, Fig. 6(b), the top sites appear elongated towards the positions of the dopants. The elongation effect cannot be caused by an asymmetry of the tip as top sites that do not have a N atom in an adjacent hcp site (right and left side of the image) do not show the elongation. A similar elongation is found in the $\Delta f_{\text{min}}$ and $z_{\text{min}}$ maps, Figs. 6(c) and 6(d). As was observed for N-doped graphene on Cu(111), $\Delta f_{\text{min}}$ is significantly less negative over the N atom than over C atoms located at the same position in the moiré unit cell.

If we overlay the moiré lattice extracted from the constant-height AFM image onto the $\Delta f_{\text{min}}$ and $z_{\text{min}}$ maps, there is a significant mismatch for the former; i.e., the locations of least negative frequency shift appear shifted with respect to the positions of the top sites of the moiré lattice. In contrast, the moiré lattice extracted from the AFM image fits the $z_{\text{min}}$ map which was extracted from the same data as the $\Delta f_{\text{min}}$ map quite well. The shift in the $\Delta f_{\text{min}}$ map is most likely caused by an asymmetry in the mesoscopic tip shape. If the tip is asymmetric at this length scale, the vdW attraction will also be asymmetric. The same argumentation, used to explain why the corrugation of the surface is visible in the $\Delta f_{\text{min}}$ map, explains why the moiré top positions appear shifted in the $\Delta f_{\text{min}}$ map. Important to note here is that only the apparent positions of the top and valley sites have changed: the actual moiré pattern positions, as well as the locations of the dopant atoms, remain the same. The characteristic contrast of the N atoms is still at their hcp locations in the overlaid moiré grid, where the $\Delta f_{\text{min}}$ for N is less negative than for the surrounding C atoms.

Figures 6(e)–6(h) show results from a set of experiments performed on N-doped graphene grown using Pyr. Interestingly, the STM signature is very different from that shown in Fig. 6(a) and has a significantly larger spatial extension. From the AFM image, it is concluded that the feature observed in the STM channel is located at the top site of the moiré lattice. Previously, a very similar signature in STM images was attributed to two N atoms on neighboring positions on the same sublattice, i.e., with one N atom in the meta position with respect to the other [23]. Figures 6(g) and 6(h) show the $\Delta f_{\text{min}}$ and $z_{\text{min}}$ maps. Also in this case, the area where the N atoms are expected to be has a clearly different signature in both maps compared to C-only top sites of the moiré lattice. Note that the difference between the top sites in the $z_{\text{min}}$ map is much larger than typical variations observed between identical top sites.[34], reinforcing the assignment that the feature observed in the STM image is due to incorporation of (multiple) N atoms at that site.
The contrast over the rings/atoms is reversed in Figs. 6(b)–6(d) in comparison to Figs. 6(f)–6(h). That is, in Figs. 6(b)–6(d), the centers of the hexagonal rings are more attractive (larger negative frequency shift) than the apparent bonds, whereas this trend is reversed in Figs. 6(f)–6(h). The contrast inversion in constant-height AFM images of graphene has been reported before and is due to the offsets in the $\Delta f(z)$ curves acquired over apparent bonds and the center of the hexagons [15].

To corroborate the experimental findings, we performed DFT calculations. In particular, we simulated $\Delta f(z)$ curves obtained for N-doped graphene on Ir(111). We chose to model graphene on Ir(111) because of its well-defined moiré pattern that can be modeled well by a periodic supercell, taking $(10 \times 10)$ unit cells of graphene on $(9 \times 9)$ cells of Ir(111) [10,33]. We simulated $\Delta f(z)$ curves for N and C atoms in two distinctive positions in the moiré pattern. These are the top and hcp sites of the moiré unit cell, as indicated in Fig. 2(a). At the top sites, the interaction between graphene and Ir(111) is mainly due to vDW interactions, whereas at the hcp sites a weak covalent bond is formed between C atoms and the underlying Ir atoms [10]. The results of the energy-distance calculations, as well as the corresponding fits to a Morse potential, are shown in Figs. 7(a) and 7(b). The blue curves are for a N atom, the black curves for a C atom in the same position. From these curves we calculated the corresponding $\Delta f(z)$ curves, Figs. 7(c) and 7(d).

For both the top and hcp sites, the simulated $\Delta f(z)$ curves are clearly distinct for N and C; $\Delta f_{\min}$ is significantly less negative above N compared to C, in qualitative agreement with our experimental observations for N-doped graphene on both Cu(111) and Ir(111). The value of $\Delta f_{\min,C} - \Delta f_{\min,N}$ differs between simulation and experiments and also between the experiments, being approximately 10 Hz, 0.5 Hz, 3 Hz, and 1 Hz for the simulation and the Cu(111) and two Ir(111) experiments, respectively. The fact that the experimental values for the difference between N and C (data acquired with different tips) are not identical points to the importance of the chemical composition and geometry of the tip apex. As stated earlier, we only used one tip geometry and composition in the DFT calculations. It is likely that the electrostatic contribution is underestimated [43]. Furthermore, uncertainties in the experimental parameters needed to convert the calculated $E(z)$ curves to $\Delta f(z)$ curves contributes to the observed discrepancy between the experimental and simulated values of the frequency shift. Because of the above, we only focus on qualitative trends in the DFT results.

Note that the $z$ position of the minimum is shifted towards the surface (smaller $z$ value) for the hcp site, in agreement with the vertical corrugation of the moiré pattern. These findings imply that the surface-graphene interaction has a negligible influence on the chemical recognition of N dopants in graphene on Ir(111).

The same trend is found in the simulations and in the copper and iridium experiments, which is a good indication that the observed trend ($\Delta f_{\min}$ is less negative for a N atom than for a C atom) is robust, regardless of location or substrate. We should note that Telychko et al. found the reverse relationship [24]; however their experiments employed a silicon carbide surface instead of the metallic surfaces presented in this paper.

We theoretically investigated the effect of the substrate. This was done by performing similar calculations to those described above using a graphene sheet without underlying substrate, but having the same moiré corrugation as in the case of the simulations including the Ir(111) substrate, and comparing the results to those obtained for the calculations including the substrate. The resulting curves for the C atom are shown in Fig. 7(e). Black lines correspond to the results obtained from calculations including the substrate [these are reproduced from Figs. 7(c) and 7(d)], whereas green lines are the results obtained from the simulations without the substrate. Figure 7(f) shows the same, but for the N atom, where the blue lines are for calculations that include the Ir(111) substrate [these are reproduced from Figs. 7(c) and 7(d)] and the orange curves are calculated without substrate. The solid lines correspond to spectra over atoms at a top site, while the dashed lines correspond to $\Delta f(z)$ curves simulated over an hcp site.
First, we will discuss the results obtained for C, Fig. 7(e). For the calculation including substrate, the $z$ position of the minimum for C atoms in hcp and top sites is shifted to smaller $z$ (compare dashed and solid black lines). As can be inferred from Table I, the difference in $z$ between top and hcp sites is approximately 0.32 Å. This corresponds very well to the shift in $z$ of the minimum (indicated by the green bar). Removing the substrate from the calculation does not affect the position of the minimum in $z$ (compare black and green lines). This implies that the position of the minimum reflects the corrugation of the sample.

The depth of the minimum, i.e., $\Delta f_{\text{min}}$, is virtually identical for top and hcp sites for simulations with (compare solid and dashed black lines) and without the Ir(111) (compare solid and dashed green lines). The difference in $\Delta f_{\text{min}}$ in the calculations (black bar) is much smaller than what is found experimentally. This is attributed to the underestimation of the vdW contribution by the small Ir$_4$ cluster used as the model for the tip in the DFT calculation. In the calculations the additional vdW attraction caused by the bulk tip was only accounted for by a homogeneous offset. Note that the absolute value for $\Delta f_{\text{min}}$ does differ for calculations with (black) and without (green) substrate. This offset is due to the vdW interaction between the tip and the Ir atoms of the substrate. From this result, we infer that the interaction between the tip and a C atom in graphene/Ir(111) is (almost) unaffected by the interaction between graphene and the Ir(111).

Next, we turn our attention to the N atom, Fig. 7(f). Again, the moiré corrugation results in a shift of $z_{\text{min}}$ between top (solid) and hcp (dashed) sites, indicated by the orange bar. This is observed for calculations with (blue) and without (orange) substrate. Table II gives key heights for the moiré corrugation of graphene with N dopant atoms at various sites. From this table it can be seen that the moiré corrugation is hardly disturbed by the dopant atoms. N dopants at top sites appear at the same site as their C counterparts in pristine graphene. For the other three sites we see that the N dopants protrude a few pm with respect to the original position of C in pristine graphene. Furthermore, the C-N distances are virtually identical to the C-C distances (1% contraction). Hence, we ascribe the shift in $z_{\text{min}}$ between top (solid) and hcp (dashed) lines to the moiré corrugation.

Now focus on $\Delta f_{\text{min}}$ for the calculation without substrate (orange curves). The depth of the minimum, i.e., $\Delta f_{\text{min}}$, is the same for atoms in hcp and top sites. This is consistent with the fact that in the absence of the substrate, the N atoms in the different sites are chemically equivalent and have equal surroundings. As established for C above, the vertical corrugation of the graphene itself leads to only a very small change in the depth of the minimum. Turning to the calculation including the substrate (blue lines), the $\Delta f_{\text{min}}$ is significantly less negative for the top site (solid blue), than for the hcp site.

Next, we will discuss the results obtained for C, Fig. 7(e). For the calculation including substrate, the $z$ position of the minimum for C atoms in hcp and top sites is shifted to smaller $z$ (compare dashed and solid black lines). As can be inferred from Table I, the difference in $z$ between top and hcp sites is approximately 0.32 Å. This corresponds very well to the shift in $z$ of the minimum (indicated by the green bar). Removing the substrate from the calculation does not affect the position of the minimum in $z$ (compare black and green lines). This implies that the position of the minimum reflects the corrugation of the sample.

The depth of the minimum, i.e., $\Delta f_{\text{min}}$, is virtually identical for top and hcp sites for simulations with (compare solid and dashed black lines) and without the Ir(111) (compare solid and dashed green lines). The difference in $\Delta f_{\text{min}}$ in the calculations (black bar) is much smaller than what is found experimentally. This is attributed to the underestimation of the vdW contribution by the small Ir$_4$ cluster used as the model for the tip in the DFT calculation. In the calculations the additional vdW attraction caused by the bulk tip was only accounted for by a homogeneous offset. Note that the absolute value for $\Delta f_{\text{min}}$ does differ for calculations with (black) and without (green) substrate. This offset is due to the vdW interaction between the tip and the Ir atoms of the substrate. From this result, we infer that the interaction between the tip and a C atom in graphene/Ir(111) is (almost) unaffected by the interaction between graphene and the Ir(111).

Next, we turn our attention to the N atom, Fig. 7(f). Again, the moiré corrugation results in a shift of $z_{\text{min}}$ between top (solid) and hcp (dashed) sites, indicated by the orange bar. This is observed for calculations with (blue) and without (orange) substrate. Table II gives key heights for the moiré corrugation of graphene with N dopant atoms at various sites. From this table it can be seen that the moiré corrugation is hardly disturbed by the dopant atoms. N dopants at top sites appear at the same site as their C counterparts in pristine graphene. For the other three sites we see that the N dopants protrude a few pm with respect to the original position of C in pristine graphene. Furthermore, the C-N distances are virtually identical to the C-C distances (1% contraction). Hence, we ascribe the shift in $z_{\text{min}}$ between top (solid) and hcp (dashed) lines to the moiré corrugation.

Now focus on $\Delta f_{\text{min}}$ for the calculation without substrate (orange curves). The depth of the minimum, i.e., $\Delta f_{\text{min}}$, is the same for atoms in hcp and top sites. This is consistent with the fact that in the absence of the substrate, the N atoms in the different sites are chemically equivalent and have equal surroundings. As established for C above, the vertical corrugation of the graphene itself leads to only a very small change in the depth of the minimum. Turning to the calculation including the substrate (blue lines), the $\Delta f_{\text{min}}$ is significantly less negative for the top site (solid blue), than for the hcp site.
IV. CONCLUSION

In summary, we have explored the capabilities and performance of AFM for the identification and characterization of N dopants in graphene. Using chemical vapor deposition, we grew graphene on Cu(111) and Ir(111) surfaces using two different N containing precursor molecules. In all cases, clear signatures of N atoms incorporated in the lattice where observed in STM images. These were used as a benchmark for the AFM experiments. For both substrates, the $\Delta f(\zeta)$ curves acquired above N and C located at similar positions with respect to the moiré lattice exhibit significant differences. In particular, the location of the minimum, $\Delta f_{\text{min}}$, and $\zeta_{\text{min}}$ were found to contain information on the chemical nature of the atom above which the curve was acquired. The experimental findings are reproduced using DFT calculations. We expect the method described above to also be applicable to other dopants.
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