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ABSTRACT

Heterogeneous catalysis, the conversion of chemicals by the use of a suitable solid state catalyst, is a very important technology in modern society and it is involved in the production of up to 90% of all chemicals. Catalysis has in this way played a significant role in the technological and economic development in the 20th century. There is however a downside to this development and we are seeing significant pollution and pressure on resources. Catalysis therefore has an increasingly important role in limiting pollution and optimizing the use of resources. This development will depend on our fundamental understanding of catalytic processes and our ability to make use of that understanding.

This thesis presents fundamental studies of catalyst nanoparticles with particular focus on dynamic processes. Such studies often require atomic-scale characterization, because the catalytic conversion takes place on the molecular and atomic level.

Transmission electron microscopy (TEM) has the ability to image nanostructures with atomic resolution and reveal the atomic configuration of the important nanoparticle surfaces. In the present work, TEM has been used to study nanoparticles in situ at elevated temperature and with gas present in the microscope in order to recreate the conditions found in a chemical reactor. This is very important because we know that particles may change shape as their surfaces respond to a changing gas atmosphere. To obtain quantitative and credible information in situ, it is very important that we only study intrinsic structures and phenomena and not those that may be induced by the high energy electrons used to image the specimen. This requires careful consideration of the influence of the electron beam in order to understand, control and minimize that influence.

I present four different topics, each related to different aspects of nanoparticle dynamics and catalysis.

The first topic is the reduction of a homogeneous solid state precursor to form the catalytically active phase which is metal nanoparticles on an inert support. Here, we have reduced Cu phyllosilicate to Cu on silica and imaged the process in situ. The data obtained established the foundation for modeling work which revealed that the reduction proceeded by an autocatalytic route. Here, the initial nucleation of Cu is slow and the subsequent growth in size is fast because the Cu particles themselves catalyze further reduction.

The second topic treated the active state of a methanol synthesis catalyst. This work was performed by a parallel approach, where we investigated identically created nanoparticles both with TEM and X-
ray photoelectron spectroscopy (XPS). The methanol synthesis catalyst is a complex high surface area Cu/ZnO/Al₂O₃ structure that is difficult to study by TEM. We therefore created size-selected CuZn alloy nanoparticles that were transformed by oxidation and reduction into Cu nanoparticles decorated with ZnO. This represents a simplified model system for the high surface area catalyst. The interplay between Cu and ZnO and the exact role of ZnO as a promoter for catalytic activity is not yet fully understood. Our work revealed that the surface of the reduced catalyst consists mainly of Cu decorated with well defined ZnO crystals. It was demonstrated by XPS that a fraction of the ZnO is reduced simultaneously with the Cu under H₂ atmosphere, presumably forming a surface alloy in the Cu.

The third topic studied the sintering of Cu nanoparticles supported on silica. Sintering is the main deactivation mechanism for the methanol synthesis catalyst and so this topic is of great interest to the development of better catalysts. It was found that sintering proceeded via Ostwald ripening, i.e. the migration of atomic species between particles, with a net flow from small to larger particles resulting in an overall growth in particle size. The presence of CO increased the rate of sintering significantly and the presence of H₂O slowed it down.

The fourth topic investigated the oxidation of CO on a Pt catalyst in the special case where the reaction displays temporal rate oscillations under fixed conditions. This is a well-known phenomenon, but the mechanism driving the oscillations on nanoparticles has hitherto been unknown. We used nanoreactor technology which allows for simultaneous TEM imaging and activity measurement, also referred to as an Operando experiment. With this we revealed that the shape of the Pt nanoparticles changed in phase with changes in global reaction rate. By the use of reactor modeling it was possible to show that the oscillations were possible due to the coupling between the self-poisoning nature of the CO oxidation reaction on Pt and gas flow and diffusion in the reactor. Our work showed that shape changes can drive global rate oscillations.
Heterogen katalyse, omdannelsen af kemiske forbindelser på en passende katalysator, er en meget vigtig teknologi i det moderne samfund og det er estimeret at katalyse er involveret i produktionen af op til 90% af alle kemikalier. Katalyse har således spillet en vigtig rolle i både den teknologiske og økonomiske udvikling af vores samfund igennem det 20. århundrede. Denne udvikling har dog også en bagside og har medført en stærkt øget forurening og pres på globale ressourcer. Det er derfor helt oplagt at katalyse i fremtiden skal spille en vigtig rolle i reduktion af forurening og i bedre udnyttelse af de tilgængelige ressourcer. En sådan udvikling kræver at vi øger vores fundamentale forståelse af katalysatorer og katalytiske processor og at vi formår at udnytte den viden bedst muligt.

Denne afhandling præsenterer fundamentale studier af nanopartikler i relation til katalytiske processer og med særlig fokus på dynamik. Sådanne studier kræver ofte at vi kan beskrive katalysatorens atomare struktur fordi den kemiske omdannelse sker på molekylært og atomart niveau.

Ved hjælp af transmissionselektronmikroskopi (TEM) er vi i stand til at tage billeder af nanostrukturer med atomar oplossning og på den måde afdække den atomare struktur af de katalytisk vigtige overflader. I denne afhandling har jeg brugt TEM til at studere nanopartikler in situ, altså med en omgivende gas og ved høj temperatur, for på den måde at skabe betingelser der minder om dem i en katalytisk reaktor. Dette kan være særlig væsentligt, da vi ved at partiklerne kan skifte form som funktion af det omgivende miljø. For at få troværdig information når vi opererer in situ, er det vigtigt at studere de intrinsiske strukturer og fænomener og ikke fænomener som eventuelt sker som funktion af elektronstrålen. TEM er nemlig baseret på at elektroner med høj energi skydes igennem prøven for at dannes billeder og disse kan i høj grad påvirke prøven. Dette kræver overvejelse og omtanke, men hvis eksperimentet udføres rigtigt er det muligt at finde betingelser hvor intensiteten af elektronstrålen er tilstrækkelig lav, så der ydes begrænsset eller ingen indflydelse på prøven.

I denne afhandling præsenterer jeg resultater under fire forskellige emner, som alle relaterer sig til nanopartikler og katalyse.

Det første emne omhandler reduktion af et homogen oxidmateriale der omdannes til en aktiv katalysator som består af metalliske nanopartikler på en bærer. Konkret har vi reduceret en Cu-silikat for at danne Cu partikler på siliciumdioxid og fulgt processen in situ med TEM. Resultatet viser fremkomst og vækst af nanopartikler optaget
med en høj tidslig opløsning og disse data blev brugt som basis for en modellering af partikelvæksten.


Det fjerde emne omhandler CO oxidation på en Pt katalysator under forhold hvor den globale rate oscillator. Dette er et velbeskrevet fænomen i litteraturen, men det har hidtil ikke været kendt hvilken mekanisme der driver sådanne oscillationer på nanopartikler. Vi brugte en miniaturiseret reaktor, den såkaldte nanoreaktor, som gør det muligt at optage TEM billeder samtidig med at den katalytiske omsætning måles. Ved hjælp af denne teknik kunne vi iagttage hvordan Pt partiklerne skiftede form synkront med ændringer i omsætningsgraden af CO. Et omfattende arbejde med at modellere reaktionen med baggrund i disse observationer viste at sådanne formændringer er tilstrækkeligt til at forklare oscillationerne i omsætning.
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THESIS
INTRODUCTION

This thesis presents work on heterogeneous catalyst systems, mainly studied using electron microscopy techniques. It has been carried out in a close collaboration between Haldor Topsøe A/S and CINF DTU. Here we have been able to combine the strong competences in electron microscopy and catalysis at Haldor Topsøe with the expertise in sample preparation and ultra high vacuum techniques at CINF. Part of the work has also been carried out in collaboration with researchers from Utrecht University.

My research has been divided into four topics, which is also reflected in the structure of this thesis. All four topics have been concerned with nanoparticle catalyst systems and the dominant experimental technique has been transmission electron microscopy (TEM). For most experiments, the catalysts have been imaged under in situ conditions, which entails elevated temperature and pressure. This opens up the possibility of studying nanoparticles under conditions that resemble a chemical reactor in order to reveal the true atomic structure of a catalyst. In situ experiments have also allowed me to study the nanoparticles during dynamic transformations such as reduction, oxidation and sintering. Using this technique, I have worked with several important aspects of nanoparticles and their role as catalysts in the conversion of chemicals. Specifically, I have been concerned with three stages of catalyst life: particle formation, nano-scale structure during operation and catalyst aging.

My research has had two goals: first, to expand our knowledge of nanoparticle catalysts, particularly with respect to fundamental aspects and atomic structure, and second to further develop the experimental techniques related to in situ TEM. I hope, with the work I present in this thesis, that I have helped advance our understanding and capabilities within the field.

1.1 HETEROGENEOUS CATALYSIS

Catalysis is the enabling of a chemical conversion by the use of a catalyst. The catalyst can be an enzyme, a chemical substance or a solid. The catalyst is not consumed in the reaction, but is left unchanged, ready for the next conversion. A chemical reaction proceeds because there is a decrease in potential energy associated with it, but the barrier for conversion may be too high for it to ever happen without the catalyst. An example is a mixture of a combustible gas with air. There is a significant energy gain associated with the combustion process.
(reaction with oxygen from the air), but the mixture is stable at room temperature. In order for the reaction to happen, the molecules must be brought in close contact and sufficient energy must be transferred to break or activate internal bonds, which can happen by heating up the gas mixture or on the surface of a suitable catalyst.

The present thesis will only be concerned with the sub topic of heterogeneous catalysis, where the reacting molecules and the catalyst are in different phases. Specifically, for all reactions studied here reactants and products are gases and the catalyst is a solid, typically in the form of metal nanoparticles.

Schematically the role of the catalyst can be depicted as in Figure 1.1 for the reaction between reactants A and B to form the product C. The gas phase reaction is associated with a high barrier (high potential energy for the transition state), which is significantly reduced if the reaction takes place on the surface of a catalyst. The surface catalyzed reaction proceeds over three steps. Bonding: the reactants bond to the catalyst, resulting in a gain in energy (lowering of potential energy). Reaction: the reactants are both bonded to the catalyst, they are broad in close proximity and intramolecular bonds are weakened, and hence the barrier for reaction to the product C is lowered. Separation: the product leaves the catalyst.

![Potential energy diagram for a catalytic reaction](image)

Figure 1.1: Potential energy diagram for a catalytic reaction where reactants A and B combine to form product C. Figure inspired by [1]

Any catalyst will not work for any reaction, rather the catalyst must specifically match a given chemical reaction. From Figure 1.1 we can deduct some information about how good a catalyst is. The possible catalyst candidates are divided into three regimes: i) The reactants A and B will not bind to the catalyst, i.e. there is no energy gained from bonding to the catalyst. In this case the reaction will be slow or not proceed at all. ii) Reactant, intermediates or the products bind too strongly to the surface and the catalyst surface will be occupied
and not ready to accept new reactants. In this case the reaction will also be slow or not proceed at all. iii) The binding is just right, meaning that reactants will bind to the catalyst and products will separate at an acceptable rate. This is a qualitative explanation of Sabatier’s principle, which states that there is an optimum rate of reaction as a function of the heat of adsorption[1]. In the following, a more quantitative explanation of the binding of molecules and atoms to surfaces will be given in relation to transition metal catalysts.

1.1.1 Transition metal catalysis

The most important elements for heterogeneous catalysis are the transition metals. When a molecule or atom is adsorbed on the surface of a catalyst, there will be an interaction between the electronic states of the catalyst and the adsorbate. It is therefore important to consider the electronic properties of the catalyst, in this case a transition metal. A schematic drawing of the density of states (DOS) for a transition metal is shown in Figure 1.2. The DOS is characterized by a broad sp-band and a narrow d-band. An adsorbate will interact strongly with the d-band, which functions almost like a molecular orbital, giving rise to bonding and antibonding electronic orbitals for the adsorbate-metal complex[1]. As we move across the periodic table, the filling degree of the d-band will change, which will impact the properties and catalytic reactivity of the transition metals[2–4].

![Figure 1.2: Schematic density of state (DOS) diagram for a transition metal. The electronic structure is characterized by a broad sp-band and a narrow localized d-band.](image-url)
A description of the interaction between adsorbate and metal is given by the Newns-Anderson model[5, 6]. Here, I will qualitatively describe what happens when a molecule approaches a transition metal surface. This will explain why the molecule will bind to the surface and why intermolecular bonds may be weakened in this process[1].

Figure 1.3 presents a schematic diagram of the electronic interaction between adsorbate and catalyst, as a molecule approaches the surface. Here we consider the simple case of an H2 molecule with bonding and antibonding orbitals $\sigma$ and $\sigma^*$, and where both electrons are located in the bonding orbital. As the molecule gets closer, the electron wave functions will start to overlap. The interaction with the sp-band leads to a broadening and a shift to lower energies for the molecular orbitals, resulting in a net energy gain and binding to the metal. The interaction with the narrow d-band resembles the interaction with an atom or molecule and results in a splitting of the $\sigma$ and $\sigma^*$ orbitals into bonding and anti-bonding orbitals. The filling of the bonding orbitals will further strengthen the bond to the surface, and as seen from Figure 1.3, both the $\sigma$ and $\sigma^*$ orbitals can contribute to this bonding, also referred to as chemisorption. The filling of the molecular antibonding orbital $\sigma^*$ effectively moves electronic density in the molecule from the bonding to the anti-bonding orbital, which serves to weaken the internal molecular bond. This is key to understanding how a transition metal surface can dissociate a molecule and here we are getting close to the core of heterogeneous catalysis.

Figure 1.3: Schematic drawing of the interaction between the molecular bonding ($\sigma$) and anti-bonding ($\sigma^*$) orbitals of an H2 molecule with the s-p and d-band of a transition metal. The interaction with the sp-band leads to a lowering and broadening of the bands, whereas the interaction with the narrow d-band gives rise to a splitting into bonding and anti-bonding orbitals. If electrons fill the anti-bonding orbital of the molecule, then the molecular bond is weakened, which may lead to dissociation. Figure inspired by [1].
The importance of the d-band for chemisorption and dissociation also explains why material properties as well as catalytic properties vary across the periodic table. Moving from left to right through the transition metals, the d-band filling degree increases. Figure 1.4 shows the rate of ammonia synthesis for a range of metals, plotted as a function of the d-band occupancy. This is a good illustration of the previously mentioned Sabatier’s principle; metals to the left will readily dissociate N\(_2\) but will bind the N atoms too strongly. The metals to the right are less reactive and will not be able to dissociate N\(_2\). The optimum is found for Ru with a d-band occupancy of around 60\%. A plot of the type shown in Figure 1.4 is referred to as a volcano plot due to the shape. In Figure 1.4 the d-band occupancy is used as a descriptor for the catalytic activity and it is one of the simplest we can think of. The interaction between adsorbates and metal surfaces may however be more complicated than the simple picture drawn here and finding appropriate descriptors for catalytic activity will be more complicated. A tremendous work has been done in the development of methods to calculate adsorption and transition state energies using density functional theory (DFT) and micro-kinetic modeling[2, 4, 8, 9]. This has secured an extensive theoretical framework for the description of heterogeneous catalysis, to a point where it is possible to accurately calculate the rate of catalytic conversion based purely on theory[10]. Furthermore, this theoretical framework is now successfully applied to predict and screen for entirely new classes
of catalysts\cite{11-13}. In Chapter 6, DFT and micro-kinetic modeling is used to calculate the surface specific rate for CO oxidation on Pt.

1.1.2 The active site

So far we have only discussed catalytic activity as a function of the elemental composition of the catalyst. This is however only part of the story; local structural differences may have a significant impact on the catalytic activity which is known as structure sensitivity. In some cases a certain structure, which may only comprise a fraction of the catalyst surface, can be responsible for all catalytic conversion because the activity here is orders of magnitude higher than for other structures\cite{14}. If that is the case, then that structure is typically referred to as the active site. Much of the fundamental research in catalysis can be described as a search for the active site, or more generally; the coupling of structure and activity. It is however not simple at all to determine whether a catalytic reaction is structure sensitive and what is the active site under operating conditions. An excellent tutorial review of structure sensitivity and the nature of the active site in catalysis is given by Nørskov et al.\cite{15}. The following discussion is largely based on that paper.

In a typical catalyst the active element will be present as crystalline nanoparticles. These particles will expose terraces of various types, but there will also be a number of edges, steps, and corners where the atoms have lower coordination numbers. There are two ways in which the catalytic properties of these sites may be different from the flat surfaces; the electronic and the geometrical effect. The origin of the electronic effect is the different local electronic structure of an undercoordinated atom. For the late transition metals, the d-band tends to lie higher for undercoordinated surface atoms, which results in a stronger interaction with adsorbates. Comparing with the volcano plot in Figure 1.4, this corresponds to moving to the left towards stronger binding. Depending on the position of the element on the volcano, this may lead to an increase or a decrease in catalytic activity\cite{15}. The geometrical effect arises because the different surface structures provide alternative geometries for binding of adsorbates and may be very important as e.g. seen for ammonia synthesis\cite{14}.

The local electronic properties may also be changed by alloying, either in the bulk\cite{13}, the surface\cite{16} or as a subsurface alloy\cite{17}. This will change the local electronic environment and will thereby change binding energies of adsorbates, which may lead to increased activity. Chapter 4 is concerned with the methanol synthesis catalyst, where the active site was suggested to be a step in the Cu surface with a Zn atom incorporated\cite{16}.

The idea of structure sensitivity and active site is very important in the experimental catalysis work, such as that presented in this thesis.
In order to unravel the relationship between structure and catalytic activity, it is necessary to measure both structure and catalytic conversion. Due to the many types of surfaces exposed by a nanoparticle catalyst, it is preferred to have a simplified structural model where only a single type of surface is exposed. Traditionally this has been done in well controlled experiments under ultra high vacuum (UHV) conditions. Here, different surface types are studied by the use of single crystals of different orientation and possibly aligned such that a number of step sites are exposed\[18]. An indirect way of demonstrating structure sensitivity is by a site dependent blocking, by e.g. gold\[19] or sulfur\[14]. In UHV experiments, the catalytic conversion is typically not measured for the full reaction, rather a simpler test reaction is chosen as a descriptor for the full reaction. Examples of this is the sticking coefficient for \( \text{N}_2 \) as a test reaction for ammonia synthesis\[14\] or dissociation of CO as a test reaction for methanation\[18, 20\].

The experiments mentioned here are typical for traditional surface science. They operate on idealized surfaces and at low pressures to guarantee a high degree of control and provide very specific structure-activity information. The downside to this is that the conditions are quite different from those in the industrial process. First of all, the catalyst is an idealized structure far from the more complicated industrial catalyst, which is typically in the form of supported nanoparticles. This discrepancy is referred to as the materials gap. Also the environment in the UHV experiment is very different from the inside of a chemical plant, where the pressure can be up to hundreds of bar depending on the process. This is referred to as the pressure gap.

### 1.1.3 In situ catalyst characterization

My research has been devoted to narrowing the material and pressure gaps by working with nanoparticle catalysts at elevated temperature and pressure, referred to as in situ conditions\[21\].

It is often of great interest to study a catalyst under conditions similar to those in the industrial reactor because nanoparticles respond dynamically to changes in the surrounding gas environment due to changes in the surface free energies stemming from the interaction with adsorbates\[22–25\]. In the extreme case, this would mean that the active site is only present under operating conditions, which makes it absolutely necessary to characterize the system in situ.

In situ implementations have been developed for many of the classic characterization tools\[21\]. The implementation is most straightforward with photon based techniques due to the relatively low interaction with matter. These include infrared, raman and x-ray absorption spectroscopy as well as x-ray diffraction\[21, 26\]. Electrons interact
much stronger with matter, but regardless of this, it is now possible to perform the electron based techniques X-ray photoelectron spectroscopy (XPS)[27, 28] and electron microscopy[29, 30] at mbar pressures. My work has revolved around in situ TEM which is described in further detail in Chapter 2.

The investigation of the relationship between structure and activity not only requires good, sometimes in situ, structural characterization, but also a good mean of measuring catalytic activity. The latest frontier within advanced catalysis research technology is simultaneous measurements of structure and activity. This has been coined in Operando[21, 31, 32]. In Chapter 6 I will present our work on Operando TEM, where atomic resolution imaging and measurement of catalytic conversion are performed simultaneously[33].

1.1.4 Catalysis and society

The impact of heterogeneous catalysis on our modern life can hardly be overestimated with 85-90% of the products of the chemical industry made in catalytic processes. Catalysis is indispensable in the production of transportation fuels and bulk and fine chemicals as well as for the removal of pollution from power plants and cars[1].

Because catalysis is involved in so many products, it has a tremendous impact on our lives and the development of the modern western life style over the past hundred years, even if it is not something we see directly. Polymers for example, are produced in catalytic processes and plastics are now found literally everywhere. The process to produce ammonia and thereby make nitrogen available as a synthetic fertilizer has had a big impact on the efficiency of our agricultural production and we would not be able to sustain the global population if not for this.

With these examples, we invariably also get a feeling for the double-edged sword that is our modern lifestyle: Plastics are an enormous pollutant, the synthetic polymers are not broken down and will remain in the environment for literally millions of years. Although the production of fertilizers supports billions of people, the large global population exercises a huge pressure on the environment and available resources. Finally, all the big industrial processes involve the use of fossil resources as fuel and feedstock, and they thereby contribute significantly to global CO₂ release and anthropogenic global warming.

It is unquestionable that we will have to change much about the way we produce chemicals and our lives in general in this century, particularly in the developed countries. Our current way of life is quite simply not sustainable in the long run and it is the responsibility of my generation to support and drive such a development. Here, heterogeneous catalysis will undoubtedly play an important part, both
in terms of limiting pollution in the short term, but also through the development of new processes that use sustainable feedstocks instead of oil and natural gas.

A very important new field that is already opening up now, is the binding of sustainably produced energy in chemicals and fuels. This can be through the processing of biomass to chemicals and fuels and by hydrogen or synthesis gas production from electricity through electrolysis. It is likely that we will see a combination where biomass is upgraded with hydrogen from electrolysis in order to fully utilize the carbon bound by the plants[34]. Synthesis gas produced from electrolysis can be further processed to e.g. methanol, which has been suggested as a future fuel and energy carrier[35, 36]. These processes will be indispensable if we are to produce sustainable transportation fuels and they rely heavily on catalysis.

All in all there will be plenty to do within the field, and the technology to convert chemicals and store energy by catalysis will be as important as ever. This further emphasizes the need to understand our current catalysts and processes and to develop new ones to help us overcome the challenges that lie ahead. Here fundamental research, such as that presented in this thesis, will remain important and will hopefully help us move towards a more sustainable future.

1.2 Thesis Outline

**Chapter 1** Introduction to heterogeneous catalysis and relevant research topics.

**Chapter 2** Methods used in this work. This is mainly in relation to transmission electron microscopy (TEM) and particularly *in situ* TEM.

**Chapter 3** Catalyst activation. *In situ* imaging of the formation of a nanoparticle catalyst from a solid precursor by reduction with hydrogen.

**Chapter 4** Catalyst structure and activity. The study of a Cu/ZnO model catalyst for methanol synthesis.

**Chapter 5** Catalyst deactivation. The sintering of Cu nanoparticles supported on a flat surface.

**Chapter 6** A dynamic structure-activity relation. Simultaneous TEM and reactivity measurements during oscillatory CO oxidation on Pt nanoparticles. *In situ* TEM at atmospheric pressure.
In this chapter I will introduce some of the equipment and methods used in this work. In the following chapters, I will describe 4 different sub projects so it is difficult to introduce all methods here. Instead, I will describe some of the subjects that apply to all projects, and then methods and equipment that are specific to the individual experiments will be described where it is appropriate.

In terms of equipment, all experiments have been carried out on the same microscope, they have been in situ at high temperature and with gases present. They all concerned nanostructured catalysis systems and the fundamental understanding of these. Here, I will first present a section about the hardware, then the human aspect; how the hardware is operated and finally the treatment we need to interpret the images.

2.1 TRANSMISSION ELECTRON MICROSCOPY

All experiments have been carried out using a transmission electron microscope (TEM). The TEM relies on electrons to form a two-dimensional image of a three-dimensional structure, equivalently to the optical microscope which rely on photons. The important difference is the wavelength which determines the resolution of the image, and thereby the size of the features that can be resolved. The wavelength of visible light is 400-700 nm, setting the resolution limit to around 300 nm[37]. Our world however, contains many interesting objects and phenomena below this length scale, and the electron microscope has made it possible to image these. The wavelength of the electron $\lambda$, is a function of its momentum $p$, as given by the de Broglie equation[37]:

$$\lambda = \frac{h}{p} \tag{2.1}$$

where $h$ is Planck’s constant. In the TEM, the electrons are accelerated in a high voltage electrical field, and for a typical acceleration voltage of 300 kV (as used in my work), the wavelength is 0.00197 nm[37]. With such a short wavelength it becomes possible to resolve objects less than a nm in size, and the electron microscope thus provides means of studying a world that is otherwise hidden for us. From its invention in the early 1930s, the electron microscope has continuously provided new insight within e.g. biology and the physical sciences, and today it is an indispensable tool for research and development.
within e.g. nanomaterials, semiconductor devices and heterogeneous catalysts.

The limit for maximum obtainable resolution has been constantly pushed through the history of TEM. In past days, the ultimate resolution was found in microscopes operated at above 1000 kV, which adds enormously to both size and prize. Today these are no longer needed; with the development of clever electron optics it is possible to resolve features down to less than 0.1 nm [38, 39] and with single atom sensitivity [39, 40]. In essence, this provides all we need when it comes to studying catalyst nanostructures.

A parallel development has also taken place; the development of in situ methodology, allowing us to image catalyst nanoparticles with atomic resolution during exposure to gas and at elevated temperature [29, 41–44]. With closed gas cell systems, it is even possible to raise the pressure above 1 bar [45, 46].

With the above, many important technical issues have been solved, and we have an amazing range of tools at our disposal. As scientists, our job is to ask the right questions and put these tools to the best possible use. In this way, electron microscopy will keep providing better understanding of the world and help bring ideas and technology forward.

2.1.1 The microscope

I used the FEI Titan 80-300 TEM\textsuperscript{1} at Haldor Topsøe A/S for my experiments (Figure 2.1). This microscope is equipped with an image corrector that brings the maximum resolution down to 0.1 nm. Furthermore, it is fitted with an environmental cell (e-cell), so it can be used with gases, at pressures up to approximately 20 mbar.

The transmission electron microscope works by passing a broad and parallel beam of high energy electron through the sample and the image is formed by the interaction of these electrons with the specimen. The strong interaction of the electrons with matter puts some limitations on the microscope: first it must be operated in high vacuum and second, the specimen must be very thin, typically no more than 100 nm. The TEM relies on the use of electromagnetic lenses to spread or condense the electron beam, much like glass lenses will spread or condense light. In an optical microscope, the optical conditions can be changed by moving optically fixed lenses, whereas in the electron microscope, the position of the lenses is fixes, but their optical properties can be changed.

The microscope can be divided into three sections: illumination system, image forming system and projection system. Physically these form the top, middle and bottom part of the microscope column (Figure 2.1).

\textsuperscript{1} www.fei.com
The illuminations system generates electrons from an electron source, accelerates the electrons in a high voltage field and finally sends a parallel beam through the sample region. In the Titan, the electron source is a field emission gun (FEG) of the Schottky type. This type of source produces electrons with a very low energy spread, which is important to achieve high resolution images. A TEM can also be fitted with a filament source, which will limit the microscope resolution due to a higher energy spread. In the Titan microscope, the high voltage can be adjusted between 80 kV and 300 kV. For the work presented in this thesis, only 300 kV was used. The Titan has three condenser lenses which form the beam incident on the sample. The condenser system is used to control the current and size of the beam. When we later talk about a certain dose rate or illumination area, this is set by the condenser system.

TEM is a broad beam technique, where the entire imaged area is illuminated simultaneously when acquiring an image. The coherency of the beam is a very important parameter, which is in part determined by the electron source and condenser system. Spatial and temporal coherence in the beam are crucial for high resolution imaging because the contrast in based on the phase of the electrons. This will be elaborated on in Section 2.1.4.
The image system is located in the sample region in the center of the microscope. Here a TEM grid, containing the sample, is placed on the tip of a sample holder. The sample region is contained in the objective lens, which is responsible for forming the image. A principle sketch of the image formation by the objective lens is shown in Figure 2.2.

![Figure 2.2: Image formation by the objective lens. A diffraction image is formed in the back focal plane (electrons scattered at the same angle ends in the same spot) and the image is formed in the image plane (electrons scattered from the same point ends in the same spot.](image)

When electrons are scattered elastically by the specimen, they will leave at different angles depending on the object they are scattered from. The objective lens acts as a convex lens, which will focus the electrons onto the image plane, creating a magnified image of the sample. Electrons scattered from the same position in the object plane, will also end in the same position in the image plane. Electrons scattered in the same direction, or angle, will end in the same position in the back focal plane. An image of the back focal plane is called a diffraction image and contains information of the crystalline structure of the specimen equivalent to X-ray diffraction (XRD).

After the objective lens, the image is further magnified and projected onto a fluorescent viewing screen (seen in the bottom of the column in Figure 2.1) or onto a CCD camera.

### 2.1.2 Beam-sample interactions

Figure 2.3 shows the interactions between the beam of incoming electrons and the sample. These interactions are the underlying mechanism behind both the creation of images and the analytical tools the
microscope may be equipped with. Depending on the sample thickness, a large fraction of the electrons will pass the sample unaffected, this is the direct beam, as illustrated in Figure 2.3. Other electrons are scattered, and here we distinguish between either elastic (no loss of energy) or inelastic scattering (energy transfer to the sample).

![Figure 2.3: Beam sample interactions. Electrons may be transmitted with no scattering (direct beam) or be elastically (Bragg, Rutherford) or inelastically scattered. Inelastic scattering transfers energy to the sample, energy that may be emitted as secondary electrons or element specific x-rays.](image)

When elastically scattered, the electrons will change direction from interaction with the potential of the atomic nuclei in the sample. Elastic events are divided into Bragg scattering, where the scattering angle is determined by the crystal structure of the sample, and Rutherford scattering, where the scattering angle depends on the atomic number of the elements in the sample. Image contrast can be formed in different ways, as we will get back to, but it will always stem from elastic scattering events.

Electrons may also undergo inelastic scattering due to various loss processes where energy is transferred to the sample, e.g. in the form of electronic or plasmonic excitations or phonons. Due to these excitations, the transmitted beam will carry information about the thickness and composition of the sample. This is the principle behind electron energy loss spectroscopy (EELS). When an excited atom in the sample decays, it may be by emitting a photon, an element specific x-ray. The analysis of these x-rays is the principle behind energy dispersive x-ray spectroscopy (EDS). Both of these methods will give information about the elemental composition of the sample. In this thesis, I do not present spectroscopic data acquired in the microscope, so these techniques will not be described further.
2.1.3 Image contrast

We have established how the lenses will create an enlarged image of the sample, but how is contrast created in the image? Let us first consider what is meant by the term contrast[37]. Contrast essentially means the difference in intensity between two areas of the image. If these have intensity $I_1$ and $I_2$, the contrast $C$ is defined as:

$$C = \frac{I_2 - I_1}{I_1} = \frac{\Delta I}{I_1}$$ (2.2)

Our eyes are not able to detect intensity differences below 5-10% so if we just look at the raw image intensity, we won’t see anything, since the contrast is often well below these levels[37]. In practice, the contrast is enhanced when the digital image is presented, such that the recorded intensities are expanded to the entire bit depth. This enhances contrast significantly.

When we talk about image formation, we view the transmitted electrons as a wave. The wave is defined by an amplitude and a phase, and it is convenient to divide contrast mechanisms into amplitude and phase related. Amplitude contrast shall be discussed briefly here, and phase contrast, particularly in relation to High resolution transmission electron microscopy (HRTEM) is discussed in the next section.

Amplitude contrast is formed when the electron wave from different areas of the sample have different amplitude, i.e. a different number of electrons reach the camera. This is achieved by actively excluding electrons that have been scattered at angles above a certain value. This is done with an aperture located in the back focal plane (Figure 2.2).

Mass-thickness contrast is generated when electrons diffracted by Rutherford scattering are removed from the image, either by the objective aperture or by the TEM column. Since the cross section for Rutherford scattering increases with atomic number and sample thickness, thick areas and areas of heavier elements will appear darker in the image. Mass-thickness contrast is by far the dominating contrast mechanism in biological sciences[37].

The second type of amplitude contrast is diffraction contrast, which relies on the scattering by crystalline objects in the sample. Scattering from a single crystal will form diffraction spots in the back focal plane. By selecting or excluding these spots, bright field or dark field images can be formed based on diffraction contrast.

2.1.4 High resolution imaging

Phase contrast relies on the phase changes imposed on the electron wave when it is scattered by the sample. This mechanism provides
the high resolution information in the image and is responsible for
the imaging of atomic columns and lattices.

To describe the phase contrast from high spatial frequencies, i.e.
at high resolution, we need a description of the interaction of the
electron wave with the sample, as well as the microscope’s ability to
transfer the wave function to an image. The following is based on the
description by Williams and Carter[37]:

In real space, the image \( g(\mathbf{r}) \) is related to the specimen \( f(\mathbf{r}) \) as:

\[
g(\mathbf{r}) = f(\mathbf{r}) \otimes h(\mathbf{r} - \mathbf{r}')
\]

where \( h(\mathbf{r} - \mathbf{r}') \) is a weighting term, called the point-spread function,
describing how much each point in the specimen contributes to each
point in the image. \( h(\mathbf{r} - \mathbf{r}') \) describes the imperfect information trans-
fer of the image system, i.e. a point in the specimen will be trans-
ferred to a disk in the image, and hence each point in the image will
have overlapping contributions from many points in the specimen.

We can conveniently represent \( g(\mathbf{r}) \) in reciprocal, or Fourier space,
by applying a Fourier transform. This is a representation of the func-
tion in the frequency domain, where the coordinate \( \mathbf{u} \) is the recipro-
cal lattice vector, or the spatial frequency for a particular direction. In
Fourier space we have:

\[
G(\mathbf{u}) = H(\mathbf{u})F(\mathbf{u})
\]

here, \( H(\mathbf{u}) \) is called the contrast transfer function and is described as
the product of three separate contributions:

\[
H(\mathbf{u}) = A(\mathbf{u})E(\mathbf{u})B(\mathbf{u})
\]

\( A(\mathbf{u}) \) is the aperture function, describing the spatial frequency cut-off
by a possible objective aperture. \( E(\mathbf{u}) \) is the envelope function, de-
scribing the attenuation of the wave at high frequencies. This will
also act as a frequency cut-off, and is determined by the properties of
the electron source and the objective lens. \( B(\mathbf{u}) \) is the aberration func-
tion and describes the effect of the objective lens on the transmitted
wave as[37]:

\[
B(\mathbf{u}) = \exp(i\chi(\mathbf{u}))
\]

For a microscope without aberration corrector, we can ignore higher
order aberrations and \( \chi(\mathbf{u}) \) will then only depend on the defocus and
spherical aberration. The latter is an inherent property of a round
electromagnetic lens and means that the focus depends on the scat-
tering angle. Both defocus and spherical aberration are rotationally
symmetric, so \(u\) is reduced to a scalar \(u\) and the one-dimensional \(\chi(u)\) is expressed as:

\[
\chi(u) = \pi \Delta f \lambda u^2 + \frac{1}{2} \pi C_s \lambda^3 u^4
\]  

(2.7)

Here, \(\Delta f\) is the defocus, which is set by the operator, \(C_s\) is the spherical aberration, \(\lambda\) is the wavelength of the electrons and \(u\) is the spatial frequency.

We now turn to the description of the specimen and how it will affect the phase of the transferred wave function. The electrons exiting the specimen will be described by the specimen transfer function \(f(r)\). The phase change will depend only on the potential function \(V(x, y, z)\). Assuming that the sample is thin, we can replace \(V\) with a projected potential by integrating over the sample thickness \(t\):

\[
V_t(x, y) = \int_0^t V(x, y, z) \, dz
\]  

(2.8)

Using the projected potential to describe the phase change and including a term for absorption in the sample \(\mu(x, y)\), the specimen transfer function is expressed as:

\[
f(x, y) = \exp[-i\sigma V_t(x, y) - \mu(x, y)]
\]  

(2.9)

where \(\sigma\) is an interaction constant that depends on the energy of the primary electrons. If the specimen is sufficiently thin, we can assume that there is no absorption. This is called the phase object approximation, POA. For very thin specimens, the exponential function can be expanded, ignoring higher order terms, and the approximation is then called the weak phase object approximation, or WPOA. Here, the specimen transfer function is simplified to:

\[
f(x, y) = 1 - \sigma V_t(x, y)
\]  

(2.10)

Applying the WPOA (Equation 2.10) to Equation 2.3 the wave function as seen in the image is given by:

\[
\psi(x, y) = [-i\sigma V_t(x, y)] \otimes h(x, y)
\]  

(2.11)

and intensity of the wave function on the sample is:

\[
I = \psi \psi^*
\]  

(2.12)

Here it can be shown that only the imaginary part of \(B(u)\) contributes, so that \(H(u)\) (Equation 2.5) can be redefined as the intensity transfer function \(T(u)\) (as described by Williams and Carter[37]):

\[
T(u) = A(u)E(u)2\sin(\chi(u))
\]  

(2.13)
In the weak phase approximation, \( T(u) \) is identical to the contrast transfer function (CTF).

If we ignore the aperture and envelope functions \( A(u) \) and \( E(u) \) we can consider only the contrast transferred by the aberration function \( \sin(\chi(u)) \). The function is periodic in \( u \) for non-zero values of \( \Delta f \) and \( C_s \), but we are interested in obtaining a constant contrast over the largest possible interval of spatial frequencies. Recalling the one dimensional form of \( \chi(u) \) (Equation 2.7), we see that it should be possible to offset the effect of the large positive spherical aberration by applying a negative defocus.

![Figure 2.4](image_url)

Figure 2.4: \( \sin(\chi(u)) \) for a microscope with \( C_s = 1 \) mm at defocus 0 and -53 nm. -53 nm is the extended Scherzer defocus, which represents the optimum balance between \( C_s \) and \( \Delta f \) which maximizes the point resolution and provides a flat information transfer.

Figure 2.4 shows the CTF (disregarding the envelope functions) for a 300 kV microscope with a spherical aberration of 1 mm. The plot shows the contrast transfer as a function of spatial frequency for two defocus settings; 0 nm and -53 nm. -53 nm is the extended Scherzer defocus, which optimizes the CTF to move the first cross-over to the highest possible \( u \) and provides a nearly constant contrast to the first cross-over. For the negative defocus setting, the defocus term in Equation 2.7 is dominating the CTF up until the cross over where the two terms are equal. At higher values of \( u \), \( C_s \) will dominate Equation 2.7 and the CTF takes on the shape of a normal sine function. At the cross over, when \( \sin(\chi) \) is zero, there is no contrast, and spatial frequencies with this value will not be shown in the image. The first cross over therefore defines the point resolution of the microscope. For \( u \) higher than the the point resolution, information may still be transferred, but the information is not directly interpretable due to the periodically changing sign of the contrast.

At high values of \( u \), the envelope function \( E(u) \), defined by spatial and temporal incoherencies in the microscope, kicks in and attenuates the contrast transfer. Figure 2.5 shows the same \( \sin \chi \) as Figure 2.4
but including envelope functions for the spatial and temporal incoherence. These were calculated using the software CTFExplorer\(^2\). Values that define the temporal incoherencies are chromatic aberration \((C_c)\), energy spread and high tension ripple. The spatial coherence is defined by the convergence angle. The exact values used for these are quoted in Figure 2.5 and are based on values relevant for the Titan 80-300 used in this work, except for the spherical aberration that is set to 1 mm here.

\[\Delta f = -53 \text{ nm}\]

\[\text{Point resolution} = 0.19 \text{ nm} \quad (u = 5.26)\]
\[\text{Information limit} = 0.17 \text{ nm} \quad (u = 5.88)\]

Calculated using CTFExplorer for \(C_s = 1\) mm, \(C_c = 1.4\) mm, Energy spread = 1.1 eV, high tension ripple = 1 ppm, convergence angle 1 mrad. Calculated focal spread is 3 nm.

In Figure 2.5, the envelope functions do not change the point resolution, which is maintained at 0.19 nm \((u = 5.26)\) at the extended Scherzer defocus. We now see that the information limit is set to 0.17 nm \((u = 5.88)\), which is mainly an effect of the spatial envelope function. The effect of the spatial incoherence is enhanced by the spherical aberration of the microscope as we will see when we look at the CTF of the aberration corrected instrument.

The microscope I have used, is equipped with a spherical aberration, or \(C_s\), corrector[38, 47]. This is an advanced device located below the objective lens. It uses a number of hexapole lenses to correct for spherical aberrations, which allows the user to control \(C_s\) and essentially set it to zero. This moves the cross over of the CTF significantly and increases the point resolution of the microscope. At high spatial frequencies, higher order aberrations become important and the aberration function will no longer be spherically symmetric. The two dimensional CTF is measured by dedicated software on the basis of a tilt-series and used to optimize, or tune, the settings of the image.

\[\text{http://www.maxsidorov.com/ctfexplorer/}\]
corrector. The tuning is standard operation prior to any experiment requiring high resolution.

Even if the CTF is not spherically symmetric, it may still be instructive to see a one-dimensional transfer function, in order to get a sense of some general traits of the Cₜ-corrected microscope.

![Graph of CTF for a microscope with Cₜ = 0 mm at defoci 0, -4 and -8 nm. Information limit is 0.09 nm (u = 11.1). With no spherical aberrations, it is possible to set the point resolution equal to the information limit (Δf = -4 nm). Contrast can be enhanced by further defocusing (Δf = -8 nm). Calculated using CTFExplorer³ for Cₜ = 0 mm, Cᵸ = 1.4 mm, Energy spread = 1.1 eV, HT Ripple = 1 ppm, convergence angle 1 mrad. Calculated focal spread is 3 nm.](image)

Figure 2.6 shows the CTF calculated for the same parameters as Figure 2.5 with the only exception that Cₜ is now zero. If we first compare the envelope functions, we see that the temporal envelope is unchanged, whereas the spatial envelope no longer has a significant influence because of the lack of Cₜ. This moves the information limit dramatically to 0.09 nm (u = 11.1), and we can see how such a microscope is able to obtain the previously quoted 0.1 nm resolution. To increase this value further, the microscope must be optimized mechanically as well as electronically and the energy spread of the beam must be reduced."
implication that larger features, such as the overall particle outline and shape may be very weak in the image, for conditions where the atomic lattice displays well. In practice it may be beneficial to move the cross-over down in order to enhance the contrast at an interesting band of \( u \)-values, but lowering the the point resolution as for \( \Delta f = -8 \) nm in Figure 2.6.

An advantage of the \( C_s \)-corrected microscope that should be mentioned here is the lack of delocalization for the phase contrast. For an uncorrected microscope, delocalization means e.g. that the atomic lattice fringes resolved in a nanoparticle will extend over the edge of the particle. This is not the case for a \( C_s \)-corrected; here the edges of nanoparticles will be razor-sharp which may make it possible to resolve and interpret the surface structure[49].

With the explanation above, we have seen how a high resolution image is formed in the TEM and how contrast is generated from the phase change induced on the electron wave by the potential of the atomic nuclei in the sample. An example of a HRTEM image of a Cu crystal can e.g. be seen in Figure 2.11 (page 30). Given the discussion of how contrast is transferred to the image, it is important to note that when we image a periodic structure such as a metal particle, we are not creating a direct image of the atomic lattice. Instead, the image represents contrast generated by the periodic arrangement of the atoms and the image therefore contains information about lattice spacing and orientation. For that reason, the periodic structure seen in a HRTEM image is referred to as lattice fringes and not lattice planes[37].

2.2 \textit{in situ TEM, concept and hardware}

As pointed out in the introduction to this thesis, it is often of great interest to study catalysts and nanoparticle system \textit{in situ} under conditions different from vacuum, typically meaning elevated temperature and pressure. \textit{In situ} TEM experiments can be divided into two categories. i) Equilibrium experiments, where we look at some equilibrium structure under the influence of gas and temperature, as e.g. Cu on ZnO in different gas environments[22] or ii) Dynamic (or non-equilibrium) experiments e.g. growth of carbon fibers[42]. Both categories may have the same requirements in terms of temperature and pressure, whereas dynamic experiments may have other requirements as e.g. video rate imaging or alignment with other experimental data.

There is one overall concept that all \textit{in situ} TEM instrumentation is build upon, and that is the confinement of the experimental conditions to the sample region, allowing the microscope to operate under its normal vacuum conditions. This concept is sketched in Figure 2.7.
In addition to the confinement, there must be ways to control and monitor temperature and pressure.

![Diagram of in situ TEM experiment](image)

Figure 2.7: Basic principle behind an in situ TEM experiment. Gas pressure and high temperature is confined to a narrow region around the sample in order to maintain high vacuum in the rest of the microscope. The separation between in situ region and vacuum must allow the electron beam to pass.

The in situ concept may be implemented either by the principle of differential pumping[29] or by a closed gas cell[45]. The latter will be described in detail in Chapter 6 so here we will concentrate on the former. The Titan microscope (Figure 2.1) is based on differential pumping and this is the concept behind the experiments described in Chapter 3, Chapter 4 and Chapter 5.

A schematic drawing of the instrument is shown in Figure 2.8 (from Jinschek and Helveg[50]). The concept is based on the design by Boyes and Gai[29]. Here, the sample area is called the environmental cell, or e-cell. The top and bottom of the e-cell has small pin holes, apertures, where the gas leaks out to the vacuum of the microscope column. The apertures must be small to limit the gas flow, but large enough for the electron beam to pass through. The vacuum on the other side of the e-cell is pumped by Turbo molecular pump (TMP)s to remove the flowing gas and maintain vacuum. To maintain sufficiently high vacuum at the electron source in the top of the microscope, a second differential pumping stage is added, with another set of apertures and TMPs. The height of the environmental cell, the same as the pole piece gap, is 5.4 mm, which is the height of the gas column that the electron beam must pass. The atomic density of a solid is around 1000 times that of an ideal gas at 1 bar, so at 1 mbar, the density is around $10^{-6}$ times that of a solid. What this means is that 5.4 mm gas at 1 mbar contains roughly the same number of atoms as 5 nm of solid. At 20 mbar this has increased to 100 nm, and we approach the point where the gas becomes a limiting factor in terms of resolution. Even if it is possible to maintain a high resolution at these high pressures[50], the scattering of electrons on the gas phase...
will always limit the differentially pumped TEM to the mbar regime, since the height of the pole piece gap must remain several mm in order to accommodate the sample. This is not a limitation for closed gas cell systems, which we will get back to in Chapter 6.

Figure 2.8: Titan ETEM schematic drawing. Reproduced from Jinschek and Helveg[50]

2.2.1 Grids and holder

In the investigation of heterogeneous catalysts, in situ will usually require elevated temperatures. This is implemented by a special sample holder for the microscope, which contains a resistive heater and a temperature probe. Specifically, I have used a Gatan model 628 heating holder, shown in Figure 2.9. This was used for experiments reported in Chapter 3, Chapter 4 and Chapter 5.

The holder is designed for regular TEM grids, typically circular and 3 mm in diameter. The grid is placed in a furnace and heat is transferred to the sample through the grid, and by radiation at high temperatures. The furnace is suspended between two ceramic balls as shown in Figure 2.9a to thermally isolate it from the rest of the holder. The grid rests in the recess and is fixed by a hollow screw mounted from the top. Figure 2.9b shows the underside of the holder. Here, the four cables used for temperature control are seen. Two are connected to the resistive heater inside the furnace and two are connected to a temperature probe placed on the outside. The temperature is controlled by a Gatan SmartSet Hot Stage Controller, using active feedback control. Typically my experiments have been run in the 'Temperature ramp' mode, where the temperature controller con-
Figure 2.9: Gatan heating holder model 628. The holder is designed for use with standard circular 3 mm TEM grids. The holder features a small furnace mounted between two ceramic balls. 
(a) Top side. Here the grid is placed inside the furnace, in the recess, and is fixed by a hollow screw mounted from the top. 
(b) Under side. There are four electrical connections; two for the resistive heater inside the furnace, and two for the temperature probe mounted on the outside of the furnace.

controls the output power to get a certain ramp rate (typically 30 °C/min) and target temperature.

The holder works in vacuum or at mbar pressures. At higher gas pressure, the convective cooling will be too high, and the output power of the holder is insufficient.

Figure 2.10 shows the holder in a windowed vacuum cell at room temperature and with light (Figure 2.10a) and heated to 700 °C imaged in darkness (Figure 2.10b) where the holder is emitting visible light.

Whereas the temperature of the furnace is known, the grid may have a different temperature, depending on the transport of heat to
and away from the grid. Mølgaard Mortensen et al. recently did an impressive effort in modeling flow and temperature in the e-cell and on and around the heated holder[51]. The main conclusion is that the gradients are limited, the temperature on the grid is typically no more than 10 °C lower than on the furnace. This temperature difference is however affected by the heat conductance of the grid material as well as of the surrounding gas. Generally higher heat conductance of the grid material should result in a lower temperature difference, whereas higher heat conductance of the gas results in higher temperature difference due to more efficient heat removal from the sample region[51]. This is in line with observations made in relation to this study. For the results presented in Chapter 3, we reduced a Cu phyllosilicate in H₂ which has a high heat conductance. Here we saw a tendency to more efficient reduction when using gold grids (high heat conductance) compared to stainless steel grids (low heat conductance).

All implications of the choice of grid material for in situ experiments is not yet fully understood and possible effects must be evaluated for the individual experiment and sample type.

2.3 Operation

This section will discuss some important aspects of operating the TEM during an in situ experiment, specifically in relation to control of the illumination conditions and unwanted beam-sample interactions. This will also include the handling and analysis of TEM images.

2.3.1 Controlling dose rate

There are several parameters to control with respect to the illumination conditions in an in situ TEM experiment; electron energy, electron flux and illumination area comes to mind. Electrons interact strongly with matter, that is why the TEM is so great for imaging and analysis, but the interaction may also lead to adverse or undesired effects, often referred to as beam effects. These will tend to scale with the flux of electrons, and that is why good control of illumination conditions is paramount in controlling beam effects[52–54].

The high tension, or electron primary energy, has a strong effect on the beam sample interaction. Knock-on damage, i.e. removal of atoms from the specimen by the electrons, increases with increasing primary energy. For light sample types, such as graphene or biological specimens, this is very important. A primary energy tension however also increases the cross section for inelastic scattering, which means that ionization damage increase with lower primary energy. A decrease in primary energy will in turn also increase image contrast so the net ef-
ffect may be zero because the dose rate can be lowered accordingly\cite{55, 56}.

Traditionally, a high primary energy has been used for \textit{in situ} experiments to limit gas and sample ionization and to increase the penetration depth through the gas-sample layer. For my experiments, I have operated the Titan at 300 kV and it has not been a goal to evaluate the effect of lowering the primary electron energy.

When we talk about controlling beam effects and electron flux, we often discuss both dose rate and total dose, in this work measured in \(e^-/(\text{Å}^2\text{s})\) and \(e^-/\text{Å}^2\) respectively. In the literature these are often reported as \(\text{Å}/\text{cm}^2\) and \(\text{As}/\text{cm}^2\). Here, the total dose is simply the number of electrons or charge accumulated in the sample or dose rate multiplied by time. For everything reported here, dose rate has been measured by the fluorescent screen of the microscope. Usually I would start the day by measuring a set of dose rates I want to use, e.g. 50, 100 \(e^-/(\text{Å}^2\text{s})\) and then write down the settings of the condenser system for these dose rates. This makes it easy to change back and forth between settings. It also ensures that the incident dose rate is independent of gas in the \textit{in situ} experiment, since scattering on the gas may lower the current on the fluorescent screen.

So how do we find the right dose rate to use, or more generally, the right settings to use for a given experiment? This is not necessarily easy, and it will always be a compromise between image quality (SNR), possible exposure time, resolution and of course beam effects. The SNR of a given image is often measured as the ratio between mean pixel intensity \(n_{\text{mean}}\) and the standard deviation of the pixel intensities \(\sigma_n\):

\[
\text{SNR} = \frac{n_{\text{mean}}}{\sigma_n}
\]  

(2.14)

According to the Rose condition, the SNR should be at least 3-5 in order to have a significant signal.

Figure 2.11 shows three HRTEM images acquired at three different dose rates. \(n_{\text{mean}}\), \(\sigma_n\) and SNR are quoted in the figure. Dose rates of 50, 100 and 300 \(e^-/(\text{Å}^2\text{s})\) were measured in vacuum on the fluorescent screen before the experiment. The images were recorded with a pixel size of 0.063 nm. Using this and the calibration of the camera, 1 electron gives 3.8 counts, the measured average image intensities corresponds to 32, 66, 211 \(e^-/(\text{Å}^2\text{s})\). The discrepancy is mainly due to a different calibration of fluorescent screen and camera. In the following chapters, I will report numbers recorded on the fluorescent screen.

The three images in Figure 2.11 are representative of typical dose rates used for acquiring HRTEM images in this work and should give some idea of what image quality to expect and what HRTEM images look like at SNR of 7, 10 and 19. 50 \(e^-/(\text{Å}^2\text{s})\) is typically the
Figure 2.11: CuZn nanoparticles on Al₂O₃ recorded in situ in 1 mbar H₂ at 250 °C. Pixel size 0.063 nm, quoted dose rates recorded on fluorescent screen.

The lowest practical dose rate for getting sufficient contrast and resolution, whereas 300 e⁻/(Å²s) has been a typical upper limit in my experiments in terms of beam effects. This is however highly dependent on the specific experiment. The standard deviation, σₙ in Equation 2.14, is expected to scale with a power of 0.5 according to Poisson statistics[57] and so the SNR will scale with n⁰.⁵ according to Equation 2.14. The SNR from Figure 2.11 is plotted as function of dose rate (numbers from the camera calibration) in Figure 2.12. A power law fit shows a scaling of n⁰.⁵⁸.

![SNR vs Dose rate](image)

Figure 2.12: Signal to noise ratio as a function of total dose rate (same exposure time) for the three images in Figure 2.11

The SNR is thus determined by the number of electrons n incident on each pixel of the camera. Here we will consider what parameters determine n:

\[ n = DR \times A_{\text{pixel}} \times t_{\text{exposure}} \]  \hspace{1cm} (2.15)
DR is the dose rate measured in $e^-/(Å^2 s)$, $A_{\text{pixel}}$ is the corresponding area of one pixel measured in Å², $t_{\text{exposure}}$ is the exposure time in s.

Dose rate was already discussed, the limiting factor here is often beam effects, which will be discussed in more detail in the following section. The selection of dose rate may however also have other adverse effects in an in situ experiment. Jinschek and Helveg[50] has demonstrated that a high dose rate is detrimental to the resolution when gas is present in the e-cell. This further emphasizes the need to use a low dose rate, and the importance of controlling how the electrons are delivered. Instead of a high dose rate, it will thus be necessary to adjust the other parameters in Equation 2.15 to arrive at a sufficient SNR.

$A_{\text{pixel}}$ is the square of the pixel size. The pixel size determines the maximum achievable resolution, and it is often worth it to optimize on this parameter, since $n$ scale with the square of the pixel size. According to the Nyquist criterion, the sampling rate (equivalent to pixel size) should be at least twice the frequency that is measured (equivalent to the feature/crystal lattice spacing that is imaged). In reality for TEM, you often want the pixel size to be 3-4 times smaller than the feature to resolve. This means, that even if I am operating a microscope capable of 0.1 nm resolution, I might only be interested in resolving e.g. Pt(220) at 1.4 Å, and the pixel size should be adjusted accordingly in order to maximize $n$. In practice, pixel size is chosen by adjusting the magnification of the microscope. This is mainly important due to restrictions on DR, the images will always look better with smaller pixel size/higher magnification. Finally we have the exposure time $t_{\text{exposure}}$. Under most circumstances, exposure time is limited by sample drift. Even the best TEM holders will have a slight random drift, and this will blur the image/cap the resolution. The typical drift rate is of a magnitude that present only a problem at high resolution. In Section 2.4.2 a measurement of drift rate will be shown. In special cases, such as the one presented in Chapter 6, a very fast dynamic process is recorded. Here, this will put a limit to the exposure time.

2.3.2 Beam influence

When discussing beam influence, it is important to state that the beam will most likely always have an effect on the sample. Also in high vacuum imaging, it is often an overlooked fact, that the beam current may strongly affect the structure that is imaged[58, 59]. So how do we deal with this? Recently, the concept of ‘Divide and Conquer’ has been presented for traditional TEM/non-in situ experiments[59, 60]. This builds on a similar approach presented by Jinschek and Helveg[50]; to use a low dose rate and long exposure time in order
to minimize and control the beam-sample interactions. The idea behind ‘Divide and Conquer’[60] is to deliver the probing particles, in this case electrons, one-by-one. Then, if the dose rate is sufficiently low, a structure that is distorted or excited by an incoming electron, will have time to relax to the original configuration before the next electron comes. Kisielowski[59] demonstrate this by acquiring a large stack of images using an extremely low dose rate of $10 \text{ e}^{-}/(\text{Å}^2 \text{s})$ and aligning an summing post acquisition using the method of exit-wave reconstruction[61]. This allowed imaging of the inherent structure of Au nanoparticles, contrary to a much more dynamic structure during high dose rate (standard) imaging[59].

For the \textit{in situ} experiments presented here, the guiding idea has been a similar ‘Divide and conquer’ approach; that it is possible to find a dose rate and illumination scheme that allow for the imaging of inherent structure or phenomena. It may sound like an obvious way to view an \textit{in situ} experiment, but that is not necessarily the case. The literature also has examples of the study of beam induced phenomena and the attempt to relate that to e.g. thermally induced phenomena outside the microscope[62].

So how do we know if we image an inherent structure or phenomenon and not a beam effect? Earlier I divided \textit{in situ} experiments into equilibrium and non-equilibrium experiments and I will discuss it in the context of these two.

\textbf{Equilibrium Experiments} The goal is to image the inherent structure of a nanoparticle system \textit{in situ} under some external influence. The question thus becomes, how do we know if it is the inherent structure? In practice, this is often answered by mapping out the effect of the beam at varied doses and dose rates[53]. The logic is, that if you know what the effect of the beam is, it is also possible to find a dose rate where this effect is not seen. Possible beam effects could be change in shape[59], growth or change in support or particle[53], growth of contamination or beam induced reduction or oxidation.

This is an empirical and effective method, that can often be implemented simply by recording time lapsed images of the specimen at various dose rates.

\textbf{Non-Equilibrium Experiments} Assessing the beam effect in a non-equilibrium experiment might be slightly more difficult. The reason is that we are studying a dynamic effect, so a change in the specimen is the expected outcome. Examples of such dynamic experiments are; reduction and oxidation[63], sintering[52, 64–66], electromigration[67] and shape changes in a dynamic reaction[33]. The common denominator for these experiments is an external stimuli, e.g. temperature or gas environment that is driving the system towards equilibrium. To control beam effects in this situation, it is important
to know what effect the electrons have on the process. There are no general rules here, it is individual for each experiment, and it is necessary to make this assessment for each new system. Some examples of possible beam effects in non-equilibrium experiments from the literature and the present thesis are: speeding up reduction\[54\](Chapter 3), causing particle shrinkage in parallel with thermally driven sintering\[52\] (Chapter 5), causing particle mobility (Chapter 6) or affecting the Particle size distribution (PSD) in a reduction experiment\[54\] (Chapter 3).

For the non-equilibrium experiments, we have also worked with an empirical approach, where the beam effects are measured and reduced, but where the more fundamental aspects are not necessarily understood. There are two main tools to assess and circumvent beam effects. First, we need quantitative metrics to evaluate the system. That could be e.g. particle positions (track movement), PSD or speed of a given process. When such quantitative metrics are established, the beam effects are investigated by evaluating the measures as function of dose rate and total dose. This will also, when possible, include experiments performed in the absence of the electron beam. In this way, it is determined, first how the beam affects the process, and second at what illumination conditions the effect is below the detection limit.

In the two paragraphs above, I have presented some thoughts on beam effects, and how we work to circumvent adverse effects of the electron beam. With the empirical approach we do not try to understand all details of the beam-sample interactions and adverse beam effects\[55, 56\]. Instead it works to reveal, control and minimize the sample and gas specific beam influence by recording quantitative metrics as a function of dose rate and total dose. When possible, this includes non-illuminated areas.

These guidelines are hopefully reflected in the work presented in the following chapters and any details specific to the individual systems will be described when appropriate.

2.4 IMAGE HANDLING AND ANALYSIS

Image handling and analysis has been very important in this work, and I have developed a range of routines using Matlab\(^4\). In the following chapters, Matlab has been used for image summation (Chapter 4), drift correction (Chapter 6), particle size measurement/segmentation (Chapter 5) and for plotting and aligning data in videos (Chapter 6).

\(^4\) www.mathworks.com
2.4.1 2D Fast Fourier Transform

A key method for analyzing HRTEM images is the two-dimensional Fourier transform. By applying the transform, we can view the image represented in reciprocal or frequency space, which gives a direct measure of the periodic structures present in the image. In Fourier space, a periodic structure is represented by the reciprocal lattice vector $\mathbf{u}$ that was discussed in relation to the contrast transfer function.

A two-dimensional Fourier transform of a HRTEM image is called a diffractogram because it corresponds to the diffraction pattern from a crystal of identical type and orientation as the imaged structure. In this thesis, diffractograms will be called FFTs after the method with which they are created; the Fast Fourier Transform. The analysis of the FFT is analogous to the analysis of a diffraction pattern. In the following we will take a brief look at the extraction of some key values from the HRTEM image and corresponding FFT of a face centered cubic crystal. We will look at the resolved lattice fringes and the angles between the planes. For a cubic crystal, the angles between the real space planes are identical to the angles between the corresponding reciprocal lattice vectors. This makes the interpretation relatively straightforward. For other crystal types, simulation tools can be used to calculate the diffraction pattern.

Figure 2.13: Cu crystal in a Cu/ZnO catalyst represented by (a) the real space image and (b) the Fourier space image. Periodic structures in (a) are represented as bright dots in (b) at the corresponding spatial frequency and direction.

Figure 2.13a shows a Cu crystal in a Cu/ZnO/Al$_2$O$_3$ catalyst. In this image, lattice fringes are resolved in many directions and the real space image thus corresponds to the atomic columns in the crystal oriented parallel with the electron beam. Four lattice planes, 1, 2, 3 and 4, are marked by lines following rows of atomic columns in
Figure 2.13a. The lattice spacing for these planes is indicated by a second shorter line on the neighboring plane, and for 1 by the value d. Already from the real space image we would be able to measure the lattice spacings indicated in Figure 2.13a, but the uncertainty would be significant. The great advantage of the FFT is that it takes into account all the lattice fringes in a given direction when calculating the corresponding spatial frequency, thereby significantly increasing the accuracy of the measurement.

Figure 2.13b shows the FFT of the area marked by a black square in Figure 2.13a. Here we see a range of bright spots, where each spot corresponds to a spatial frequency of a periodic structure in the image. Each pixel in the FFT has a real and an imaginary value and the image in Figure 2.13b is the real part. This is sufficient for analyzing the period (lattice spacing) and direction of the resolved lattice planes in Figure 2.13b. The imaginary part carries information about the spatial origin of the individual frequencies and can be used to determine the location of a given lattice spacing in the real space image. This will be used later in Chapter 4.

The spots corresponding to the four lattice planes in Figure 2.13a has been marked in Figure 2.13a, where the distance from the center to the spot is 1/d where d is the lattice spacing. The relationship between d and the given lattice plane indicated by the Miller indices (h, k, l) of the lattice vector is given by\[57]:

\[
d = \frac{a}{\sqrt{h^2 + k^2 + l^2}} \tag{2.16}
\]

where a is the lattice parameter for the given crystal (0.361 nm for Cu[68]).

Selection rules which are valid for electron diffraction also applies for HRTEM images. The selection rules dictates that some lattice planes will not give rise to lattice fringes in the image just as they will not give rise to spots in the diffraction pattern. This is a further emphasis of the previously made point: the HRTEM image is not an image of the crystal structure, it is the contrast generated by the periodic arrangement in the structure\[37]. For a face centered cubic crystal only lattice planes where all indices (h, k, l) are either odd or even result in spots in the diffraction pattern. This means that the three largest spacings that are resolved for Cu are Cu(111) at d = 0.21 nm, Cu(200) at d = 0.18 nm and Cu(200) at d = 0.13 nm.

To retrieve the lattice spacing of the four planes marked in Figure 2.13a we must measure the distance from the center to the four spots in Figure 2.13b. Here we get that 1/d is 5.07, 7.95, 4.87 and 5.65 nm\(^{-1}\) for spots 1, 2, 3 and 4, which corresponds to lattice spacings d of 0.20, 0.13, 0.20 and 0.18 nm respectively. From this, it is possible to identify the resolved lattice planes as belonging to the families Cu{111}, Cu{200} and Cu{220}.
Because the resolved lattice extends to the surface, we can use the bulk crystal information to identify the types of surfaces that are exposed by the particle. This is crucial for the discussion about active site and structure-activity in relation to heterogeneous catalysis and it will be important in the interpretation of data presented in Chapter 6.

Finally the angles between the spots in the FFT are a direct measure of the angles between the corresponding real space lattice planes for a cubic crystal such as Cu. The angle \( \theta \) between two lattice vectors with Miller indices \((h_1, k_1, l_1)\) and \((h_2, k_2, l_2)\) is given by

\[
\cos(\theta) = \frac{h_1h_2 + k_1k_2 + l_1l_2}{\sqrt{h_1^2 + k_1^2 + l_1^2} \sqrt{h_2^2 + k_2^2 + l_2^2}}
\] (2.17)

An analysis of the angles in Figure 2.13b by the use of Equation 2.17 can identify the indices of the lattice planes, not just the families, and can be used to determine the zone axis, which is the crystal direction parallel with the electron beam. For the image in Figure 2.13 the zone axis belongs to the \(\{110\}\) family because this is the only direction that can form a 90° angle with the identified lattice planes.

In Chapter 4 non-cubic oxide crystals are imaged. Here, the identification of lattice planes is performed based on XRD-references[68] and the angles are not taken into consideration.

### 2.4.2 Cross correlation and image summation

Cross-correlation is a key technique used to calculate the spatial displacement between two different images of the same object[69]. In the context of this work, this has been important for aligning long sequences of images, either for videos (Chapter 6) or for image summation (Chapter 4).

![Image of displacement and drift rate](image.png)

Figure 2.14: Displacement and drift rate for a series of 20 images acquired with 1 s exposure time and 1.4 s/frame. (a) Displacement of each frame relative to frame 10 (0,0). (b) Drift rate in nm/s calculated by differentiating the absolute displacement.
Figure 2.14 shows the displacement and drift rate calculated using cross correlation for a stack of 20 images. The images were acquired in 2 mbar H₂:CO = 1:1 at 260 °C. Acquisition parameters were 1 s exposure time, 1.4 s per frame (0.4 s used for camera readout) and a dose rate of 300 e⁻/Å²s. For reference, a single frame from this series is shown in Figure 2.15a. Figure 2.14a shows image position on the X and Y axis relative to the central image of the stack positioned at (0,0). The drift is mainly in the X-direction, which is the direction parallel with the holder rod. Image displacement seen as drift, can be caused by charging of the sample, movement of the individual area of the sample being viewed or movement of the entire holder. The drift seen here, a random movement in the direction of the holder rod, suggests that the holder is the cause. The displacement is on the order of 1 nm over an acquisition period of approximately 30 s. For the 20 cm holder rod, 1 nm is a relative movement of 5 × 10⁻⁹ m/m. Keeping in mind that the thermal expansion coefficient of Inconel (the rod material) is 12 × 10⁻⁶ m/(m K) and that this was recorded with a sample temperature of 260 °C it is really not too bad!

Figure 2.14b shows the frame-to-frame drift rate in nm/s. This should give some idea about how sample drift limits the maximum attainable resolution. For many frames, the rate is below 0.1 nm/s but for some frames the rate is significantly higher at up to 0.3 nm/s.

There may also be drift in the Z-direction which will be seen as a change in focus. Contrary to X,Y-drift this is not easy to correct for, but usually not a problem within the time of a series acquisition such as the one shown here. If however there is a significant Z-drift then it will not be meaningful to acquire a series for summation such as the one shown here. Z-drift can be measured from the FFT of an amorphous material.

After calculating the image drift, the stack of images can be aligned according to the relative image position. In the present case, 20 frames were recorded in order to perform summation and increase the SNR. Figure 2.15a shows a single frame and Figure 2.15c shows the corresponding FFT. The atomic lattice of the Cu particle is certainly visible in Figure 2.15a, as also clearly seen in the FFT, but the overall contrast appears weak. Summation of 20 consecutive frames results in a vast improvement as seen from Figure 2.15b. Interestingly, there is also an improvement in the lattice information in the image as seen from the FFT in Figure 2.15d. This comes from a higher SNR, but also because the drift rate, and thereby maximum resolution, is different for the 20 frames. As seen from Figure 2.14b, some frames show a drift rate above 0.1 nm/s, which then starts to be detrimental for the resolution. By averaging we get a resolution in the summed image similarly to the best frames in the series, equivalent of actively selecting the best images from a series.
Figure 2.15: The effect of image summation to improve SNR and image contrast. A series of 20 images were aligned and summed.

(a) A single frame from the series. (b) The summed image shows a dramatic improvement in contrast and resolution.

2.5 CHAPTER CONCLUSION

This chapter has introduced some basic concepts of transmission electron microscopy; how the instrument is constructed and how it is able to form images of nanostructures with atomic resolution. This capability is very important in catalysis research, because the basic functionality of the catalyst nanoparticles is so closely interlinked with the atomic structure. The nanostructures imaged under vacuum conditions is not necessarily representative of the relevant structure during operation because the shape of nanoparticles may respond dynamically to the surrounding environment. In order to counter this limitation, TEMs have been developed to accommodate gas and high temperature, which allows us to image catalysts under in situ condi-
I have briefly explained how that is implemented in a modern Titan environmental microscope, both in terms of the instrument itself and the accompanying furnace holder.

When the microscope is operated *in situ*, it is very important to pay close attention to the effect of the electron beam. This is important because the electrons interact strongly with both the sample and the surrounding gas, which may cause various changes to the specimen under study. In an *in situ* experiment, we may want to follow the same particle over time, which makes it even more important to limit the effect of the electron beam. Our overall goal is always to image inherent structures and processes and not those induced by our measuring probe, so it is of uttermost importance to control and limit these effects.

I have given a simple example of how to interpret HRTEM images by considering the Fourier space representation of the image in order to identify lattice planes in an atomically resolved crystal. Finally, by the use of cross correlation, we are able to align and sum large series of images in order to increase contrast. This makes it possible to acquire images with a high total dose, even if the dose rate is limited in order to minimize the effect of the electron beam.
CATALYST ACTIVATION. REDUCTION OF CU-SILICATE

This chapter describes the in situ TEM imaging of the reduction of a Cu phyllosilicate precursor to form Cu nanoparticles supported on SiO$_2$. This work is submitted for publication at the time of writing[54] and this chapter is based on that paper. There will be references to the paper in this chapter and the manuscript can be found attached to this thesis as Paper III (page 211). The scope of the work has been to provide quantitative data on the particle formation during reduction, as input for modeling of the particle growth kinetics. The reduction of Cu phyllosilicate is very sensitive to the electron beam, and it was therefore important to understand the nature of this influence in order to minimize it before acquiring quantitative kinetic data of the growth process. Modeling was performed by C. Gommes and R. van den Berg, and I was not closely involved in the details of this. The focus of this chapter is thus on the microscopy. Particle size measurements from TEM images were performed by R. van den Berg.

3.1 PARTICLE FORMATION FROM A HOMOGENEOUS PRECURSOR

Many catalytic systems are formed from a homogeneous precursor. Here the precursor contains a solid structure that is decomposed and transformed into support and active phase. This transformation happens during a calcination (usually heating in oxidizing gas) or reduction (heating in a reducing gas). A class of catalysts with a solid precursor step in the preparation are the industrially important coprecipitated catalysts, one of these being the methanol synthesis catalyst Cu/ZnO/Al$_2$O$_3$ described later. For that catalyst, the precursor consists of crystals of mixed Cu,Zn,Al hydroxyxcarbonates, formed after precipitation[70–72]. During calcination, these are broken down to CuO, ZnO and Al$_2$O$_3$, and finally the CuO can be reduced to Cu.

The process to form the active material is thus a complicated one, but with a significant impact on the properties of the final catalyst. Despite the widely used, and highly optimized preparation from solid precursors, the details known of the formation of the active system are limited [73]. Here we attempt to follow the development of nanoparticles in situ, by TEM imaging during the transformation from a homogeneous material to supported nanoparticles. The TEM is particularly well suited for this purpose, because the high spatial resolution gives us the ability to follow the appearance, growth and position of individual nanoparticles. This is contrary to ensemble
averaging techniques such as XRD, which can also be used to follow particle development in situ during calcination and reduction [74]. The quantitative information about individual nanoparticles provided by the TEM, will allow a much more detailed modeling, where the model can be fitted to the development of these specific particles rather than ensemble averaged data.

3.2 Methods

3.2.1 TEM imaging

All samples were ground in a mortar and dry loaded on to metal TEM grids. For this work we used grids of either stainless steel or gold. After loading, samples were mounted in the Gatan heating holder and inserted into the microscope. For in situ experiments, gas was allowed into the e-cell of the microscope and the sample was heated with a rate of 30 °C/min to the desired temperature. Several different experiments were performed, first to evaluate and quantify the effect of the electron beam, and later to acquire quantitative data of particle growth. The exact details of each experiment will be described in the relevant sections.

To minimize the effect of the electron beam under in situ conditions, most experiments were run at a very low dose rate of $1 \, e^-/(\text{Å}^2\text{s})$. To get a sufficient signal to noise ratio in the images, they were acquired at relatively low magnification. Images were acquired as 1024 by 1024 pixels and with a pixel size of 0.56 nm/pixel. Total image width was thus 573 nm, allowing for a typical Cu phyllosilicate agglomerate (such as Figure 3.1 on page 44) to fit within one image. For this pixel size and dose rate, the average number of incident electrons on each pixel, for a 1 s exposure time, was 32. The standard deviation in these images was measured to 8, resulting in a SNR of 4. Images in Figure 3.8a on page 54 represent this condition. Due to the low SNR, only particles with diameters larger than approximately 3.4 nm (6 pixels) were clearly distinguishable in the present experiment. Sample areas were also imaged with a higher dose rate of $5 \, e^-/(\text{Å}^2\text{s})$ in vacuum after the reduction. Figure 3.8d on page 54 represent this condition.

3.2.2 Image analysis

Particles sizes were measured manually using ImageJ. For a typical reduced sample, see Figure 3.3b on page 46. The particles are clearly visible in the image, but due to the inhomogeneity of support and sample, it is difficult to use an automated routine for particle measurements. There are ways to accomplish this[75], but it is more difficult than on planar supports. For a manual counting, typically only
particles positioned in the outermost layers of the agglomerate are measured, since the thicker areas leads to a diffuse contrast and a blurring of the particles.

For a measurement of particle size, typically several hundred particles were measured in different agglomerates. We calculated the optimal bin size for plotting the PSD according to [76, 77] as:

$$\text{bin} = 2 \times (Q_3 - Q_1) \times N^{-1/3}$$

where $Q_3$ and $Q_1$ are the third and first quartile respectively and $N$ is the number of particles measured.

The average size and $\text{PSD}$ were compared between different samples. To quantify the similarity, we calculated the probability that two $\text{PSDs}$ had the same mean value. Such a statistical evaluation is a necessary because there is a limited number of particles available for measurement in the \textit{in situ} regions. The probability was calculated using the ANOVA method\(^1\). If the probability for the same mean was lower than 2.5\% the $\text{PSDs}$ were determined to differ significantly. Comparison of $\text{PSDs}$ was thus used as a quantitative measure to determine whether the reduction behavior was similar for two different samples reduced under different conditions (pressure, temperature, electron beam).

In order to follow the reduction process in the regions where time-lapsed images were recorded, we developed the measure ‘Stage of particle evolution’. Here, 25 particles were selected in the last frame of the time series, and these 25 particle were then traced and measured back in time. At each time step, the ‘Stage of particle evolution’ was calculated as the mean size, where particles that had not yet emerged, were included in the average with 0 nm.

### 3.3 PRECURSOR MATERIAL

The homogeneous solid precursor used for this experiment was Cu phyllosilicate, $\text{Cu}_2\text{Si}_2\text{O}_5(\text{OH})_2$ [78]. Our material was prepared by the homogeneous deposition-precipitation procedure as described by Van Der Grift et al.[79]. The material was prepared from colloidal $\text{SiO}_2$ and Cu nitrate. A detailed description of the preparation is found in [54].

A TEM image of the as-prepared material is shown in Figure 3.1. It is a plate structure, with plates 5-20 nm wide and up to 100 nm long. No CuO particles were seen with these imaging conditions.

\(^1\) ANOVA method in Microsoft Excel’s analysis toolpack
The Cu phyllosilicate was examined with XRD, surface area measurement by N₂ physisorption (BET) and TEM. XRD (Figure 3.2b) showed a mainly amorphous material as expected[78], with a weak peak from chrysocolla, a form of Cu phyllosilicate[78]. Here it is important to note, that no traces of CuO or SiO₂ were found, meaning that the synthesis resulted in a pure Cu phyllosilicate phase. BET showed a surface area of 550 m²/g, a sharp increase from the 100 m²/g for the colloidal SiO₂ ingredient. Both these measurements confirmed that the reaction was completed and that we had the desired material.

3.4 REDUCED MATERIAL

For all experiments, the Cu phyllosilicate was reduced in H₂ gas. First, a temperature programmed reduction (TPR) was performed in a regular plug flow reactor to determine the reduction properties of the material. The result of this is shown in Figure 3.2a.

The Cu phyllosilicate was reduced in a gas of 20% H₂ in Ar by ramping up the temperature at 2 °C/min to 500 °C. During reduction, the H₂ signal was monitored by mass spectrometry (MS). The hydrogen consumption started at 220 °C, peaked at 255 °C and ceased above 270 °C. In another case, the reduction was performed in a plug flow reactor at a fixed temperature of 250 °C in 20% H₂ in Ar. After reduction the sample was passivated by slowly letting in air, and then transferred to XRD analysis. This clearly showed the appearance of both SiO₂ and Cu crystals (Figure 3.2b).
Figure 3.2: Characterization of the reduction behavior of Cu-phyllosilicate. 
(a) Temperature programmed reduction (TPR). (b) XRD analysis. The as-prepared sample (blue) shows a weak peak from chrysocolla, a form of Cu-phyllosilicate. After reduction, peaks from SiO$_2$ and Cu are seen.

With *in situ* TEM, the gas pressure is limited, in this case we used 1 mbar H$_2$. This is significantly lower than the 200 mbar used in the plug flow reactor. The lower pressure may entail that a higher temperature is necessary[63]. To investigate this, we first heated four different samples in 1 mbar H$_2$ to 150, 200, 250 and 280 °C. No visible changes were seen after heating to 150 °C (4 hours) and 200 °C (30 min). At 250 °C, after 30 min, nanoparticles clearly started to form, with an average diameter of approximately 5 nm. After 2 hours at 250 °C, the particles had grown to an average size of approximately 8 nm. At 280 °C, particles had reached the final size of 8 nm after 30 min. Neither maintaining the temperature longer at 280 °C or further increasing it to 310 °C led to any sample changes. It was therefore concluded that the reduction proceeds to completion after 30 min in the microscope in 1 mbar H$_2$ at 280 °C [54].

The possibility of reducing the sample, and knowing at what temperature to do it, was the first necessary step for proceeding with the experiment. In order to verify the reduction behavior, we compared the end result of reduction in the microscope with the result of reduction in the plug flow reactor. The result of this is shown in Figure 3.3.

To make sure that we were comparing two reduced samples, the sample from the reactor was re-reduced and imaged *in situ* in the microscope (Figure 3.3a). This was done, in case the Cu particles had oxidized after transfer and storage in air. The sample reduced from Cu phyllosilicate inside the microscope is shown in Figure 3.3c. The image was acquired in vacuum, after reduction at 280 °C for 30 minutes. The two samples look very similar, with similar particle sizes and density. The edge structure is different though; the sample reduced in the microscope has maintained more of the plate structure, as seen around the edge. This difference is most likely due to the
Figure 3.3: Comparison between reduction in a plug flow reactor and in the microscope.
(a) TEM micrograph of Cu phyllosilicate after reduction in plug flow reactor (20 % H_2 in Ar, 250 °C) and re-reduction in the TEM (1 mbar H_2, 250 °C). (b) Histogram of particle diameters measured in 17 images of the same sample as (a). (c) TEM micrograph of Cu-phyllosilicate after reduction in the TEM (1 mbar H_2, 280 °C). (d) Histogram of particle diameters measured in 17 images of the same sample as (c).

mechanical forces and different local environment in the plug flow reactor.

To quantitatively compare the reductions, 500 particles were measured in images from 17 regions for each sample. The histograms are shown in Figure 3.3b and Figure 3.3d. These show that mean particle diameter (8.0 nm) and standard deviation (2.2 nm) were identical. The final Cu nanoparticle characteristics are thus independent of H_2 pressure and temperature for reduction in these two setups.

With the information above, appropriate pressure and temperature for reduction in the microscope were determined, and it was validated that reduction under ‘microscope conditions’ is representative for conditions endured in the plug flow reactor. This is the first prereq-
uisite for the in situ experiment, where the process is to be recorded with time-lapsed TEM images. The second prerequisite is to find conditions where the influence of the electron beam is minimized. This will be the subject of the next section.

3.5 ASSESSING THE BEAM EFFECT

In the following I will explain how we developed a routine for safe operation with minimal influence of the electron beam. To evaluate the effect of the electron beam, it is necessary to have quantitative metrics to evaluate it from. Here we have chosen two: The first quantitative metric is the possible observation of visible changes during illumination by electrons. If this is observed, the illuminated area is compared to a non-illuminated in order to evaluate if the electron beam is responsible for the observed changes. In the present case, we study a dynamical phenomena, so the sample is expected to change between consecutive images, and it is therefore necessary to compare with a non-illuminated reference area. We expect particle formation during the experiment, so the second quantitative metric is a comparison of the final PSD for illuminated and non-illuminated sample areas. This is a way to assess whether the electron beam has influenced the reduction process.

3.5.1 Beam in H\textsubscript{2}

In the first experiment, we assessed the direct effect of the electron beam on the sample in an H\textsubscript{2} atmosphere. In order to decouple the effect of the electron beam from thermal reduction, this was done at 150 °C. At this temperature, no particle formation was seen in non-illuminated reference areas\cite{54}.

After heating to 150 °C and waiting for drift stabilization, 5 different areas were investigated with 5 different dose rates. Each region was continuously illuminated for approximately 20 minutes while time lapsed TEM images were acquired. This was done for electron dose rates of 1, 5, 10, 20 and 100 e\textsuperscript{−}/(Å\textsuperscript{2}s).

At these conditions, particles quickly started to emerge under the electron beam. For an identical experiment with no H\textsubscript{2}, particle formation was very limited. This indicates that the mechanism behind beam induced reduction is activation and presumably dissociation of H\textsubscript{2} molecules by the high energy electrons, and not direct reduction by the electron beam. In another study, we have demonstrated reduction of Cu by atomic hydrogen\cite{63}. This will be discussed in Chapter 4.
The stage of particle evolution is plotted in Figure 3.4. For the dose rates 5, 10, 20 and 100 e−/(Å²s), the particle evolution was similar regardless of dose rate. Only the lowest dose rate of 1 e−/(Å²s) differs with a significantly lower rate of particle nucleation and growth. This could indicate that for any dose rate at or above 5 e−/(Å²s), a sufficient amount of excited H₂ or H-radicals is generated in order for another step in the reduction process to become rate-limiting.

The conclusion to take from this experiment is that it is impossible to completely remove beam induced reduction for this sample in the presence of H₂ gas. The strategy must therefore be to minimize it by first of all using the lowest possible dose rate, in this case 1 e−/(Å²s). A dose rate lower than this would compromise the image SNR or require the use of even lower magnification. Since we cannot completely remove the beam contribution, it must be ensured that the thermal reduction proceeds significantly faster in order to minimize the influence of the electron beam on the process.

3.5.2 Beam pre-reduction

TEM acquisition in situ during the reduction process requires the use of a very low electron dose rate. A typical approach would therefore be to acquire high quality images of the region of interest before and after the reduction. High quality could mean higher dose rate, or perhaps longer exposure time. Illuminating the sample before reduction could however have an effect on the reduction process, if the interaction with the electron beam in vacuum would alter the Cu phyllosilicate.

To investigate the effect of electron illumination prior to reduction, we illuminated and imaged 5 different regions in one sample, with dose rates of 1, 5, 10, 20 and 100 e−/(Å²s). Each region was illum-
nated for approximately 2 min. No visual changes were seen during the 2 minutes for dose rates at or below $20 \, e^-/(\text{Å}^2 \text{s})$ [54]. After this, 1 mbar H$_2$ was allowed into the e-cell and the temperature was raised to 280 °C and held for 30 min before cooling down and evacuating. Each region was imaged again, as well as reference regions for comparison. Images of all regions are shown in Figure 3.5. By comparison to the reference (Figure 3.5a), it is clear that pre-illumination results in larger Cu particles, particularly evident for pre-illumination with the highest dose rate (Figure 3.5f).

Figure 3.6 shows PSDs from the images in Figure 3.5. For the reference (a), particles were measured in multiple regions. As the dose rate is increased, the PSDs show an increase in average size, as well as a broadening towards larger particles (b-f). For pre-illumination with a dose rate of 100 $e^-/(\text{Å}^2 \text{s})$ (Figure 3.6f) there is a significant number of large nanoparticles with sizes of 15 nm and above. 100 $e^-/(\text{Å}^2 \text{s})$ is the highest applied dose rate here and the effect of it is significant, but it is worth noting that 100 $e^-/(\text{Å}^2 \text{s})$ still be considered very low dose for normal TEM operation.

The implication of this finding is quite significant. What Figure 3.5 and Figure 3.6 show, is that illumination in vacuum, even with a very low dose rate of 1 $e^-/(\text{Å}^2 \text{s})$, will strongly alter the end result of the reduction, even if no changes are seen to the sample during vacuum imaging. This underlines several important aspects worth remembering for in situ TEM. First, that each sample type is individual when it comes to beam effects, and that it is import to investigate these as part of the experiment. Second, for in situ experiments such as this where we want to follow a region over time, it important to have a metric for comparison with unilluminated areas. In the present case, it is the final average size and the shape of the PSD.
Figure 3.5: The effect of electron illumination prior to reduction. All images from different regions of the same sample. Each region was illuminated for 2 minutes in vacuum, then the sample was reduced in 1 mbar H₂ at 280 °C for 30 min. No electron illumination during reduction.
Figure 3.6: The effect of electron illumination prior to reduction. PSDs measured from the images in Figure 3.5. Each region was illuminated for 2 minutes in vacuum, then the sample was reduced in 1 mbar H$_2$ at 280 °C for 30 min. No electron illumination during reduction.
3.6 Imaging the Reduction Process in situ

With the experiments listed above, we start to have an idea of some important properties that characterize the effect of the electron beam on the reduction of Cu phyllosilicate:

- Reduction at 280 °C in 1 mbar H₂ proceeds to completion in 30 minutes.
- Beam induced reduction is inevitable in H₂ atmosphere. At 1 \(e^-/(\text{Å}^2\text{s})\) the rate is limited.
- Illumination in vacuum will have a profound effect on the end result.

With this information, we can set up a measurement scheme that will allow us to track the reduction over time, while still keeping the effects of the electron beam to a minimum. The measurement scheme is presented in Figure 3.7, for gas and temperature (Figure 3.7a) and electron illumination (Figure 3.7b). Time 0 is when the temperature reaches 280 °C.

After inserting the sample in the microscope, 1 mbar H₂ is allowed into the e-cell and the temperature is increased to 200 °C. At this temperature, no reduction of the Cu phyllosilicate takes place[54]. At 200 °C regions of interest are located at very low magnification and extremely low dose rate (<0.1 \(e^-/(\text{Å}^2\text{s})\)). The reason to go to 200 °C first is to allow the holder to stabilize at this temperature, which limits the drift after the final temperature step. The temperature is then increased to 280 °C (30 °C/min) and immediately after this, imaging is started with a dose rate of 1 \(e^-/(\text{Å}^2\text{s})\). In the first few minutes after the temperature increase, slight drift was experienced, but acquisition times shorter than 1 s was not possible, due to the low dose rate. Three regions were imaged in two samples. In the first sample one region (‘Region 1’) was continuously illuminated while time lapsed TEM images were acquired. In the other sample, two regions were illuminated intermittently, one with high frequency (‘Region 2’) and one with low frequency (‘Region 3’). The actual illumination times were recorded and are plotted in Figure 3.7b. The idea behind varying the illumination time in the dynamic experiment, is that this will give a clear idea whether the observations are affected by beam induced reduction. If it is the case, a correlation between particle formation and illumination time/total dose would be expected.
Figure 3.7: Experimental procedure for the reduction of Cu phyllosilicate in 1 mbar H$_2$ with minimum beam influence. Temperature is raised to 200 °C, drift is stabilized, then temperature is raised to 280 °C where the reduction process initiates. Three regions are followed in two samples. Dose rate is $1 \text{ e}^-/(\text{Å}^2 \text{s})$ during H$_2$ exposure. Region 1 is continuously illuminated, Region 2 and 3 are intermittently illuminated. After cooling all regions, as well as reference regions, are imaged with $5 \text{ e}^-/(\text{Å}^2 \text{s})$.

For all three regions, time lapsed images resulted in movies of the particle formation. Figure 3.8 shows selected frames from these movies. Figure 3.8a shows frames from Region 1, where the first frame was recorded after 1 min. At this time, no nanoparticles have formed. In the second frame, recorded after 3 min, particles are clearly visible. After 7 min most particles have formed and after 26 min, they have grown to their final size. Region 2 (Figure 3.8b) shows a similar pattern, with a few particles formed already after 1 min. This concerns particles larger than the detection limit of approximately 3 nm, so particles smaller than that may have formed already at 1 min without being resolved in the images. The first frame of Region 3 (Figure 3.8a) was recorded after 7 min where a significant number of particles had formed. Finally, Figure 3.8d shows a previously unilluminated reference area after 30 min at 280 °C.

Some important conclusion to take from the dynamic experiment are the following: The critical diameter for nucleation is 3 nm (detection limit) or smaller. Once particles have nucleated, as seen from the...
images, they are immobile, which implies that particle growth does not proceed via particle migration and coalescence, but rather via attachment of smaller Cu species that are able to diffuse on the support. Cu particles form homogeneously over the sample, with no preferred sites for nucleation.

Figure 3.8: Frames from time-lapsed movies acquired during reduction of Cu phyllosilicate in 1 mbar H$_2$ at 280 °C. 
(a) Region 1 observed with continuous illumination at $1 \, \text{e}^-/(\text{Å}^2\text{s})$. (b) Region 2 observed with intermittent illumination at $1 \, \text{e}^-/(\text{Å}^2\text{s})$. Time interval approximately 2 min. (c) Region 3 observed with intermittent illumination at $1 \, \text{e}^-/(\text{Å}^2\text{s})$. Time interval approximately 6 min, first frame acquired after 7 min. (d) Reference area, previously unilluminated. Final PSDs for these areas are shown in Figure 3.10

In order to quantify and compare the development during reduction, the stage of particle evolution was calculated for each region during the process. As previously described, this was done by selecting 25 particles in the final frame of the experiment. These 25 particles were then tracked back in time, and in each frame their diameter was measured. The stage of particle evolution was calculated as the aver-
3.6 Imaging the Reduction Process *in situ*

age particle size where particles that had not yet emerged were taken as 0 nm. The result of this is plotted in Figure 3.9. We immediately notice that all three regions develop in exactly the same way. In particular, it should be noted that when Region 3 is imaged the first time after 7 min, it has reached the same stage as Regions 1 and 2. This is a very strong evidence that the effect of the electron beam in these experiments is negligible. If that was not the case, we would have seen a difference between the three regions depending on the accumulated dose. For comparison, Figure 3.9 also shows the development in particle evolution for the purely beam induced reduction at 150 °C, also for a dose rate of $1 \text{e}^-/(\text{Å}^2\text{s})$. Here the particle formation is much slower than for the thermally induced reduction.

![Figure 3.9: Stage of Cu particle evolution during reduction in 1 mbar H$_2$ at 280 °C. Measured from TEM images acquired *in situ* as presented in Figure 3.8. For comparison, the purely beam induced reduction at the same dose rate is shown (taken from Figure 3.4)](image)

As a final evaluation of the possible beam influence, we look at the resulting PSD of the three regions and at reference regions on one sample (Figure 3.10). All regions had similarly shaped PSD and the deviations of the mean value were within the statistical error for these limited ensembles.

With this experiment we have provided high quality time lapsed data of the reduction process. Due to careful considerations of the effect of the electron beam, this data is inherent to the thermally driven reduction process in H$_2$ gas. The beam influence was not detectable for either continuous or intermittent illumination. We have therefore used the data from Region 1 (continuous illuminations) as a basis for modeling, since this data provides the highest possible time resolution of the process.
56 Catalyst activation, reduction of Cu-silicate

![Graphs of PSDs for different regions](image)

Figure 3.10: PSDs for the three regions imaged in situ, as well as reference regions from one sample. Images for size distributions were acquired in vacuum with $5 \, e^-/(Å^2 s)$ after reduction.

(a) Region 1 observed with continuous illumination at $1 \, e^-/(Å^2 s)$. (b) Region 2 observed with intermittent illumination at $1 \, e^-/(Å^2 s)$. Time interval approximately 2 min. (c) Region 3 observed with intermittent illumination at $1 \, e^-/(Å^2 s)$. (d) Reference area, previously unilluminated.

3.7 Particle Growth Modeling

This section describes some key results from the particle growth modeling[54]. The sizes of 25 individual particles were tracked in Region 1 over time and used as the basis for modeling growth. The in situ data provides information about the nucleation time of each individual particle as well as the subsequent growth. The information obtained from the microscopy was compared with two kinetic models; a classical nucleation and growth model and an autocatalytic model.

The nucleation-and-growth model[80] assumes that Cu is reduced from the phyllosilicate and fed to a reservoir of mobile copper species...
that is described by a mean field. Particles then nucleate when the concentration of Cu species on the support exceeds a saturation level and these particles grow by the addition of Cu species from the reservoir. This model is based on a mean-field approximation; that the concentration of Cu species is uniform over the support, except for a boundary layer around each particle. The size evolution of all particles was fitted to the model with the two adjustable parameters: kinetic constant and diffusion coefficient (Figure 3.11).

Figure 3.11: Size evolution of 25 particles in Region 1. The measured particle sizes are shown as black dots. The fitted nucleation and growth model is shown in green and the fitted autocatalytic model is shown in red (reduction-limited) and blue (diffusion-limited).
The fitted nucleation-and-growth model describes the data reasonably well as seen in Figure 3.11, where the fitted data (green lines) is plotted together with the measured particle sizes (black dots). The result of the fit however has some physically improbable implications. We observe the first nucleation events after a few minutes, but in the model, the reduction takes place from time zero. This has the consequence that the concentration of Cu species reaches a very high value of approximately one monolayer in the early phase of the experiment. Moreover, the fitted diffusion coefficient is very small ($-5 \times 10^{-19}$ m$^2$/s) compared to typical values for surface diffusion which are $10^{-5}$ - $10^{-8}$ m$^2$/s [54]. Another inconsistency between the model and our data is the relationship between final size and nucleation time. The nucleation-and-growth model builds on a mean field approximation, which implies that the final particle will depend only on the nucleation time. This is however not what we observe; there is a considerable scatter in the final particle size as a function of nucleation time. Examples of this is Figure 3.11e and Figure 3.11j where the final particle size is much larger and smaller than what the model predicts based on the nucleation time.

To respond to the inconsistencies in the simple nucleation-and-growth model, a second model was developed based on autocatalytic reduction of Cu[81]. Here, the reduction is slow during the nucleation period and fast during the growth period, because the metallic particles themselves dissociate hydrogen to catalyze the reduction of Cu from the phyllosilicate. Since the mean field approximation clashes with the observed scatter between nucleation time and size, it was assumed that each particle is associated with a limited capture zone, a so-called box, which will define its final size. This is consistent with the structure of the Cu phyllosilicate that consists of plates 5-20 nm wide and up to 100 nm long. It seems logical that diffusion is easier within such a plate than over the interface between adjacent plates. By using the density of Cu in the phyllosilicate structure, it can be calculated that an 8 nm particle contains an amount of Cu corresponding to a box size of 17 nm.

Before nucleation, it is assumed that all Cu ions in a box have an equal probability for reduction and subsequent nucleation. This type of phenomena can be described by Poisson statistics, so it is assumed that the nucleation time as a function of box (particle) size follows a Poisson distribution. A result of this is that particles of larger final size have a higher probability to nucleate early than smaller particles. Figure 3.12 shows the cumulative probability that a particle has nucleated at a specific time as a function of its final size. This is plotted together with the experimental data and we see that most of the particles have a probability between 0.1 and 0.9 of having nucleated at the observed time. The Poisson model therefore captures both the re-
3.7 Particle Growth Modeling

Figure 3.12: Plot of time of first appearance as a function of the final particle size as measured in the in situ TEM data from Region 1. The colored regions indicate the cumulative probability, according to Poisson statistics, for nucleation to occur at a specific time for a given final particle size.

lination between nucleation time and final size as well as the scatter in the data.

As soon as a nucleus has formed, the autocatalytic reaction is assumed to start and from there on the development in particle size is described by a growth model. Two parameters could be limiting the growth: i) diffusion of Cu ions in the solid to the particle (diffusion-limited model) or ii) reduction at the particle-support interface[82]. The model was fitted for both cases and the result is shown in Figure 3.11 as blue and red lines for the diffusion and reaction limited model respectively.

In the reaction limited model, the rate of reduction is assumed to be proportional to the concentration of Cu$^{2+}$ ions in the box. Here, the kinetic constant was 0.45 nm/min for the best fit which corresponds to a growth rate of about 2 atomic layers per minute.

In the diffusion limited model the diffusion constant was found to be $4.5 \times 10^{-19}$ m$^2$/s which is typical for solid state diffusion[83].

Both versions of the auto-catalytic model describes the observations well (Figure 3.11) and the fitted parameters are of reasonable value. It is therefore not possible to distinguish between the two. From Figure 3.11 we see that the autocatalytic model described our observations better than the classical nucleation-and-growth model. Based on our observations and modeling it is therefore suggested that the mechanism behind the reduction of Cu phyllosilicate to Cu nanoparticles on silica is autocatalytic. It is plausible that the initial growth phase is reaction limited due to the high concentration of Cu$^{2+}$ ions at this time. Then as the particle grows and the concentration of Cu$^{2+}$ decreased, the mechanism is likely to become diffusion limited.
3.8 Chapter Conclusion

In situ TEM was used to follow the reduction of Cu phyllosilicate in H₂ at 280 °C to form Cu particles supported on SiO₂. This is representative for a class of catalyst systems where the active nanoparticle phase is formed from a solid homogeneous precursor. The reduction inside the microscope was found to be representative of the reduction in a plug flow reactor at higher pressure, because the final particle size distribution (PSD) was identical for the two methods. The electron beam was found to have a profound effect on the reduction inside the microscope. The temporal development of the sample (particle formation) and the final PSD was used as quantitative measures to assess the effect of the electron beam and the effect of temperature on the reduction process. The conclusions from this was the following:

- No particle formation at 150 or 200 °C in 1 mbar H₂. At 250 °C particles formed slowly and the process was not complete after 30 min. At 280 °C the reduction proceeds faster and particle formation was complete after 30 min.

- At 150 °C in 1 mbar H₂ particles formed during illumination by the electron beam. For dose rates 5, 10, 20 and 100 e⁻/(Å²s) particles formed quickly and completed within 10 min. At 1 e⁻/(Å²s), particle formation was significantly slower.

- Little or no particle formation was observed during electron illumination in vacuum.

- Electron illumination at room temperature in vacuum before reduction increased the mean particle size after reduction. This was the case for dose rates 1, 5, 10, 20 and 100 e⁻/(Å²s). Mean particle size increased with increasing dose rate.

Based on these findings, we developed a procedure that allowed us to image the thermally driven reduction process with minimal influence of the electron beam. The key points were to avoid illumination in vacuum and to reduce under conditions where the thermal reduction was significantly faster than the beam induced. Following this procedure allowed us to obtain quantitative time resolved data of particle formation and growth. This was done for three illumination schemes of varying total dose and the particle formation was found to be independent of this. This directly shows that the process proceeded with minimal influence of the electron beam.

The particle formation was modeled by fitting to the experimentally observed nucleation and growth of 25 individual particles. The process was found to be well described by an autocatalytic model where the initial nucleation is slow and subsequent growth is fast because the already formed particles catalyze further reduction by H₂.

Based on these findings, we developed a procedure that allowed us to image the thermally driven reduction process with minimal influence of the electron beam. The key points were to avoid illumination in vacuum and to reduce under conditions where the thermal reduction was significantly faster than the beam induced. Following this procedure allowed us to obtain quantitative time resolved data of particle formation and growth. This was done for three illumination schemes of varying total dose and the particle formation was found to be independent of this. This directly shows that the process proceeded with minimal influence of the electron beam.

The particle formation was modeled by fitting to the experimentally observed nucleation and growth of 25 individual particles. The process was found to be well described by an autocatalytic model where the initial nucleation is slow and subsequent growth is fast because the already formed particles catalyze further reduction by H₂.
This chapter presents investigations of the atomic structure and catalytic activity of the methanol synthesis catalyst. Experiments were performed in collaboration with Christian Holse and Anders Nierhoff at DTU. They performed specialized sample preparation and spectroscopy at UHV conditions which we found to be a fantastic complement to in situ TEM. This chapter is mainly based on our recent paper attached to this thesis[63].

4.1 THE METHANOL SYNTHESIS REACTION

Methanol, CH$_3$OH or MeOH, is the simplest alcohol and a very important industrial chemical with a yearly production of over 40 megaton[84]. Methanol is an important precursor chemical in the production of other chemicals such as formaldehyde which is again used in the production of e.g. plastics and paints.

The modern methanol synthesis process was developed in the 1960s by ICI. It proceeds over a Cu/ZnO/Al$_2$O$_3$ catalyst at 230 °C and 50 to 100 bar[70, 84], and produces MeOH from a synthesis gas (syngas) containing CO, CO$_2$ and H$_2$. The methanol synthesis reaction can be described by the three reactions[70]:

\[
\begin{align*}
\text{CO}_2 + 3\text{H}_2 & \rightleftharpoons \text{CH}_3\text{OH} + \text{H}_2\text{O} & \Delta H_{298K,50 \text{ bar}} &= -40.9 \text{kJ/mol} \\
\text{CO} + \text{H}_2 & \rightleftharpoons \text{CH}_3\text{OH} & \Delta H_{298K,50 \text{ bar}} &= -90.7 \text{kJ/mol} \\
\text{CO}_2 + \text{H}_2 & \rightleftharpoons \text{CO} + \text{H}_2\text{O} & \Delta H_{298K,50 \text{ bar}} &= 49.8 \text{kJ/mol}
\end{align*}
\]

where Equation 4.1 and Equation 4.2 describe methanol synthesis from CO$_2$ and CO respectively, and Equation 4.3 is the reverse water gas shift reaction. The three reactions are inter-dependent and any two of the three gives a complete thermodynamical description of the system.

Figure 4.1 shows in situ TEM images of the catalyst at low and high magnification. It is comprised of spheres of metallic Cu interlinked by more irregular crystals of ZnO.
Despite its long history as a commercial catalyst and a high amount of scientific research over the years, key issues about the methanol synthesis catalyst remain controversial. In particular, the following points are still debated\cite{70}:

- The nature of the active site
- The role of ZnO
- The reaction mechanism, especially whether CO or CO$_2$ is the dominating reactant.

The intention with the work presented in this chapter is in particular to investigate the two first points; the nature of the active site and the role of ZnO. Since Zn is assumed to be a constituent in the active site\cite{16}, these two points are closely related.

ZnO plays an important role for the catalyst structure, acting as a spacer between the Cu crystals, which allows for a very high Cu loading and surface area in the catalyst. The CuO/ZnO framework is created from crystals of Cu$_x$Zn$_y$Al-hydroxycarbonates, e.g. zincian malachite\cite{85}, and the role of the Zn in this process is well understood.

Today, it seems widely accepted that ZnO also has an important promoting effect on the methanol synthesis activity\cite{16,86}, although it has previously been suggested, and shown, that activity only scales with Cu area for various supports\cite{84,87}. In that paper, the measurements of Cu surface area was done by N$_2$O reactive frontal chromatography\cite{88,89}, a method we now know can underestimate the surface area due to Zn incorporation in the Cu surface\cite{90}.

Even if it is accepted that ZnO has a promoting effect, many different explanations has been on the table. The Klier group promoted the
idea that the active site was Cu$^{+1}$ ions incorporated in the ZnO[91]. From Topsøe, it was shown that the shape of the Cu particles was gas dependent[22, 92, 93] and that this dynamic behavior could be satisfactorily incorporated in a micro-kinetic model[94]. Finally, a Cu-Zn surface alloy was suggested as the active site[95]. Recently, it was shown that such a surface alloy is present in an industrial-type catalyst even under mild reducing conditions[90], and theoretical calculations suggest that Zn incorporated in a step in the Cu surface is the active site for MeOH synthesis[16]. Along with this, Behrens et al. suggest that ZnO migrates to the Cu surface during reduction[16] and that it may even completely cover the Cu surface[96].

In the following, we have focused on the interplay between Cu and ZnO during oxidation and reduction, both with an emphasis on the exact location on Cu and ZnO relative to each other[16, 96] as well as the possibility of reduction of Zn and the formation of a Cu-Zn surface alloy[90]. We have acquired global chemical information using XPS and local structural information using TEM.

### 4.2 Model System Preparation

In order to decrease the level of complexity, one often makes use of model systems. Essentially, this is a representative model of the catalyst and process, but it is simplified to varying degree in order to isolate parameters and obtain better control. For the MeOH synthesis catalyst, examples of this is Al$_2$O$_3$-free systems[22], Cu single crystals at UHV conditions[97] and CO- or CO$_2$-free synthesis gas[91, 98].

Our model system was made from size selected CuZn alloy nanoparticles. The cluster deposition technique allows us to create nanoparticles of well-defined size[99, 100] and composition[101]. Figure 4.2 shows the working principle of the cluster source apparatus. The cluster formation proceeds under vacuum conditions in three steps; sputtering, agglomeration and mass selection. These take place in three dedicated zones. The sputtering zone contains a metal target, in this case CuZn in a predefined composition. The target is sputtered with Ar$^+$ ions by a magnetron sputter head, releasing a gas of atoms. Next
is the agglomeration zone, which has an Ar and/or He pressure of ca 1 mbar and is cooled by liquid nitrogen. Here, the atoms released from the target agglomerate, forming nanoparticles of varying size. The temperature, gas types and pressures will define the size distribution of the nanoparticles. Next, the nanoparticles pass through a QMS that will filter the nanoparticles according to their mass/charge ratio. This typically produces a very narrow PSD, for example, as shown by Nielsen et al., Ru nanoparticles of 10.8 ± 0.8 nm[100]. Finally the nanoparticles move into the deposition chamber where they land on the sample. In the present work we used either a Ti single crystal or a TEM grid. The Ti single crystal was used for XPS and the TEM grids for in situ TEM.

![a) As-deposited CuZn nanoparticles on lacey carbon. Vacuum.](image)

(b) PSD from Figure 4.3a and similar TEM images.

Figure 4.3: As-deposited CuZn nanoparticles. Target size 6.5 nm. 
(a) Agglomeration seen by TEM, suggesting that particles are able to move after deposition. (b) PSD from 175 particles measured in (a) and similar images from the same sample.

For the work published in [63], I used standard lacey carbon Cu grids, where the CuZn particles were deposited directly on the amorphous carbon support. Figure 4.3a shows a TEM image acquired in vacuum of the as-deposited nanoparticles. The average diameter measured from this and similar images was 7.7 ± 1.0 nm. For this deposition, the target size was 6.5 nm, assuming a spherical geometry. The particles may change shape due to interaction with the support, which would cause an increase in the projected diameter. The formation of a surface oxide at this point, may also increase the size slightly. Furthermore, we see that the particles are clustered, in a systematic manner, suggesting that they are able to move on the carbon film after deposition. The particles are expected to bind stronger to oxide surfaces and therefore not move on the TiO₂ crystal where they were deposited for XPS analysis. This was confirmed by STM where no clustering was observed[102]. Figure 4.3b shows the PSD for this sample and a tail towards larger sizes is evident. Larger particles may be cre-
ated if particles coalescence on the support at deposition. Examples of particle grouping are also seen directly from the TEM image in Figure 4.3a.

Having created size selected CuZn nanoparticles, these must be transformed into a suitable model system for the MeOH catalyst. The CuZn alloy phase, brass, is not present in the MeOH catalyst during operation as a bulk phase, so our model system must be transformed to Cu/ZnO. Figure 4.4 shows the basic principle of formation of model system from CuZn as it has been employed here. First, the CuZn is oxidized, creating separate phases of CuO and ZnO, thus segregating Cu and Zn because there is no mixed oxide phase for these two elements. A reduction at low temperature ($<300$ $^\circ$C) will reduce the Cu without the complete reduction of Zn and a return to a bulk alloy phase. The alloy formation is primarily limited by the diffusion of Zn in Cu, the rate of which will increase with temperature[103].

![Image: Figure 4.4: Formation of Cu/ZnO from CuZn nanoparticles. First the CuZn particle (a) is oxidized in O$_2$ at elevated temperature. This segregates CuO and ZnO (b), because there is no mixed oxide phase for Cu and Zn. A mild reduction will reduce the Cu, whereas ZnO will stay in the oxide phase (c). The model Cu/ZnO nanoparticle created this way may be viewed as a unit cell of the industrial catalyst (d).]

4.3 Experimental Setup and Methods

Cluster synthesis, high pressure treatments and XPS were all performed in the same UHV setup[63, 102] at CINF DTU. In situ TEM was performed on the Haldor Topsøe Titan 80-300.

4.3.1 UHV system: deposition, temperature treatment and spectroscopy

We employed a parallel approach of similar gas and temperature treatments in the UHV setup and in the TEM. In the UHV setup, these treatments were done in a high-pressure cell attached to the vacuum system. Here, the TiO$_2$ crystal was heated under gas pressures from 1 to 900 mbar, and it is thus possible to achieve significantly higher pressure than the few mbar available in the TEM. After these treatments, the sample was transferred to the main vacuum chamber where XPS-analysis was performed. The typical mode of operation was a 1 hour
treatment in the high pressure cell, followed by spectroscopic analysis. This could be followed by another 1 hour treatment at a higher temperature. In this way we studied the development in a ‘quasi-*in situ*’ manner\textsuperscript{[77]}.

4.3.2 XPS

X-ray photoelectron spectroscopy (XPS) is a classic surface sensitive spectroscopic technique widely used for the analysis of materials. It relies on the photoelectric effect first described by Einstein. Since catalysis takes place on material surfaces, XPS is an obvious choice for the study of such materials, and beneficial as a complementary technique to TEM. XPS provides accurate information about sample averaged surface composition, whereas TEM provide information about the spatial organization of the sample. In the current project, we relied on both to explain our observations.

![XPS Diagram](image)

Figure 4.5: The XPS technique for the measurement on the Cu $2p_{3/2}$ core level. The XPS technique relies on an incoming x-ray photon which may excite a core level electron to leave the sample. The binding energy is measured as the difference between the energy of the incoming x-ray and the kinetic energy of the outgoing electron and the work function of the the analyzer $\Phi_A$. Drawing inspired by\textsuperscript{[1]}

The principle behind XPS is illustrated in Figure 4.5. An incoming photon of energy $h\nu$ excites a core level electron, e.g. Cu $2p_{3/2}$, into vacuum. The kinetic energy, $E_{\text{kin}}$ of the electron is measured
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by an electron energy analyzer (in the present case a hemispherical analyzer) and the binding energy $E_{\text{bin}}$ can be calculated as:

\[
E_{\text{bin}} = h\nu - \Phi_A - E_{\text{kin}}
\]

(4.4)

where $h$ is Planck’s constant and $\Phi_A$ is the work function of the analyzer. The energy of the emitted electron will thus depend on the energy of the x-ray source and the binding energy of the emitted electron. This produces a specific fingerprint of the element from which the electrons are emitted because the binding energies are element specific. In the present case we used an AlK\textsubscript{α} source where $h\nu$ is 1486.6 eV. The kinetic energy of the emitted electrons typically fall in the range of 0-1000 eV. At these energies, the mean free path of the electron in the material is low, less than 1 nm, which is the origin of the surface sensitivity of XPS; even if the x-rays penetrate deeply into the material, the photoelectrons can only escape from the outermost layer\cite{1}.

The photo-emission process will leave a hole in one of the inner shells of the atom. This may be filled by an electron from a higher shell. This process will release energy, which may be transferred to another electron such that it is released with a specific energy. This is called the Auger process and the released electron an Auger electron. In this work we have both utilized photoelectrons and Auger electrons.

The binding energies not only depend on the element, but also on the chemical state, because the energies of the core electrons is slightly shifted depending on the state of the valence electrons. This is called the chemical shift and it is typically in the range of 0-3 eV\cite{1}. Here we have used chemical shifts to distinguish between oxidized and metallic Cu and Zn.

4.3.3 In situ TEM

Particles were deposited either directly on a lacey carbon/Cu grid\cite{63} or on top of spherical Al\textsubscript{2}O\textsubscript{3} particles deposited on Au grids. After deposition, the grids were removed from the UHV setup and either transferred directly to the TEM or to a glove box. The transfer included exposure to ambient air for a maximum of 30 minutes.

For the in situ experiment, a grid was placed in the Gatan heating holder and inserted in the microscope. For oxidation, the sample was exposed to 1 mbar O\textsubscript{2} and heated to 300 °C with a rate of 30 °C/min. Reduction was performed in 1 mbar H\textsubscript{2} at 300 °C, where the sample was imaged in situ at various time steps until full reduction was seen by an inspection of the lattice fringes in the images. Electron illumination was maintained at levels at or below 300 °C in order to minimize the effect of the electron beam and avoid or minimize beam assisted reduction. Most HRTEM images were acquired with a pixel
size of 0.063 nm, sufficient to resolve Cu(111) and Cu(200) at 0.21 and 0.18 nm respectively. Typically, a series of 10-20 images were acquired and alignment and summation was used to increase the SNR (Section 2.4.2). All TEM images shown in the following represent such summed image series.

4.4 RESULTS

Particles were produced from a target containing Cu and Zn in the ratio Cu:Zn 90:10. For deposition on TiO₂, particles were produced with a mass filter setting corresponding to a size of 9 nm. For deposition on the TEM grids and microreactors, particles were produced from two targets with composition Cu:Zn 90:10 and 97:3.

4.4.1 From CuZn to Cu/ZnO

The formation of Cu/ZnO nanoparticles from CuZn was followed in parallel by XPS and in situ TEM. Figure 4.6 shows XPS data from the Zn 2p₂/₃ (a) and Cu 2p₂/₃ (b) lines for the as-deposited, oxidized and reduced samples. The amount of Cu and Zn in the particle surface was quantified based on the 2p₂/₃ lines taking into account sensitivity factors[63]. The Cu amount (Cu/[Cu + Zn]) is shown in percent in Figure 4.6c.

In the as-deposited state, the shape and position of the Cu L₃VV (not shown here) and the Zn L₃M₄,5M₄,5 Auger line (Figure 4.16 on page 80) reveal that the particles are metallic after deposition, as expected. The target is metallic and the deposition takes place in an oxygen free environment. The surface composition based on the 2p line intensities shows a ratio between Cu and Zn of ~75:25. This is different from the target composition which was 90:10. It is however not unusual to see these differences when using binary systems[101]. The nanoparticle composition is expected to be homogeneous in the as-deposited state, and the composition measured here is thus assumed to be representative of the bulk composition.

Oxidation of the nanoparticles in 200 mbar O₂ at 200 °C results in a drastic lowering of the Zn concentration in the surface, such that Cu:Zn is ~95:5. The shape of the Cu 2p line, specifically the feature at 491 eV, reveals that the Cu is fully oxidized to CuO [104]. A shift in the Zn L₃M₄,5M₄,5 Auger line (Figure 4.16 on page 80) also reveals that the Zn is fully oxidized to ZnO at this point.

Reduction in 200 mbar H₂ at 200 °C completely changes the surface composition and lowers the amount of Cu, such that Cu:Zn ~45:55. This corresponds to an enrichment of Zn in the surface compared to the bulk composition measured in the as-deposited sample.
Figure 4.6: Analysis of surface composition for as deposited, oxidized and reduced CuZn nanoparticles. 
(a) Zn 2p$_{3/2}$ line, background subtracted. (b) Cu 2p$_{3/2}$ line, background subtracted. (c) Cu surface concentration as a percentage of total metal amount. Particles were synthesized from a target with composition Cu:Zn 90:10 and the deposition size was 9 nm.

To understand the results from XPS and relate them to structural transformations, we imaged the three situations, as-deposited, oxidized and reduced.

HRTEM images are shown in Figure 4.7. In the as-deposited state (a), particles are spherical and polycrystalline. The spherical shape indicates that the morphology has equilibrated at room temperature. Ru nanoparticles deposited in a similar way were observed to have 'cauliflower'-shape, suggesting a non-equilibrated shape after deposition[100]. Remarkably, there is no indication of a surface oxide as seen from HRTEM images. Pure Cu particles deposited and transferred under similar conditions has been observed to oxidize during transfer, indicating that the brass is more resistant to oxidation, possibly because the Zn helps form a passivating layer. There is an amorphous overlayer, but this is ascribed to carbon deposition in the microscope.
Figure 4.7: HRTEM images and FFTs of as deposited, oxidized and reduced CuZn nanoparticles. Three specific lattice spacings of 4.0 nm\(^{-1}\) (2.5 Å), 4.8 nm\(^{-1}\) (2.1 Å) and 5.5 nm\(^{-1}\) (1.8 Å) are marked with circles in the FFTs. These correspond to a common distance in CuO, Cu\(_2\)O and ZnO (2.5 Å), Cu(111) (2.1 Å) and Cu(200) (1.8 Å).

(a) As-deposited particle, imaged in vacuum at room temperature. Spherical particle with multiple crystal domains. Amorphous overlayer is ascribed to carbon contamination building up under the electron beam. Resolved lattice spacings correspond to Cu(111) and Cu(200).

(b) Oxidized, imaged in 1 mbar O\(_2\) at 300 °C. Irregularly shaped and multicrystalline. Resolved lattice spacings corresponding to CuO(-111), Cu\(_2\)O (111) and ZnO(011).

(c) Reduced, imaged in 1 mbar H\(_2\) at 300 °C. Spherical Cu particle decorated with ZnO. Resolved lattice spacings correspond to Cu(111) and ZnO(011).

deposited under the electron beam when the sample is at room temperature and vacuum. This was never a problem under in situ conditions.

Polycrystallinity is seen directly in the HRTEM image, as well as in the FFT below. Here we see spacings at 2.1 Å (4.8 nm\(^{-1}\)) and 1.8 Å (5.5 nm\(^{-1}\)) corresponding to Cu(111) and Cu(200). Incorporation of Zn in the Cu lattice leads to a slight increase in the lattice constant, e.g. the 111 direction has a table value of 2.08 Å for Cu and 2.12 Å for a Cu\(_{75}\)Zn\(_{25}\) alloy[68]. This is however below the precision of HRTEM so we cannot, based on the images in Figure 4.7, say that the Cu and Zn is alloyed in the as-deposited particles. XPS data has however convincing shown that. The polycrystallinity is also seen directly from the FFT in Figure 4.7 because there are multiple close-
lying spots at the same distances. It is also noted that no spots are seen at distances below 4.8 nm\(^{-1}\), i.e. there is no indication of oxides in the as-deposited particles.

After oxidation in 1 mbar O\(_2\) at 300 °C, only irregular shaped particles were seen. An example is shown in Figure 4.7b. The FFT reveals that the resolved lattice is mainly seen at distances around 4.0 nm\(^{-1}\), corresponding to a lattice spacing of 2.5 Å. This distance can come from the (011) direction of ZnO or the (-1-11) direction of CuO. Based on the lattice information in Figure 4.7b, it is not possible to distinguish between crystals of ZnO and CuO. The imaged particle is not the same as shown in the as-deposited state, due to the contamination (amorphous overlayer), that build up during imaging in vacuum.

Figure 4.7c shows a particle after reduction in 1 mbar H\(_2\) at 300 °C. After reduction, particles are spherical and with large Cu domains. They are not necessarily single crystals, but have fewer domains than the as-deposited particles. In the particle shown in Figure 4.7c, we see the Cu(111) direction in the ‘north-south’ direction resolved in most of the particle. On the surface, small crystals of ZnO are seen; the ZnO (011) direction is indicated in the figure for one of these.

The in situ TEM at the final stage reveals a morphology comparable to the intended structure (Figure 4.4). In the projected TEM images, ZnO appears to be located only on the surface of the Cu particle. This in turn explains why a Zn enrichment is measured by XPS in the final reduced state compared to the as-deposited particles. Because XPS is surface sensitive and only probes the outermost ca 2 nm, the final measurement will measure all Zn in the sample because it is present as small crystallites, whereas the Cu is in larger particles, where the Cu located in the center does not enter into the measurement and quantification. With this complementary use of XPS and TEM we are able to obtain a better structural description of the particles and confirm that we have the desired structure.

4.4.2 TEM image analysis

FTFs were used to identify lattice spacings present in HRTEM images. The FFT however also carries information about the spatial origin of the periodicities in its imaginary term. We can utilize this to map which areas of the image certain lattice spacings originate from. This can be done for a specific spot in the FFT, but in the following I will present a generalized approach to identify and indicate certain lattice spacings in TEM images.

Figure 4.8a shows a frame averaged TEM image of a Cu/ZnO particle imaged in situ in 1 mbar H\(_2\) at 300 °C and corresponding FFT. Lattice spacings of Cu and ZnO are identified and named in the FFT. By applying two circular masks in the FFT and performing an inverse Fourier transformation it is possible to identify the spatial origin of
the spots in the FFT coming from Cu(111) and Cu(200) (Figure 4.8b). This directly shows that the large central crystal is metallic Cu. This is done similarly for ZnO, and from Figure 4.8b it is evident that the three crystals on the Cu surface are ZnO.

To make a general treatment for all images, a range of lattice spacings were chosen in order to identify Cu, CuO, Cu₂O and ZnO. These are shown in Table A.1 (Appendix A, page 159). Here it is important that each spacing is unique to the associated phase, which e.g. rules out d = 2.5 Å, mentioned in Figure 4.7, because it is found in all relevant oxides in the Cu-Zn system. This is a limitation for the generalized approach, but the identification can also be used more specifically, i.e. to identify ZnO in the reduced system, if it can be confirmed that no CuO or Cu₂O is present. It is also possible to manually identify the individual spots in the FFT and color according to this. Here it was however decided to attempt a general and completely automated approach.

Each crystal phase and corresponding lattice spacings define annular masks that are shown superimposed on the FFT in Figure 4.9a, each with a unique color. Each masked image is inversely transformed
and the real space image (such as those in Figure 4.8) is added with a weighting in the three RGB channels given by its specified color. Cu was added in the red channel, CuO in the green channel and ZnO in the blue channel. Cu$_2$O was added with 50% in red and 50% in blue, resulting in a purple color. The result is seen in Figure 4.9a.

The particle, now with colors, shown in Figure 4.9b illustrates the structure of this model catalyst. It consists of a large central Cu particle, the red area, divided in two crystal domains. The Cu particle is decorated with three smaller crystallites of ZnO as indicated by the blue color.

![Figure 4.9: Coloring of HRTEM images according to crystal phase.](image)

(a) FFT with annular masks.  
(b) Real space TEM image with colored crystal domains superimposed.

4.4.3 Oxidation-reduction cycles

The oxidation and subsequent reduction of Cu/ZnO has previously been used to observe structural transformations and draw conclusions about the active state of the catalyst[16]. We have also investigated these transformations by repeatedly cycling the catalyst between an oxidized and reduced state. This was done multiple times in the UHV-setup with the same sample and for one cycle in the TEM.

The TEM images in Figure 4.10a-Figure 4.10d were acquired in situ in 1 mbar H$_2$ and 1 mbar O$_2$ for reducing and oxidizing conditions respectively. In all cases the temperature was 300 °C. The Cu decorated with ZnO is the now well known condition seen in the reduced state in Figure 4.10a. The outline of the initial particle was drawn around it and superimposed on images (a)-(d). Upon oxidation (Figure 4.10b) lattice fringes corresponding to CuO are resolved,
Figure 4.10: *In situ* TEM imaging of Cu/ZnO nanoparticles during reduction and oxidation cycles.

(a) Reduced particle in 1 mbar H$_2$ at 300 °C. (b) Oxidized particle imaged *in situ* after 1 hour in 1 mbar O$_2$ at 300 °C. (c) Partly reduced particle imaged after 0.5 h in 1 mbar H$_2$ at 300 °C. (d) Re-reduced particle after 1.5 h in 1 mbar H$_2$ at 300 °C.

as seen by the green color. The oxidation is associated with an increase in the projected area, and comparing with the outline from the initial particle, it is clear that the oxidation has resulted in an expansion that covers the previous position of the ZnO. The surface of the oxidized particle is smooth, i.e. no protruding ZnO crystallites, suggesting that these are now encapsulated by CuO. The lattice fringes of the ZnO are not resolved inside the particle. By measuring the projected area of the particle in Figure 4.10a and Figure 4.10b, an apparent volume increase was calculated to 88%, which is in line with the expected volume increase upon oxidation from Cu to CuO. Similarly, 88 particles were measured in overview images of the same area and showed a similar increase[63]. Figure 4.10c shows the particle af-
ter 30 min in 1 mbar H$_2$ at 300 °C. The particle is still significantly larger than in the reduced state, but has changed shape compared to the fully oxidized state in Figure 4.10b. This suggests a partial reduction to Cu$_2$O at this point. The image lacks coloring because only faint lattice contrast was seen here, which will depend on the specific orientation and crystal phase. A faint blue coloring is seen in the position were the largest ZnO crystallite is expected to be. Here the encapsulation by the CuO or Cu$_2$O is evident. Finally, after 1.5 hours in 1 mbar H$_2$ at 300 °C full reduction has occurred as seen in Figure 4.10d. There is now only a single Cu crystal, and the largest ZnO crystal is located in its original position and the morphology of the original particle is thus partly recreated.

![Figure 4.11](image)

**Figure 4.11:** Quasi-*in situ* XPS of Cu/ZnO nanoparticles during reduction and oxidation cycles. Surface composition calculated from Cu and Zn 2p lines shows a reversible increase and decrease in Cu content after oxidation and reduction respectively. This is in line with the apparent encapsulation by CuO observed by TEM (Figure 4.10).

The XPS data in Figure 4.11 shows the Cu concentration (Cu/(Cu+Zn)) during several cycles of oxidation and reduction. As it was already discussed and seen in Figure 4.6, oxidation is associated with a decrease in the Zn signal such that the ratio Cu:Zn is increased to around 95:5. By taking into account the TEM images during oxidation, we can explain the reduction in Zn signal as an encapsulation by CuO during oxidation. The encapsulation is due to the way Cu oxidizes. Because the diffusion rate of Cu in CuO/Cu$_2$O is higher than the diffusion rate of O, the oxide will tend to grow on the outside of the existing oxide. This is the driver behind the Kirkendall effect which can form hollow oxide nanoparticles under certain conditions[105].

To illustrate the initial oxide growth, Cu/ZnO nanoparticles were exposed to mild oxidation conditions with $3.2^{-3}$ mbar O$_2$ at room
temperature. This induced a rapid growth of a disordered oxide layer of a few nm. At these conditions, only Cu$_2$O and not CuO is expected. A similar sample was oxidized in the UHV-setup in 200 mbar O$_2$ at room temperature in order to obtain a reference spectrum for Cu$_2$O [104] which XPS confirmed[63] in agreement with literature[104].

![Cu/ZnO nanoparticle. H$_2$ : CO = 1:1, 2 mbar, 260 °C.](image1.png)

![Cu/ZnO nanoparticle. Oxidized in 3.2 × 10^{-3} mbar O$_2$ at 25 °C.](image2.png)

Figure 4.12: Growth of Cu$_2$O at mild oxidation conditions.

(a) Cu/ZnO nanoparticle imaged *in situ* in a gas mix of H$_2$ : CO = 1:1, 2 mbar, 260 °C. Cu(200) lattice is resolved in one direction.

(b) Cu/ZnO nanoparticle imaged in vacuum after oxidation in 3.2 × 10^{-3} mbar O$_2$ at 25 °C. Cu(200) is resolved in two directions (90 ° angle). Cu$_2$O is unequivocally identified by the

It is difficult to pinpoint the Cu$_2$O phase in HRTEM images because many lattice spacings overlap with CuO and ZnO. The Cu$_2$O (011) spacing at 3.02 Å is however unique, and can unequivocally identify Cu$_2$O if the sample is oriented correctly. Figure 4.12a shows a Cu/ZnO particle at reducing conditions (H$_2$ : CO = 1:1, 2 mbar, 260 °C) and Figure 4.12b shows the same particle imaged in vacuum after the mild oxidation. Here, the coloring procedure was adjusted to identified only lattice spacings belonging to Cu and Cu$_2$O. It is evident that the Cu area has been reduced and that other crystal domains are protruding from the particle surface. One of these is aligned with the (011) direction parallel to the electron beam, and can thus be identified as Cu$_2$O. Based on XPS and HRTEM we conclude that the initial oxide growing on the surface of the Cu at room temperature is Cu$_2$O. In the following, CuO will be omitted as a possible candidate for crystals observed in the HRTEM images.

Figure 4.13 is another example of a particle before and after mild oxidation. Figure 4.14 shows the same images, colored according to phases. For Figure 4.14a, Cu and ZnO were identified and for Figure 4.14b, Cu, Cu$_2$O and ZnO were identified. Crystals of ZnO are seen on top of the Cu for the reduced particle in Figure 4.13b, colored blue in Figure 4.14b. One ZnO crystal is positioned on the
Figure 4.13: Growth of Cu$_2$O at mild oxidation conditions. 
(a) Cu/ZnO nanoparticle imaged \textit{in situ} in a gas mix of H$_2$ : CO = 1:1, 2 mbar, 260 °C. ZnO(001) plane is marked in a protruding ZnO crystal. (b) Cu/ZnO nanoparticle imaged in vacuum after oxidation in 3.2×10^{-3} mbar O$_2$ at 25 °C. The previously protruding ZnO crystal is now partly covered by the outwards growing oxide.

Figure 4.14: Same images as Figure 4.13. Colored according to lattice spacings of (a) Cu(111+200) and ZnO(002+010) (b) Cu(111+200), Cu$_2$O (111) and ZnO(002+010). See Table A.1 for lattice spacings. The white circle indicates an example of encapsulation of ZnO by Cu$_2$O.

carbon support and in close contact with the Cu particle (lattice spacing of ZnO(002) as marked in Figure 4.13b).

After oxidation (Figure 4.13b and Figure 4.14b), the Cu crystal is maintained in the central region, but a very disordered, 2-3 nm thick, oxide layer extents from the Cu surface on the entire particle. Looking
at the image in Figure 4.14b, this is colored purple, showing that it is Cu$_2$O, as expected.

The white circle in Figure 4.14b indicates an example of the postulated encapsulation of ZnO by Cu$_2$O. Here the ZnO located on the support, in close proximity to the Cu, is still seen, but now Cu$_2$O has grown next to it, covering at least some of the ZnO surface. This shows exactly why the XPS signal is lowered upon oxidation of these samples.

4.4.4 H$_2$ pressure dependence

Different pressures were used in the parallel experiments for oxidation and reduction. In the UHV-setup the pressure was 200 mbar in the high pressure cell, whereas the pressure was 1 mbar in the TEM. This difference also affected the temperature required for reduction; where 200 °C was sufficient for reduction in the high pressure cell, it was necessary to go to 300 °C in the TEM in order to fully reduce the Cu. We are looking at the reaction:

$$\text{CuO} + \text{H}_2(\text{g}) \rightarrow \text{Cu}(\text{s}) + \text{H}_2\text{O} \quad (4.5)$$

And the equilibrium constant of this reaction is:

$$K = \frac{\text{H}_2\text{O}}{\text{H}_2} \quad (4.6)$$

At 200 °C, K is $10^{12}$, which means that the reaction is thermodynamically favored regardless of a possible background water pressure as long as there is H$_2$ present. Reduction of CuO is however kinetically limited and will need a certain elevated temperature to proceed. The limitation is assumed to be either diffusion in the solid, or dissociation of H$_2$. If H$_2$ dissociation is a limiting factor, this would explain why increasing the pressure, and hence the chemical potential of H$_2$ decreases the reduction temperature.

In the following we have investigated the reduction behavior for the Cu/ZnO particles depending on H$_2$ pressure. Prior to reduction, the sample was oxidized in 200 mbar O$_2$ at 200 °C. Reduction was carried out as a temperature programmed reduction, where the sample was held for one hour at a constant temperature, then analyzed by XPS. This was repeated for a 25 °C temperature increase. Based on the zp analysis, it was established that the ratio Cu/(Cu+Zn) is a useful measure of the reduction of the sample, and so this is shown in Figure 4.15 as a function of temperature for H$_2$ pressures of 1, 5, 200 and 900 mbar. A steep decrease in Cu concentration upon reduction of Cu was also reported by Behrens et al.[16].

At 1 mbar, the transition from high to low Cu surface concentration is seen at 250 °C, confirming the need for higher temperature at
Figure 4.15: Cu surface concentration as measured by XPS at Cu and Zn 2p lines. Each point corresponds to 1 hour at constant temperature. Cu reduction is associated with a steep decrease in Cu surface concentration. The reduction is pressure dependent and the temperature needed for reduction increases with decreasing H\textsubscript{2} pressure.

the TEM operating pressure. 300 °C was required in the TEM for the specific configuration with Cu/carbon film grids in 1 mbar H\textsubscript{2}. This may depend on the local temperature distribution in the grid, i.e. the local temperature at the catalyst particle was lower than the temperature of the sample holder. For all H\textsubscript{2} pressures, there is a specific temperature where the Cu:Zn ratio drops steeply and where the Cu is reduced within the 1 hour treatment in the high pressure cell. This critical temperature decreases as the pressure is increased.

Defining the critical temperature \( T_c \) to be the temperature for which the Cu is completely metallic, we get, based on an analysis of the Cu L\textsubscript{2} VV line\cite{102}, that \( T_c = 100, 125, 175, 250 \) °C for \( p_{H_2} = 900, 200, 5, 1 \) mbar respectively. These temperatures coincide with the point where the ratio \( \text{Cu}/(\text{Cu+Zn}) < 75\% \) in Figure 4.15.

Besides raising the pressure, the chemical potential of hydrogen can also be increased by dissociation to form atomic hydrogen\cite{106}. The atomic hydrogen was formed by a hot filament positioned in line of sight of the sample, while H\textsubscript{2} gas was dosed at a low pressure of \( 1 \times 10^{-6} \) mbar. The reduction temperature under these conditions was 125 °C as seen in Figure 4.15. This is further evidence that the dissociation of H\textsubscript{2} gas is the limiting factor for the reduction of Cu/ZnO particles. The electron beam is assumed to have a similar effect, and a high beam current will facilitate a reduction\cite{54}(Chapter 3). In our experiments, 300 °C was needed to fully reduce Cu in the microscope, suggesting that the influence of the beam was limited. Behrens et al. observed reduction of a co-precipitated Cu/ZnO/Al\textsubscript{2}O\textsubscript{3} catalyst at 125 °C during an ambient pressure XPS measurement in 0.25 mbar H\textsubscript{2}, which is contradictory to our results. The most likely explanation
for the difference is that the high power x-ray beam has activated or dissociated the H₂ gas, such that the reduction could proceed at low temperature, as we see with pre-dissociated H₂ in Figure 4.15.

4.4.5 Zn reduction

![Figure 4.16: Zn L₂M₄.5M₄.5 Auger line obtained during reduction in 1 mbar H₂. The dotted line is 7 point smoothed XPS data and the dashed line is a fit with metallic and oxidized Zn used as reference. The components of the fit are shown by a blue (metallic) and yellow (oxidized) line.]

The chemical state of Zn was addressed with XPS by considering the Zn L₂M₄.5M₄.5 Auger line as shown in Figure 4.16 for the as deposited and oxidized particles, as well as during reduction in 1 mbar H₂. The as deposited and oxidized spectra were used as references for the Zn in metallic (blue) and oxidized (yellow) state. These were fitted as a linear combination to the spectra obtained during reduction. At 200 and 225 °C, where the Cu is still not reduced (Figure 4.15), Zn is only seen in the oxidized state. At 250 °C however, a shoulder emerges on the spectrum, and the fit shows that a fraction of the Zn has been
reduced. This result is similar to that obtained by Kuld et al. [90]. The entire spectrum shifts left at 225 and 250 °C, which may be related to charging of the TiO$_2$ support. The distance between the peaks from Zn and ZnO was kept fixed when fitting. The magnitude of the signal from metallic Zn was found to correspond to 0.5-1 monolayer if alloyed in the Cu surface [102].

Reduction of ZnO happens concurrently with the reduction of Cu and was observed at all H$_2$ pressures and in atomic hydrogen. H$_2$ readily dissociates on Cu [107] and the concurrent reduction of Cu and ZnO could mean that the reduction happens via hydrogen spillover from Cu to ZnO present on the Cu surface [108, 109], since these are in close proximity in the present system. Another important point is that surface alloying of Zn in Cu is associated with a gain in energy which makes reduction of ZnO thermodynamically feasible [103, 110] in gas atmospheres where ZnO would otherwise not reduce.

4.4.6 Activity

The ultimate goal of investigating the properties of the Cu/ZnO nanoparticles, is to measure their activity and correlate it with structure. The synthesis method should give us very good control over both size and Zn content. The latter by varying the composition of the metal target in the cluster source. In the following I will describe activity measurement for varying sizes of Cu/ZnO particles and for two compositions, one with 30% Zn and one with 9% Zn.

The particles were tested in the µ-reactor system at CINF, which is specially designed for testing very small amounts of catalyst material [111–113]. The experiments were carried out by Anders Nierhoff who also quantified the experimental data shown in figures Figure 4.17, Figure 4.18 and Figure 4.19. The results are not yet conclusive and more work is needed. A detailed description of the experimental setup and procedure is found in Anders Nierhoff’s PhD thesis [113].

Nanoparticles were deposited inside the µ-reactor under UHV conditions and the reactor was then taken out in air and sealed with a Pyrex lid. The reactor volume where the particles were deposited is made from SiO$_2$. The reactor was then transferred to the test setup. First the nanoparticles were oxidized in 200 mbar O$_2$ and then reduced in 2 bar H$_2$. Finally the catalytic activity was tested in the MeOH synthesis reaction in a gas of CO$_2$:H$_2$ = 1 : 4 at 2 bar total pressure. The outlet gas was monitored by MS and the methanol conversion was measuring as mass 31. A turnover frequency (TOF), MeOH molecules created per surface Cu atom per second, was calculated by taking into account the mass 31 signal, the flow rate through the reactor and the number of nanoparticles deposited [113].
Figure 4.17: CO$_2$ hydrogenation to MeOH on size-selected Cu/ZnO nanoparticles in the μ-reactor. Temperature is ramped from 100 ºC to 225 ºC in steps of 10 ºC (last step 15 ºC) and down again. MeOH is measured by MS as mass 31 and recalculated to a TOF.

Figure 4.17 shows a typical temperature ramp and MeOH synthesis. The temperature is ramped from 100 to 225 ºC in steps of 10 ºC (last step 15 ºC) and down to 100 ºC again. Each temperature is held for 1 hour, and 150 ºC is held for 3 hours to allow the signal to further stabilize. From Figure 4.17 it is evident that there is a significant time delay in the MeOH signal, which is ascribed to a very long time constant in the transport of MeOH molecules from the reactor volume to the MS, possibly due to a strong interaction/sticking of the polar MeOH molecule in the tubing. As the temperature is increased, the TOF increases, until the last step to 220 ºC where the conversion starts to decrease. This is because the reaction reaches equilibrium at this point. This shows why the industrial MeOH synthesis reaction is run at high pressures to increase the reaction equilibrium. In order to compare different catalysts, the TOF was compared at 150 ºC for the ramp down.

Figure 4.18 shows TOF and Zn content as measured by XPS, as a function of particle size for 7 different samples. Evidently activity is divided in two groups, where the samples with the lowest Zn content (ca 9%) show by far the highest activity. There is no apparent dependence on size, except for the point at 8 nm. This measurement was not repeated to confirm or disprove its validity. Most likely, the oddly low activity 8 nm is due to an error in preparation or measurement. Looking at the Zn content, we see that the particle synthesis is very reproducible, resulting in more or less the same amount of Zn for the same target.
Figure 4.18: MeOH activity and Zn content as a function of particle size for 7 samples. TOF is compared at 150 °C for the ramp down. No size dependence is seen, but clearly the group of particles with the lowest Zn content show the highest activity.

It is an interesting conclusion that the activity is independent of particle size. This is in agreement with results by Prieto et al.\[114\] who found similar specific activity for a wide range of Cu particle sizes for a Cu/ZnO catalyst supported on SiO\(_2\). In another study, the MeOH reaction was claimed to proceed on Cu-Zn steps\[16\], which suggests that there should be a size dependency, since the amount of steps will increase as the particle size is lowered.

Figure 4.19: MeOH activity as a function of Zn content for 7 samples. TOF is compared at 150 °C for the ramp down. The trend towards higher activity for lower Zn content is evident.

Figure 4.19 shows the activity plotted as a function of Zn content rather than particle size. Here it is clear that the samples are divided in two groups depending on Zn content. Apparently the high Zn content has a detrimental effect on the MeOH activity. It is well known that Zn strongly promotes the activity of Cu, so the trend seen in Figure 4.20 must end once the Zn content is lowered further.
While the absolute ratio between Cu and Zn is constant for particles prepared from the same target, the ratio between Cu surface area and Zn will also depend on size. This will further complicate the interpretation of the data shown in Figure 4.18 and Figure 4.19.

![Figure 4.20: Dispersion (fraction of atoms located in the surface) for Cu particles as a function of diameter. Samples were made with Zn contents of 9% and 25% (orange lines). Particles were produced for TEM at sizes 4 and 8 nm (red circles). Images shown in Figure 4.21. At 4 nm, the Zn content corresponds to ca 1 and 0.5 monolayer for 25% and 9% respectively. At 8 nm, 9% corresponds to ca 1 monolayer and 25% corresponds to about two monolayers.](image)

To quantify the relationship between Zn content and Cu surface area, the dispersion (surface atoms as percentage of total amount of atoms) was calculated for Cu particles as a function of size. For a particle of radius \( r \), the volume and surface area are (assuming a spherical geometry):

\[
V = \frac{4}{3}\pi r^3 \quad (4.7)
\]
\[
A = 4\pi r^2 \quad (4.8)
\]

The total number of atoms in the particle (\( \text{atoms}_{\text{particle}} \)) and in the surface (\( \text{atoms}_{\text{surf}} \)) can then be estimated as:

\[
\text{atoms}_{\text{particle}} = \frac{V}{V_{\text{unit cell}}} \times 4 \quad (4.9)
\]
\[
\text{atoms}_{\text{surf}} = A \times d_{\text{surf}} \quad (4.10)
\]

where \( V_{\text{unit cell}} \) is the volume of the Cu unit cell, 4 is the number of atoms in the unit cell and \( d_{\text{surf}} \) is the surface density of Cu atoms (1.47 Cu atoms/m\(^2\) [115]). Finally the dispersion as a function of par-
particle radius can be written as the fraction between surface atoms and total number of atoms. After some rearrangement this is:

\[
\frac{\text{atoms}_{\text{surf}}}{\text{atoms}_{\text{particle}}} = \frac{3 d_{\text{surf}} \times V_{\text{unitcell}}}{4 r}
\]

(4.11)

The dispersion as a function of particle diameter is plotted in Figure 4.20 along with the Zn content in the two groups of particles (orange lines). At the diameters where the orange and black lines intersect, the amount of Zn corresponds to one monolayer. Recalling that XPS showed that reduced Zn corresponds to 0.5-1 monolayer, it is expected that for particles containing 9% Zn, most Zn should be reduced and alloyed in the Cu surface for particles smaller than ca 8 nm. For 30% Zn this is the case for particles smaller than ca 4 nm.

In order to image the morphology and Cu-ZnO synergy as a function of size and Zn content, 4 samples were prepared for TEM: 9%/4 nm, 9%/8 nm, 25%/4 nm and 25%/8 nm.

![TEM images of Cu/ZnO particles supported on Al₂O₃](image)

Figure 4.21: TEM images of four Cu/ZnO particles supported on Al₂O₃ recorded in situ in 1 mbar H₂ at 300 °C. (a) 4 nm, 25% Zn. Very little or no ZnO on Cu. Al₂O₃ is colored blue due to spacings shared with ZnO. (b) 8 nm, 25% Zn. Significant ZnO crystallites on the Cu surface. (c) 4 nm, 9% Zn. No ZnO seen in this case. (d) 8 nm, 9%. Small ZnO crystallites on the surface of Cu particles.
TEM images of the four samples are shown in Figure 4.21. All images were acquired in 1 mbar H\textsubscript{2} at 300 °C. Coloring was according to lattice spacings of Cu and ZnO, assuming no oxidized Cu. Note that the Al\textsubscript{2}O\textsubscript{3} support may be colored blue due to overlapping lattice spacings with ZnO.

The size and Zn content of the imaged nanoparticles is marked by red circles in the plot of the calculated dispersion in Figure 4.20. Figure 4.21a shows a 4 nm particle with 25% Zn. Very little to no amounts of ZnO was seen on these particles by TEM. The Zn content corresponds to ca 1 monolayer, so this suggests that most of the ZnO is reduced to Zn in this case. Figure 4.21b shows 8 nm particles with 25% Zn. The size and composition of these was identical to previous particles shown on carbon support. In this case, ZnO crystals of significant size is seen on the surface of the Cu. Considering the calculated dispersion, 25% Zn corresponds to approximately 2 monolayers, which would leave significant amounts of residual ZnO, even if metallic Zn is present in quantities up to one monolayer. At the lowest Zn content of 10%, some residual Zn is seen in 8 nm particles whereas no ZnO was seen in the small 4 nm particles. This is also in line with the calculated dispersion and the assumption that metallic Zn can take up up to one monolayer in the Cu surface, according to Figure 4.20.

The activity data presented in this section is still inconclusive and further measurements are needed. It is interesting that a high Zn content has a detrimental effect on the catalyst activity. Considering the HRTEM images in Figure 4.21, ZnO positioned on the Cu surface may block active sites. This is however inconsistent with the size dependent activity of Figure 4.18, that shows no effect of size on the activity for particles of the same Zn content. Considering the calculated dispersion and the HRTEM images in Figure 4.21, the smallest particles with 25% Zn have a similar amount of ZnO on the surface as the 8 nm particles with 10%, yet the activity is much lower. Similarly, there is no clear detrimental effect of increased size and thereby increased surface ZnO for the particles with 10% Zn. The activity at 8 nm (Figure 4.18) is very low, but it is high at 10 nm, so this explanation seems insufficient.

More analysis is needed to explain the observations, first of all XPS of reduced particles of various sizes and compositions, to complement the HRTEM images. Furthermore, it should be investigated how low the Zn content can go before the activity decreases.

4.5 CHAPTER CONCLUSION

In this chapter we have seen the advanced physical synthesis of a model catalyst system. By producing CuZn nanoparticles of prede-
fined size and composition, we were able to create single entities of Cu in close proximity to small crystallites of ZnO. These were investigated during oxidation and reduction by XPS and TEM. XPS provides sample averaged data for the surface composition, whereas TEM provides local information of particle structure. The use of these complementary techniques, showed Cu particles decorated with small ZnO crystallites under reducing conditions. Oxidation resulted in an encapsulation of ZnO by CuO, which was seen directly in the in situ TEM images and as a dramatic decrease in the Zn signal as measured by XPS, indicating a Cu enrichment in the surface. XPS furthermore showed a small amount of metallic Zn after reduction, indicating a Cu-Zn surface alloy formation.

The combined use of XPS and TEM on the same catalyst particles turned out to be highly beneficial. Due to the low dose rate, in situ TEM lacks analytical capabilities, which is provided by XPS. Furthermore, this technique is very sensitive to the oxidation state of the probed elements as well as the surface composition, which was vital information in the present case. Finally, the XPS signal is averaged over the entire sample, contrary to the TEM, where only a very small area is probed. The TEM on the other hand provides the unique capability of directly imaging the nanostructures with atomic resolution. In the present case, this was necessary in order to understand the dynamics between Cu and Zn during oxidation and reduction. Without the TEM images, the encapsulation/decapsulation mechanism would not have been directly seen, and the XPS data would not have been convincingly explained.
Aging of Cu nanoparticles deposited on thin film samples was studied as a simplified model for the complex methanol synthesis (MeOH) catalyst. This approach was inspired by the work of Simonsen et al. [52, 64, 77].

Sintering of Cu catalysts is an interesting problem, and my initial investigations showed that these could be interesting experiments, but the results were inconclusive due to inconsistencies in sample preparation and a low rate of sintering at the applied conditions. This chapter describes some key literature, methods and results from this work.

5.1 Deactivation of Cu catalysts

This section will describe some of the important literature on the subject of thermal sintering and long term stability of Cu catalysts with special emphasis on Cu/ZnO systems used for the synthesis of methanol and the low temperature water gas shift reaction. Sintering in this context refers to the increase in average size of nanoparticles in a heterogeneous catalyst over time.

Given the interest in reaction mechanisms on Cu/ZnO/Al₂O₃, the literature regarding sintering is somewhat sparse. Sintering and stability are of great concern in the development of commercial catalysts, but it has failed to attract the same attention in the literature as the discussions on reaction mechanisms. Perhaps this is due to the inherent trouble of researching slow phenomena like thermal sintering, especially in an academic setting. Also the lack of access to the right formulations and production methods used by the industry could play a role in how attractive the research field is, and in the quality of the published research. Recently, recipes have been published which match commercial systems in activity, e.g. Baltes et al. [72], but still with a lower stability. We could therefore divide the literature into two categories. First, publications from catalyst manufacturers or publications including studies on commercial catalyst where results and catalyst structure are only superficially described, such as Campbell [116], Young [117] (ICI), Ladebeck [118] (Süd-Chemie) and to some extent Twigg [119, 120] (Johnson Matthey) and Hansen and Nielsen in Handbook of Heterogeneous Catalysis [70] (Haldor Topsøe). Many academic papers use, or makes references to, a ‘commercial catalyst’, for example the MeOH steam reforming papers [121, 122] or the comparison done in the Baltes paper [72]. The seconds category is studies
from academia where the catalyst synthesis is very well described, but where it is done differently by different groups and where we don't know how these compare to commercial systems. This makes the interpretation and comparison of data difficult, because we know that the synthesis and formulation is extremely important for activity and stability.

5.1.1 Routes to deactivation of Cu/ZnO/Al$_2$O$_3$

Cu catalysts deactivate by three main routes; chloride poisoning, sulfur poisoning and thermal sintering [119]. Chloride induces severe sintering in Cu-Zn systems because the halides of Cu and Zn have very low melting points. Even trace amount of chlorine will cause severe sintering [119]. Sulfur poisons Cu by adsorbing on the surface, blocking active sites. This is the reason low temperature shift and methanol synthesis on Cu catalysts was long unfeasible, until a change was made from coal to natural gas as feedstock[119]. I will not address those two deactivation mechanisms here, since they can more or less be eliminated in practical operation, and it turns out thermal sintering is what sets the ultimate lifetime of a methanol or low temperature shift catalyst[70].

5.1.2 Correlation between surface area and activity

The direct effect of thermal sintering is a decrease in active surface area leading to a decrease in activity. The proportionality between surface area and activity is called the specific activity and in the case where this is constant, there will be a linear relationship between loss of surface area and loss of activity. Sintering may however also cause changes in particle morphology due to increased particle size or changes in the interaction between Cu and ZnO which could further reduce the activity. The specific activity of Cu/ZnO/Al$_2$O$_3$ is a subject of debate, closely interlinked with the discussion on active site and reaction mechanism. It seems established though that ZnO has a promoting effect for methanol synthesis but not for the water gas shift reaction [116].

5.1.3 Stability of Cu/ZnO/Al$_2$O$_3$

As mentioned the main cause of deactivation for a modern methanol synthesis catalyst is thermal sintering. Figure 5.1a from [70] shows the deactivation measured as a decrease in activity for two methanol plants. The activity is seen to drop steeply during the first time of operation, reaching about half of the initial activity after 200 days. After this first region of exponential decrease, the catalyst enters a regime of linear decrease in activity which continues until 800 days where
the activity is roughly a third of the initial value. From the academic world, we have a similar result shown in figure 5.1b[86]. The graph shows the activity of co-precipitated Cu/ZnO/Al₂O₃ measured at 1 bar in a mixed syngas at 200°C. Interestingly, for this 1 bar experiment the deactivation qualitatively follows the same pattern as for the high pressure plant data shown in Figure 5.1a, which justifies this kind of low pressure testing. A difference to be noted is a shorter region of exponential decay; the catalyst enters the linear regime already after around 50 days and at this point the activity has only dropped by around 35%. Both the testing conditions and catalyst formulation could explain this difference.

![Graph](image1.png)

(a) Relative activity versus time on stream from two methanol plants. Reproduced from Hansen and Nielsen[70]

![Graph](image2.png)

(b) Deactivation of a conventional Cu/ZnO/Al₂O₃ catalyst operated at 1 bar pressure at 200°C in a mixed syngas. Reproduced from Kurtz et al.[86]

Figure 5.1: Deactivation of Cu/ZnO/Al₂O₃ catalysts under methanol synthesis conditions.

This overall trend in deactivation is driven by the thermal sintering of Cu particles decreasing the active surface area of Cu and possibly inducing changes in morphology that could lower specific activity. In a 1992 review H. Kung refers to laboratory experiments that show an initial deactivation of up to 60% within 1-20 hours whereafter the catalyst stabilizes[123]. The original source of this is [124] and the experiment was done at 17 bar pressure and 225 °C in a mixed syngas. The catalyst was Cu/ZnO (Al free) prepared by dropwise addition of NaCO₃ to the nitrate solution, an approach that we now know does not yield an optimum result [72]. Kung ascribes this deactivation to Cu sintering, but also mentions a slow approach to steady state surface coverages as a possible explanation for the transient. Such a fast deactivation is not seen in the previously mentioned long term experiments (Figure 5.1a and Figure 5.1b) which is likely due to lack of alumina and bad preparation giving a faster deactivation. This shows why Al₂O₃ is an important stabilizer in the MeOH synthesis catalyst.
There is much evidence in the literature that the sintering of Cu/ZnO catalysts is not just a simple thermal sintering but is also affected by the gas environment. There are two somewhat contradictory trends in the literature, saying that sintering is enhanced by i) A CO rich gas feed[91, 98, 125, 126], or ii) a CO$_2$ or H$_2$O rich gas feed[98, 118, 127]. In the following I will describe these papers in chronological order.

The first paper that mentions excessive sintering in the absence of CO$_2$ is a 1979 paper by Herman[91]. The main focus of the paper was to test a range of compositions of binary catalysts, and to report on the finding of Cu$^{+1}$ as the active site for the synthesis of methanol. As a side remark a test of one catalyst in H$_2$/CO results in a very fast deactivation, which is the interesting part for the present review. The catalysts were prepared by co-precipitation at varying pH by dropwise addition of NaCO$_3$ to the solution of nitrates, again a procedure that is not optimal[72]. After the standard test in H$_2$/CO/CO$_2$ 70/24/6 at 250°C, a specific Cu/ZnO/Al$_2$O$_3$ of composition 60/30/10 was tested in H$_2$/CO/CO$_2$ 76/24/0 at the same temperature. During 8 hours the yield dropped from 0.95 kg/(liter hr) to 0.02. Oddly, the authors do not consider that the absence of CO$_2$ could be the cause of the lower rate, since it is the belief that the methanol is synthesized from CO only. Given later insight, this would presumably be the main reason why the yield drops so significantly when switching to H$_2$/CO. There is an interesting bit of information, namely that this catalyst has a red color when removed, contrary to others which are black after test. Because of the authors’ belief that Cu$^{+1}$ is the active site, they associate the deactivation and change of color with an ‘overreduction’ of the catalyst. However, this change could also be the result of increased size of Cu particles.

In a later publication from the same group [125], the catalyst deactivation is addressed in greater detail. The intention of that paper is to describe the effect of CO$_2$ and here they acknowledge the strong effect CO$_2$ has on the rate of reaction. Their belief is still that methanol is synthesized from CO, and so the role of CO$_2$ is to keep the catalyst in the right state and avoid ‘overreduction’. Later studies have shown that methanol is in fact synthesized from CO$_2$ [128], at least with a much higher rate than from CO. Even if Klier et al. maintains a picture of the catalyst and reaction mechanism that is less supported today, their results are still interesting. They find that a catalyst subjected to the CO$_2$-free syngas for 12 hours loses around 20 percent activity when comparing before and after results in a CO$_2$ containing gas. After each test the particle size was measured by XRD and the surface area was measured by BET. The results of this are collected in Table 5.1, sorted by the gas composition of the experiment. What I have done is to calculate a geometrical surface area from the Cu
Table 5.1: Surface areas from XRD data (calculated by the present author) and BET measurements. [125]

<table>
<thead>
<tr>
<th>Gas composition CO₂/CO/H₂</th>
<th>XRD surface area (m²/g)</th>
<th>BET surface (m²/g)</th>
<th>Ratio XRD/BET</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cu</td>
<td>ZnO</td>
<td>Total</td>
</tr>
<tr>
<td>0/30/70</td>
<td>30</td>
<td>66</td>
<td>97</td>
</tr>
<tr>
<td>2/28/70</td>
<td>32</td>
<td>56</td>
<td>88</td>
</tr>
<tr>
<td>4/26/70</td>
<td>33</td>
<td>53</td>
<td>86</td>
</tr>
<tr>
<td>6/24/70</td>
<td>36</td>
<td>66</td>
<td>102</td>
</tr>
<tr>
<td>8/22/70</td>
<td>34</td>
<td>53</td>
<td>87</td>
</tr>
<tr>
<td>10/20/70</td>
<td>33</td>
<td>52</td>
<td>85</td>
</tr>
<tr>
<td>30/0/70</td>
<td>30</td>
<td>41</td>
<td>71</td>
</tr>
</tbody>
</table>

and ZnO particle sizes as measured by XRD, in order to compare this with the BET area which is also included in Table 5.1. The calculated surface areas are consistently higher than what is measured by BET, which is likely because the structure of the catalyst does not expose the entire surface, i.e. the particles are touching. The only significant change in the numbers in Table 5.1 is for the more CO₂ rich gasses where BET surface and calculated ZnO surface starts to shrink. In the paper they explain the drop in BET surface as a filling of micropores with CO₂ and claim that the original surface area can be recovered, but it is unclear if they have actually done this with their own catalyst. Taking a look at the ratio between the surface area calculated from XRD and the BET surface, this is seen to be more or less constant, so sintering of ZnO in the CO₂ (and H₂O) rich atmosphere could be a plausible explanation for the loss of surface area. For the CO rich gases where the authors see a 20% decrease in activity, severe sintering of Cu is not observed, although the Cu surface for the 0/30/70 composition is the lowest recorded at 30 m²/g together with the CO free gas, where sintering of ZnO could also cause Cu sintering due to a break down of the supporting matrix formed by ZnO.

In a 1993 paper C. Kuechen and U. Hoffmann investigate the kinetics of methanol synthesis on a commercial Cu/ZnO catalyst in a ‘Berty type’ internal recycling reactor at different gas compositions[126]. They find that their catalysts deactivate strongly, especially in gases with little CO₂ content. Figure 5.2 shows the reaction rate over time displaying clear deactivation behavior. The effect is strongest for the tests in the most CO-rich feed gas where the deactivation is very strong, whereas in CO-free syngas there is hardly any deactivation in this setup. It is interesting that the authors find the deactivation to be so strong, which is likely due to a combination of an alumina free catalyst as well as a very long test time.

With respect to activity, they find by far the highest rates for a CO₂ content of 2-4% when testing a fresh catalyst. At higher CO₂ contents
the rate drops again before starting a monotonic increase towards the maximum CO$_2$ content of 30%. For the deactivated catalyst, there is no peak in the activity as a function of CO$_2$ content, here activity just steadily increases with increasing CO$_2$ content.

Another contribution considering the effect of syngas composition is a 1993 paper from J. Ladebeck of Süd-Chemie[118]. It describes a newly developed catalyst which is more resistant to deactivation in a CO$_2$-rich syngas. The underlying premise here is that a high CO$_2$ content increases the deactivation rate of a traditional catalyst, "by almost an order of magnitude between 3 and 12 vol% CO$_2$ ". They looked further into this and found, in an electron microscopy study, that the copper crystallite growth doubles in a CO$_2$-rich gas. By exposing the catalyst to steam at high pressure and 300$^\circ$C they found a crystallite growth rate increase of 2.5 compared to thermal treatment alone. It is stated that the copper starts to migrate, but not if it is particles or atomic species, forming large agglomerates. In addition, water is found to damage the matrix material (ZnO) but it is unclear in what way this happens. The conclusion of this is that the product water has a detrimental effect on the catalyst in CO$_2$-rich feed gases. Based on these findings, "a method was found to obtain high dispersion and fix isolated copper clusters on the support by applying a new precipitation procedure along with major changes in subsequent production steps". This is a good example of literature from a commercial setting, that cannot reveal anything substantial about otherwise impressive results.

Many of the papers described above have mainly focused on MeOH synthesis activity, and results on deactivation have been a 'side effect'. One of the first well described and thorough academic investigations
specifically targeted on Cu sintering is the 1999 paper by Sun, Metcalfe, and Sahibzada "Deactivation of Cu/ZnO/Al₂O₃ Methanol Synthesis Catalysts by Sintering"[98]. Here the authors study short time sintering behavior under differential and finite conversion for various CO/CO₂ ratios at a constant hydrogen content of 80%. The syngas pressure was 45 bar and the activity tests were performed at 250 °C. The catalyst was a ternary Cu/ZnO/Al₂O₃ system prepared by a two step precipitation from metal nitrates. During and after testing the Cu surface area was measured by N₂O titration[88–90].

Figure 5.3: Deactivation of Cu/ZnO/Al₂O₃. Figures reproduced from Sun, Metcalfe, and Sahibzada[98]

For the test at differential conversion, the rate of methanol formation was found to be an order of magnitude higher for CO₂/H₂ than for CO/H₂ pointing to the higher intrinsic rate of CO₂ hydrogenation also described elsewhere. At finite conversion however, the rates of the two reactions were found to be similar, with CO/H₂ unchanged and CO₂/H₂ lowered a lot, which is thought to be caused by product water from conversion of CO₂, as the authors have also previously shown[129].

The deactivation behavior for the two extreme cases, CO and CO₂-free syngas, at finite and differential conversion is shown in Figure 5.3a. At differential conversion, there is no deactivation in the case of CO₂/H₂ whereas there is a strong effect for CO/H₂. This clearly shows that the presence of CO accelerates the deactivation, in line with previously quoted results[91, 126]. In the case of finite conversion where methanol is present in the stream, the deactivation slows down in the case of CO/H₂, but accelerates for CO₂/H₂. This could indicate that sintering is caused by presence of CO from the reverse water gas shift reaction, or that it is due to the presence of water also shown to accelerate sintering[118].

Figure 5.3b shows the activity together with the normalized Cu surface measured during the aging experiment. It is interesting to note here that the surface area seems to closely follow the activity, which points to sintering of Cu as the main deactivation mechanism. This
also means that the sintering leads to no change in specific activity, meaning the concentration of step sites per surface area is constant assuming the reaction is structure sensitive as claimed in [16].

The role of different gas components in the deactivation of Cu catalysts has been evaluated by varying the gas compositions, both to directly investigate sintering[98, 118] or indirectly in studies of kinetics and reaction mechanism[91, 125, 126]. Several of these show a tendency towards strongly increased sintering in a pure CO/H$_2$ syngas, which has been interpreted as an overreduction. Those results also fall in line with theoretical calculations, showing that the predominant Cu transport species on ZnO is CuCO[130].

5.1.5 Sintering mechanisms

The thermodynamic driver for sintering is the high surface energy of the small particles, and this energy is lowered as the particles grow[131]. For the sintering of supported metallic nanoparticles, we distinguish between two modes based on how material transport from small to larger particles is mediated[132, 133]. The first mode is migration and coalescence, which is the random movement of small nanoparticles that eventually meet and coalesce into larger particles (Figure 5.4a). The second mode is transport of atomic or similar entities that detach and migrate, where the net transport is from smaller to larger particles. This is referred to as Ostwald ripening (Figure 5.4b).

(a) Coalescence and migration. Mediated by particle migration. (b) Ostwald ripening. Mediated by atomic species.

Figure 5.4: Sintering mechanisms. Particle growth may either proceed via (a) migration and coalescence of small particles, or (b) by detachment, diffusion and attachment of single atoms.

In my study of Cu on SiO$_x$, I have only observed Ostwald ripening, so I will introduce this in more detail.

The concentration of atomic species at the edge of a particle is governed by the Gibbs-Thomson relation, which describe the relation between concentration and particle radius of curvature R[77, 132]:

\[ c_p = c_p^\infty \exp \left( \frac{2\gamma \Omega}{kT R} \right) \]

where $c_p^\infty$ is the concentration at the edge of an infinitely large particle, $\gamma$ is the particle surface energy, $\Omega$ is the atomic volume, $k$ the Boltzmann constant and $T$ the temperature. Equation 5.1 shows that
the surface concentration of atomic species increases for decreasing radius, such that the concentration around small particles will be higher than around large particles. If the atomic species are able to migrate on the support, the net effect of this will be that mass is transferred from small to large particles. Furthermore, Equation 5.1 implies that there must be a critical radius of curvature $R^*$, for which particles neither grow nor shrink. This can be approximated by the arithmetic mean of the particle ensemble[77, 134, 135].

A common approach to the description of Ostwald ripening of particles on a support is a mean field description of the concentration of atomic species on the support. Here it is assumed that the concentration is the same everywhere beyond a certain screening distance from the particles[77]. The effect of this is that the particle positions do not matter, i.e. there is no dependency on interparticle distances. There is however experimental evidence that the position does matter, both in planar[64] and three dimensional catalysts[136], but the mean field approximation is still a good description for ensemble averaged sintering behavior[64].

In the treatment of data obtained in the present experiment, I will utilize a model for the change of the radius of individual particles, $\frac{dR}{dt}$. This was developed by Wynblatt and Gjostein[132] and is excellently explained by Simonsen[77]. The expression for $\frac{dR}{dt}$ depends on the limiting factor for the growth. The two possible cases are limitation by interface processes (detachment of atoms from the particles), or diffusion on the substrate. For the interface controlled ripening, $\frac{dR}{dt}$ is governed by:

$$\frac{dR}{dt} = \alpha_i \frac{\alpha_i'}{R^2} \left[ \frac{R}{R^*} - 1 \right]$$  \hspace{1cm} (5.2)

where $\alpha'_i$ is a constant with unit nm$^{-1}$min$^{-1}$ and $\alpha_i$ is a function of the contact angle $\theta$ between particle and support:

$$\alpha_i = \frac{\sin(\theta)}{(1/2 - 3/4 \times \cos(\theta) + \cos^3(\theta))}$$  \hspace{1cm} (5.3)

I will only present results using the interface controlled model, since both the interface controlled and the diffusion controlled model give equally good descriptions of the experimentally observed ripening behavior as also reported by Simonsen et al.[64].

5.2 SINTERING OF CU NANOPARTICLES IN THE TEM

Studying the mechanism of sintering in a three-dimensional catalyst presents some challenges. Sintering, be it by Ostwald ripening or particle migration, proceeds via transport of the active element on the catalyst support surface. In a three dimensional system, this support
surface is neither well defined, nor homogenous, so there may be strong local effects which make it difficult to do a quantitative study. On the other hand, two-dimensional model systems have successfully been applied to study sintering *in situ* in the TEM\[52]. These have several advantages: First, it is much simpler to track the movements and size evolution of individual particles on a flat surface. Second, it turns out that the resulting particle size distribution (PSD) obtained after Ostwald ripening on a flat support\[52] match better with the LSW distribution expected from Ostwald ripening\[137]. Similar experiments on three-dimensional supports have not been able to produce the LSW-distribution, but have always led to log-normal size distributions\[138].

I have performed experiments similarly to Simonsen et al.\[52\] with Cu on SiO\(_x\) films. The intention was to investigate the effect of the gas atmosphere on the sintering behavior, by performing aging experiments in H\(_2\), H\(_2\) + CO and H\(_2\) + H\(_2\)O. Sintering is an inherently slow process and therefore it is necessary to develop a scheme for accelerated aging. Industrial MeOH synthesis runs at pressures of 50-100 bar and temperatures of 200 - 300 °C. In the TEM, the pressure is restricted to a few mbar. This is a potential problem, as the sintering kinetics may very well depend on gas pressure\[139\]. The sintering process can be accelerated by increasing the temperature, and the experiments described here were all run at an increased temperature of 350 °C. Another way to increase the sintering is by starting with smaller particles\[52\] or a broader size distribution\[136\]. The effect of the initial PSD was not pursued in the present study.

5.2.1 *Wet impregnation of Cu*

The following experiments were the first *in situ* TEM experiments of my PhD and a first attempt at visualizing the sintering of Cu nanoparticles. They were to some extent the ‘quick and dirty’ approach, using the material at hand and the experimental approach could have been more systematic. I have chosen to report the data from wet impregnation here because they show a high degree of sintering, contrary to the later experiments, and because they naturally lead to the more systematic studies reported later in this thesis.

Samples were prepared on stainless steel TEM grids with a thin SiO\(_x\) film. The Si/O stoichiometry was not available from the manufacturer and they refer to the material as SiO\(_x\), x is assumed to be between 1 and 2. Grids were supplied by SPI\(^1\). Cu on silica is the simplest starting point for these experiments. Aging of three dimensional Cu/SiO\(_2\) has been studied as a model for MeOH catalysts\[114, 136\].

The first sample preparation was a wet impregnation of Cu. This method of sample preparation was later described by Damsgaard et

\(^1\) [http://www.2spi.com/](http://www.2spi.com/)
al.[140]. The TEM grid was placed on a piece of lens paper. A drop of Cu(NO$_3$)$_2$ solution was placed on the grid in a way that completely wetted grid and paper, such that only a thin film of solution would dry out on the grid. After drying, the grid was placed in the Gatan heating holder (Section 2.2.1) and inserted into the microscope. After reduction this preparation resulted in patches of Cu particles in sizes ranging from 1 to 20 nm (an example of this can be seen in e.g. Figure 5.6, page 100).

5.2.2 Experimental procedure

Experiments will be shown for three gas compositions; H$_2$ + CO, H$_2$ + CO$_2$ and H$_2$ + H$_2$O. The experimental procedure for each sample was similar. First 1 mbar H$_2$ gas was introduced in the e-cell and then the sample was heated to 30 °C with a heating rate of 350 °C/min. The sample was then held for approximately 4 hours in 1 mbar H$_2$ before introducing the second gas. A total pressure of 2 mbar was aimed for, i.e. a 1:1 composition of the two gas components.

TEM images were acquired in one area with high frequency. This is referred to as the in situ area. Another area was only imaged a few times, this is referred to as the reference area. This was done to control for effects of electron illumination. Imaging in the in situ area occurred primarily during the time period with a two component gas.

After measurement, particle radii were measured manually in ImageJ$^2$. From the measured radii in a given area, three parameters were compared over time. These were mean radius, number of particles and total volume, calculated as the sum of volumes of all measured particles, assuming a spherical shape. Due to the inhomogeneous Cu particle sizes between different regions, these parameters can only be used to follow a specific area over time.

5.2.3 Varying gas environment

5.2.3.1 H$_2$ + CO

The first experiment was sintering in a mixture of H$_2$ and CO. The progress of the experiment is outlined in Figure 5.5a together with the development of the mean radius for in situ and reference areas. Development of total volume and number of particles is shown in Figure 5.5b. Corresponding TEM images are shown in Figure 5.6 (in situ area) and Figure 5.7 (reference area).

In this experiment the in situ area was imaged after 86 min and 215 min in 1 mbar H$_2$ in order to evaluate the sample aging in pure

---
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(a) Temperature, time of image acquisition and mean particle radius as a function of time.

(b) Number of particles and total volume as a function of time in \textit{in situ} and reference region.

Figure 5.5: Wet impregnated Cu/SiO\textsubscript{x} in H\textsubscript{2} + CO.
\textbf{(a)} 0-250 min: 1.04 mbar H\textsubscript{2}, 250-455 min 1.04 mbar H\textsubscript{2} + 0.92 mbar CO. Temperature 350 °C. \textcircled{•} indicate times for image acquisition in \textit{in situ} region. \textcircled{★} indicate times for image acquisition in reference region. Mean particle radius for \textit{in situ} and reference region as measured in the TEM images shown in Figure 5.6 (\textit{in situ}) and Figure 5.7 (reference).

\textbf{(b)} Number of particles and total volume (spherical approximation) for \textit{in situ} and reference areas. Normalized to first measurement in respective area.

Figure 5.6: TEM images from \textit{in situ} area acquired at 86 min (1.04 mbar H\textsubscript{2}), 215 min (1.04 mbar H\textsubscript{2}, 260 min (1.96 mbar H\textsubscript{2} + CO) and 420 min (1.96 mbar H\textsubscript{2} + CO). Red circles mark particles shrinking between consecutive frames. Temperature 350 °C for all.

Figure 5.7: TEM images from reference area acquired at 70 min (1.04 mbar H\textsubscript{2}) and 445 min (1.96 mbar H\textsubscript{2} + CO). Purple circles mark positions of particles that grow larger. Temperature 350 °C for all.

H\textsubscript{2}. No significant change in mean radius was seen between the two measurements. The number of particles increased, which is assigned
to different focus settings in the two images. This means that some of the smaller particles may only be seen in the image acquired after 215 min (Figure 5.6). This underlines the importance of strict image settings in this type of experiment.

After introduction of CO, the particle size increases steadily and the number of particles accordingly goes down sharply to 25% of the original value. The calculation of geometrical volume (Figure 5.5b) suggests that there is mass conservation, even if the points are somewhat scattered due to uncertainty of the measured radii. A more detailed analysis of the uncertainty on the measurements were not pursued for the results presented here. The absolute number of particles in the in situ area was 168 and 42 after 86 and 420 min respectively. In the reference area initial and final numbers were 239 and 70 after 70 min and 445 min respectively. This significant lowering of the number of particles is clearly seen in the images in Figure 5.6 and Figure 5.7.

The result presented here demonstrates that the addition of CO boosts the sintering of Cu nanoparticles on SiOₓ. As expected, the smallest Cu particles clearly sinter the most, and the small particles grow fewer and larger. The purple circles in Figure 5.7 mark the position of three surviving particles after 445 min. The same positions in the image acquired after 70 min shows that particles were already present in these positions, and so these grew larger. From the in situ area, red circles in Figure 5.6 mark examples of shrinking particles between consecutive images. One is shrinking from 215 min to 260 min and is completely gone after 420 min. Another is shrinking in size from 260 min to 420 min. Shrinkage of the smallest particles of the ensemble is clear evidence of Ostwald ripening.
5.2.3.2 $\text{H}_2 + \text{CO}_2$

The second experiment was sintering in a mixture of H$_2$ and CO$_2$. The progress of the experiment is outlined in Figure 5.8a together with the development of the mean radius for *in situ* and reference areas. Development of total volume and number of particles is shown in Figure 5.8b. Corresponding TEM images are shown in Figure 5.9 (*in situ* area) and Figure 5.10 (reference area).
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(a) Temperature, time of image acquisition and mean particle radius as a function of time

![Graph](image2)

(b) Number of particles and total volume as a function of time in *in situ* and reference region.

Figure 5.8: Wet impregnated Cu/SiO$_x$ in H$_2 + \text{CO}_2$.

(a) 0-248 min: 1.05 mbar H$_2$, 248-418 min 1.05 mbar H$_2$ + 0.85 mbar CO$_2$. Temperature 350 °C. * indicate times for image acquisition in *in situ* region. † indicate times for image acquisition in reference region. Mean particle radius for *in situ* and reference region as measured in the TEM images shown in Figure 5.9 (*in situ*) and Figure 5.10 (reference). (b) Number of particles and total volume (spherical approximation) for *in situ* and reference areas. Normalized to first measurement in respective area.

Figure 5.9: TEM images from *in situ* area acquired at 253 min, 278 min, 338 min and 393 min. 1.05 mbar H$_2$ + 0.85 mbar CO$_2$ and temperature 350 °C for all.

Starting in the time interval 0-248 min with only H$_2$ gas, we see that there is an increase in particle size and increase in number of particles in the reference area, imaged at 24 min and 211 min (Figure 5.10). This clearly shows sintering in pure H$_2$ gas contrary to the previous experiment. After introduction of CO$_2$ the rate of sintering in the reference region continues at a similar rate as seen in the image acquired
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Figure 5.10: TEM images from reference area acquired at 24 min (1.05 mbar H$_2$), 211 min (1.05 mbar H$_2$) and 419 min (1.90 mbar H$_2$ + CO$_2$). Temperature 350 °C for all. Red circle marks a particle that grows from 24 min to 211 and then shrinks from 211 min to 419 min.

after 419 min. The in situ area was only imaged after introduction of CO$_2$. Here, a steady decrease in particle number is also seen and a corresponding increase in mean radius.

There are two notable differences here as compared to experiment in H$_2$ + CO. First, that sintering occurs now in pure H$_2$. This may be due to variations in the initial sizes and distribution of particles or it may be due to a difference in the local temperature for the two areas. Second that CO$_2$ does not increase the sintering rate as much as CO.

Looking at the particle positions and development in the same area, it is again indicative of Ostwald ripening. The red circles in Figure 5.10 mark a particle that first grows when it is surrounded by smaller particles (from 24 to 211 min) and then shrinks as it suddenly finds itself to be only surrounded by larger particles (211 to 419 min).

5.2.3.3 H$_2$ + H$_2$O

The third experiment was sintering in a mixture of H$_2$ and H$_2$O. The progress of the experiment is outlined in Figure 5.11a together with the development of the mean radius for in situ and reference areas. Development of total volume and number of particles is shown in Figure 5.11b. Corresponding TEM images area are shown in Figure 5.12 (in situ area) and Figure 5.13 (reference area).

The result of this was remarkably different from the previous experiments in that no signs of sintering was observed. The results from the reference area recorded after 75 min in H$_2$ and then an additional 120 min in H$_2$ followed by 210 min in H$_2$ + H$_2$O indicates no sintering (Figure 5.11a and Figure 5.13). The total volume in the in situ area indicates a loss of mass, which could be a beam effect[52]. A different explanation would be a decreased wetting of the Cu particles, i.e. a higher contact angle, which falls in line with the results from Hansen et al.[22] for Cu on ZnO. A higher contact angle could mean a reduc-
tion in projected area leading to a decrease in volume for the same amount of particles as it is the case for the in situ area after 405 min.

Compared to the other gas mixtures, no sintering was observed for H$_2$ + H$_2$O. This may suggest that the presence of H$_2$O has a slowing effect on sintering. For the first two experiments, TEM images indicated that sintering proceeded via Ostwald ripening. A possible explanation for the retarding effect of water, could therefore be hydroxylation of SiO$_x$[141] which may slow down or prevent transport of Cu species on the surface[142].

Figure 5.11: Wet impregnated Cu/SiO$_x$ in H$_2$ + H$_2$O.
(a) 0-195 min: 1.06 mbar H$_2$, 195-405 min 1.06 mbar H$_2$ + 0.82 mbar H$_2$O. Temperature 350 °C. * indicate times for image acquisition in in situ region. * indicate times for image acquisition in reference region. Mean particle radius for in situ and reference region as measured in the TEM images shown in Figure 5.12 (in situ) and Figure 5.13 (reference). (b) Number of particles and total volume (spherical approximation) for in situ and reference areas. Normalized to first measurement in respective area.

Figure 5.12: TEM images from in situ area acquired at 208 min, 240 min, 320 min and 405 min. 1.06 mbar H$_2$ + 0.82 mbar H$_2$O and temperature 350 °C for all.
Cu nanoparticles were prepared on a SiO$_x$ film by wet deposition of Cu(NO$_3$)$_2$. The samples were exposed to gases at mbar pressures and a temperature of 350 °C. Specific areas were followed over time and the size, number and location of Cu nanoparticles were tracked. Results obtained in an atmosphere of 1 mbar H$_2$ was inconclusive, as sintering was only seen in one experiment. An atmosphere of 1.9 mbar H$_2$ + CO significantly increased the rate of sintering. Sintering was also observed in an atmosphere of 1.9 mbar H$_2$ + CO$_2$, at a rate similar to what was observed in pure H$_2$ for the same sample. No sintering was observed in an atmosphere of H$_2$ + H$_2$O, which could suggest a retarding effect of water vapor on the migration of Cu species.

For all experiments where sintering was observed, no particle movement was not seen and shrinkage of small particles was observed. Both indicate an Ostwald ripening mechanism.

With respect to sintering rates, one should note that the samples shown here were highly inhomogeneous. It is therefore difficult to quantitatively compare the rate of sintering between different areas and different samples. Also, there is no control over the starting PSD, which is typically broad for these samples. This makes modeling of the sintering[52, 64] difficult or impossible.

5.3 DEPOSITION BY CLUSTER SOURCE

To get a more homogeneous starting point for the experiments, samples were prepared by cluster deposition. The cluster source is a physical nanoparticle synthesis based on sputtering, agglomeration and mass filtering. In this way, it is possible to create nanoparticles with a very narrow size distribution[99, 100]. This technique was also used to produce CuZn nanoparticles, and was described in Chapter 4. In the present case, a pure Cu target was used.
For a quantitative study of sintering it is preferable with a well controlled particle size and density, and a reproducible sample preparation. This is necessary in order to compare rates across different samples, in order to investigate e.g. the effect of gas atmosphere.

5.3.1 Sample preparation

A TEM grid was inserted in the deposition chamber, and size selected clusters were deposited. Different samples were prepared with Cu particle diameters of 3-5 nm and coverages of 10%, calculated as the projected area of the nanoparticles divided by the total sample area. During deposition, the total current is measured, as well as a deposition time. Since each particle is expected to carry 1 elementary charge, this results in a direct measure of the number of particles.

Here I will introduce the relevant numbers for deposition. In one experiment (images shown in Figure 5.14), the mass filter was adjusted to allow Cu particles of diameter \( d_{\text{Cu}} = 3.5 \text{ nm} \). The deposition current was \( I_{\text{depo}} = 4.5 \text{ pA} \), and the deposition time was 45 min, or \( t_{\text{depo}} = 2700 \text{ s} \). The total number of particles \( N_{\text{depo}} \) can be calculated as:

\[
N_{\text{depo}} = I_{\text{depo}} \times \frac{t_{\text{depo}}}{e} = 4.5 \times 10^{-12} \frac{\text{C}}{\text{s}} \times \frac{2700 \text{s}}{1.6 \times 10^{-19} \text{C}} = 7.59 \times 10^{10}
\]

During deposition, the TEM grid was masked by a circular hole of diameter 2 mm. This means that the measured number of particles was distributed over an area \( A_{\text{depo}} = \pi \text{ mm}^2 = \pi \times 10^{12} \text{ nm}^2 \). Using that the projected area of one particle is \( A_{\text{particle}} = \pi \times \left(\frac{3.5}{2}\right)^2 \text{ nm}^2 \) we can calculate coverage (unit of %) and particle density \( \rho \) (unit of nm\(^{-2}\)).

\[
\text{coverage} = \frac{N_{\text{depo}} \times A_{\text{particle}}}{A_{\text{depo}}} \times 100\% = \frac{7.59 \times 10^{10} \times \left(\frac{3.5}{2}\right)^2 \text{ nm}^2}{10^{12} \text{ nm}^2} \times 100\% = 23\%
\]

\[
\rho = \frac{N_{\text{depo}}}{A_{\text{depo}}} = \frac{7.59 \times 10^{10}}{\pi 10^{12} \text{ nm}^2} = 0.024 \text{ nm}^{-2}
\]

Typically we have designed the deposition to arrive at a predefined coverage. After deposition, the sample was exposed to air and transported to the TEM. Alternatively samples were stored in a glovebox.
until used. The Cu particles are expected to oxidize during transfer, so samples where always reduced in the microscope. Figure 5.14a shows a sample area after reduction and Figure 5.15a shows the PSD after reduction. The target diameter was 3.5 nm, and the deposition density was 0.024 nm\(^{-1}\) (23% coverage).

The measured coverage was 0.004 nm\(^{-2}\), significantly lower than the target and the measured mean size was 3.77 nm with a standard deviation of 0.92 nm. This PSD is broader than expected from the deposition technique, Nielsen et al.[100] report e.g. 2.8 ± 0.5 nm for nanoparticles of Ru. The broader PSD we measure for Cu is likely not due to the initial size distributions, but rather due to to particles merging. This can happen at high coverage when particles land close to other particles, and during transfer when the sample is oxidized, leading to an increase in maximum particle size, which may cause particles to merge.

Figure 5.14: Size selected Cu nanoparticles, reduction, oxidation, reduction. 3.5 nm, 0.024 particles/nm\(^2\) (15% coverage). (a) Reduced, 1.00 mbar H\(_2\) + 0.87 mbar CO, 350 °C. Image acquired after 5 hours at these conditions. (b) Oxidation, 1.30 mbar O\(_2\). Image acquired after 1 hour at these conditions. (c) Re-reduction, 1.00 mbar H\(_2\), 350 °C. Image acquired after 2 hours at these conditions. Some particles merged after oxidation (red circle). Possible redispersion after oxidation (blue circle). Some particle merged after re-reduction (purple circle).

To illustrate this, Figure 5.14b shows the same area as Figure 5.14a in 1 mbar O\(_2\) at 350 °C. Clearly the particles have grown in size, and it is evident that several particles have merged (red circle indicate an example of this). Figure 5.15b shows the PSD after oxidation, and the broadening is evident. A significant number of larger particles (>5 nm) were measured in these images. Small particles (<3 nm) get more frequent, which may be due to redispersion upon oxidation. One possible redispersion event was seen in the in situ area images in Figure 5.14 (blue circle). Note that these two particle merge again after reduction. Finally, the same sample was reduced again in H\(_2\), which caused the particles to shrink and the PSD to narrow again as seen in the TEM image (Figure 5.14c) and PSD (Figure 5.15c).
The above is not sufficient to explain the discrepancy between target density (0.024 nm$^{-2}$) and measured density (0.004 nm$^{-2}$). This must be due to a problem in the deposition. Later depositions matched the target density better (Section 5.3.4).

Figure 5.16 compares particle density and total volume in the PSDs from Figure 5.15. It is evident that the oxidation leads to a significant increase in total volume, stemming from the increased volume and thereby projected area upon oxidation. This is similar to what was shown in Chapter 4 for Cu/ZnO nanoparticles. Particle density increases slightly on oxidation and is reduced by ca 15% upon re-reduction.

These results demonstrate the negative effect of Cu oxidation in terms of maintaining a narrow size distribution in the pristine sample. A vacuum or protected atmosphere transfer[143] was discussed, but it was deemed beyond the scope of the current project.
5.3.2 Measurement procedure

Having a more homogeneous size distribution over the sample allowed the acquisition of broader statistics by measuring many particles in previously unilluminated areas as well as \textit{in situ} areas that were tracked over time. This was done according to the procedure devised by Simonsen et al.\cite{64}.

The samples were subjected to an accelerated aging scheme: After inserting the sample in the microscope, 1 mbar H$_2$ was introduced to the e-cell and the temperature was raised to 350 °C. After reaching a stable temperature, a second gas component could be introduced and the total pressure raised to ca. 1.9 mbar. The sample was held at this condition for 6 hours and imaged during the course of the experiment. One \textit{in situ} area was followed over time, and an image acquired every 30 minutes. At each time after imaging the \textit{in situ} area, the stage was moved to a previously unilluminated area where 8 images were acquired. Between each of these 8 acquisitions, the stage was moved a length of at least the diameter of the electron beam. This is to ensure that there had been no previous illumination. A typical beam radius was 2 µm. A dose rate of 100 e$^-$/Å$^2$/s was used with an exposure time of 3 s. Images were acquired using the full resolution of the CCD of 2048 by 2048 pixels$^2$ and with a pixel size of 0.11 nm. This yields around 250 incident electrons per pixel on the ccd per image recorded. The measured SNR in Figure 5.14a is 25 as calculated by Equation 2.14. The choice of pixel size in an experiment like this, is a compromise between resolving the smallest particles, and maintaining a large field of view to image a sufficient number of particles per frame. With a pixel size of 0.11 nm it should be possible to resolve sub-nm particles. Such small entities were however not possible to distinguish from the SiO$_x$ background. The field of view was 225 by 225, or 50625 nm$^2$. With an expected particle density of 0.014 particles/nm$^2$ (3 nm particles, 10% coverage), this should result in ca 700 particles per image.

5.3.3 Automated particle measurement

Due to the large number of particles that must be measured it is crucial to develop a method to automatically measure particle diameters. The procedure of determining what are objects and what is background is known as segmentation in image processing. All treatment of images was done in Matlab and the specific procedure is described in Appendix B.
Figure 5.17: Accelerated aging scheme in 1.0 mbar $\text{H}_2 + 0.9$ mbar CO, 1.0 mbar $\text{H}_2$ and 1.0 mbar $\text{H}_2 + 0.9$ mbar $\text{H}_2\text{O}$. 6 hours at 350 °C. Initial (15 min) and final (6 hour) PSD.
5.3.4 Varying gas environment

Three samples were subjected to the accelerated aging scheme. These were aged in \( \text{H}_2 + \text{CO}, \text{H}_2 \text{ and } \text{H}_2 + \text{H}_2\text{O} \). These gases were selected based on the experiments on the wet impregnated samples, and based on the interest in the literature on the effect of CO and \( \text{H}_2\text{O} \). All three samples were produced with a target particle diameter of 3.0 nm and a target density of 0.0155 nm\(^{-2}\) (11% coverage).

Figure 5.17 shows initial and final PSDs for the three samples. The first sample was aged in 1 mbar \( \text{H}_2 + 0.9 \text{ mbar CO} \) (Figure 5.17a and Figure 5.17b). The PSD clearly shifts towards larger particles, with a change in mean diameter from 3.38 nm to 4.03 nm. A high number of small particles are maintained, indicative of Ostwald ripening. The second sample was aged in 1.0 mbar \( \text{H}_2 \) (Figure 5.17c and Figure 5.17d). Again, there is a clear development towards larger particles, while still maintaining small particles less than 2 nm. The third sample was aged in 1.0 mbar \( \text{H}_2 + 0.9 \text{ mbar H}_2\text{O} \) (Figure 5.17c and Figure 5.17d). In this case, little or no change was seen in the PSD.

Figure 5.18 compares particle density (Figure 5.18a) and mean diameter (Figure 5.18b) for the three samples, as measured with 30 minute intervals in previously unilluminated areas. We see that the starting point for the three samples is not identical. The sample aged in \( \text{H}_2 \) (red) initially has a density of 0.014 nm\(^{-2}\) and mean diameter of 2.8 nm, where the samples aged in \( \text{H}_2 + \text{H}_2\text{O} \) (green) and \( \text{H}_2 + \text{CO} \) (blue) shares a starting point of 0.01 nm\(^{-2}\) and ca 3.3 nm. From the initial and final PSD, we saw that the samples aged in \( \text{H}_2 \) and \( \text{H}_2 + \text{CO} \) showed sintering, and from Figure 5.18 it is clear how these two show a steady development towards fewer and larger particles. The sample aged in \( \text{H}_2 + \text{H}_2\text{O} \) is very scattered, particle density in particular. This is ascribed to sample inhomogeneity. This makes it difficult to say whether sintering is observed, however, looking at the final data points in Figure 5.18, the initial and final PSDs as well as recalling the results from the Cu prepared by wet deposition, it is likely that there is no sintering in the case of aging in a gas of \( \text{H}_2 + \text{H}_2\text{O} \).

5.3.5 Sintering mechanism

The statistical results from the unilluminated areas presented above already alluded at an Ostwald ripening mechanism, even if the sintering didn’t proceed to develop the LSW-PSD expected for Ostwald ripening[137] in the time given for the experiment. A beneficial complement to the unilluminated areas, would consider the same area tracked over time, in order to follow the development of individual particles. Here we shall consider the in situ area of the sample aged in \( \text{H}_2 + \text{CO} \) (Figure 5.19).
Figure 5.18: Accelerated aging scheme in 1.0 mbar H$_2$ + 0.9 mbar CO, 1.0 mbar H$_2$ and 1.0 mbar H$_2$ + 0.9 mbar H$_2$O. 6 hours at 350 °C. (a) Particle density and (b) mean diameter measured every 30 min over 6 h in previously unilluminated areas.

Figure 5.19a show a 32 × 50 nm section of the *in situ* area tracked over 6 h. Here 14 particles were tracked over time, by manually measuring their size at time steps 0.25-1-2-3-4-5-6 hours. The measured diameters are plotted in Figure 5.19b as a function of time. First, we note that all particles are stationary. This is also the case for the full view of the *in situ* area. Second, we see that particles 1, 4, 7 and 9 shrink and eventually disappear. Particle growth is harder to track for the modest sintering in this experiment, simply because the extra mass from the 4 small particles increase the diameter only slightly for the remaining larger particles. Measurable growth is however observed for the largest particle in the frame, number 5. According to the mean field description of Ostwald ripening, particles with diameter lower than the mean should shrink, whereas particles larger than the mean should grow. The observations from the *in situ* area are
5.3 Deposition by Cluster Source

(a) Time lapsed TEM images from *in situ* area.

(b) Development in diameter for the 14 particles encircled in (a).

Figure 5.19: Accelerated aging in 1.0 mbar H₂ + 0.9 mbar CO, 350 °C. The size development of 14 particles was tracked over time. Particles 1, 4, 7, 9 shrunk and disappeared.

to some degree consistent with this, at 1 hour, the four particles that eventually disappear are the four smallest in the ensemble. There may also be local effects, such that the mean field approximation does not hold true for the development of individual particles[64].

5.3.6 Sintering simulation

To extract quantitative information about the rate of sintering, I have implemented a numerical simulation of Ostwald ripening, similarly to the description by Simonsen et al.[64, 77]. For the interface controlled Ostwald ripening, the development of a particle with radius \( R \) is governed by the differential equation in Equation 5.2. What we have is an initial value problem that can be solved using a simple Euler approach to extrapolate from the initial value. The discretized
version of Equation 5.2 then describes the evolution of radii from time step \( n \) to \( n + 1 \) as:

\[
\frac{R[n+1] - R[n]}{t_\delta} = \alpha_i \frac{\alpha'_i}{R[n]^2} \left[ \frac{R[n]}{R^*} - 1 \right]
\]  

(5.9)

where \( t_\delta \) denotes the size of the time step. By isolating \( R[n+1] \) we get an expression for the radius of each particle in the ensemble as a function of its size in the previous time step \( R[n] \) and the mean radius of the ensemble \( R^*[n] \):

\[
R[n+1] = R[n] + \alpha_i \frac{\alpha'_i}{R[n]^2} \left[ \frac{R[n]}{R^*[n]} - 1 \right] \times t_\delta
\]  

(5.10)

The initial value can be any ensemble of particle radii and from this, and with \( \alpha_i \) and \( \alpha'_i \) defined, the radii of the individual particles is extrapolated over time.

The Euler solver was implemented in Matlab, solved with a time step of 1 min. \( \alpha_i \) is a function of the contact angle \( \theta \) (Equation 5.3). Here \( \theta \) was set to 90°, which leaves \( \alpha'_i \) as the only free parameter. In the present case, the role of the simulations is i) to confirm that the sintering can be described by Ostwald ripening theory, and ii) to extract a value for \( \alpha'_i \). The magnitude of \( \alpha'_i \) is a measure of the rate of sintering for the given system and allow us to compare the rate between experiments.

To find the best value for \( \alpha'_i \), the simulation takes the list of particles at 15 min and extrapolates it to 6 hours. Here, the mean and standard deviation is compared to the mean and standard deviation of the measured PSD. \( \alpha'_i \) was adjusted such that the error for these values was minimized. No fitting was done to the PSDs at intermediate times.

Figure 5.20 shows measured and simulated data for the experiment in \( \text{H}_2 + \text{CO} \). The TEM images in Figure 5.20a, c, e and h are from the previously unilluminated areas and the PSDs in b, d, f and g are measured in these images and others acquired at the same time (8 in total). By definition, the measured and simulated PSD are identical at time 0.25 h. At times 2 h and 4 h, the simulation displays a reminiscence of the peak in the initial PSD, that is not observed in the measured data. It may be that the sample has been sufficiently inhomogeneous such that there has been area-to-area differences in the initial PSD. The other possible explanation is that the model does not capture the sintering in this intermediate regime. For the final PSD (Figure 5.20a) the simulation and the measured data agree very well. The value of \( \alpha'_i \) was 0.00354 nm\(^{-1}\)min\(^{-1}\).

Figure 5.21 show similar data for the experiment in \( \text{H}_2 \). In this case there is a less obvious change in the PSD over time, but we do however see that the model captures the development well, both in the final as well as the intermediate PSDs. The value of \( \alpha'_i \) was 0.00220 nm\(^{-1}\)min\(^{-1}\).
Figure 5.20: Measured and simulated PSD. 1.0 mbar H₂ + 0.9 mbar CO₂, 350 °C. Particle sizes were extrapolated from the initial measurement, according to Equation 5.10 with $\alpha_i' = 0.00354 \text{nm}^{-1}\text{min}^{-1}$. 

Figure 5.21: Measured and simulated PSD 1.0 mbar H\textsubscript{2}, 350 °C. Particle sizes were extrapolated from the initial measurement, according to Equation 5.10 with \( \alpha' = 0.00220 \text{ nm}^{-1} \text{min}^{-1} \).

Figure 5.22 validates the simulation by comparing the number of particles as measured over the course of the experiment with the simulated value. They agree very well for both H\textsubscript{2} + CO (Figure 5.22a) and H\textsubscript{2} (Figure 5.22b).

The values of \( \alpha' \) directly show that the Ostwald ripening proceeds faster in a gas of H\textsubscript{2} + CO than in H\textsubscript{2} only. Simonsen et al. reports a value for \( \alpha' \) of 0.035 nm\textsuperscript{-1}min\textsuperscript{-1} for Ostwald ripening of Pt on SiO\textsubscript{2} in 10 mbar air at 650 °C. The fastest measured rate in the present case
Figure 5.22: Development in particle density, measurement and simulation. Same data as PSDs presented in Figure 5.20 and Figure 5.21

is thus 10 times lower. This is not saying that these numbers should have anything in common, it merely shows that our accelerated aging scheme results in a sintering rate that is on the low side for a one day in situ experiment. One could have considered raising the temperature, which would however distance the conditions further from actual MeOH synthesis. This is a delicate balance and shows the difficulty in studying sintering over short time scales.

(a) 1.0 mbar H₂ + 0.9 mbar CO, 350 °C. \( \alpha'_{i} = 0.00354 \text{ nm}^{-1}\text{min}^{-1} \).

(b) 1.0 mbar H₂, 350 °C. \( \alpha'_{i} = 0.00220 \text{ nm}^{-1}\text{min}^{-1} \).
5.3.7 Effect of electron beam

The effect of the electron beam in relation to these experiments has not been discussed yet. We have mainly focused on the previously unilluminated areas, where this is not relevant, but for the credibility of the measurements in the \textit{in situ} areas, this must be considered.

The effect of the electron beam was investigated in two types of experiments. First, the effect of the gas composition was investigated, by continuously illuminating a sample region for 30 min and recording an image every minute for H$_2$, H$_2$ + CO and H$_2$ + H$_2$O at 350 °C. This was done only for a dose rate of 100 \( e^-/(\text{Å}^2\text{s}) \). Second, the effect of dose rate was investigated in H$_2$ at 350 °C by continuously illuminating the sample for 30 min while acquiring an image every minute. This was done for dose rates 25, 50, 100 and 500 \( e^-/(\text{Å}^2\text{s}) \).

For the time-lapsed experiments reported above, the \textit{in situ} area was typically illuminated and imaged 13 times (0.25, 0.5 h, then every 0.5 h for 6 h) with each image requiring up to 2 minutes of illumination. The total illumination time was thus up to 26 min and is captured by the beam effect experiments described here.

Figure 5.23 show collected data for the beam effect experiments. Figures 5.23a, 5.23b and 5.23c show the development in number of particles, mean diameter and total volume, for the three gas compositions. For H$_2$ + CO and H$_2$ + H$_2$O, the number of particles is more or less constant over the course of the experiment. For H$_2$ only, there is a drastic decrease in number of particles at this dose rate. Since the mean diameter does not change, this is not sintering, but rather mass loss, which is also evident from the loss in total volume (Figure 5.23c). This can be due to evaporation of Cu or due to a reaction with the support forming a Cu-silicide or silicate (assuming that this phase would not be seen by TEM). Figure 5.23d clearly shows that this is an effect of the electron beam, since the rate of mass loss is dependent on the incident dose rate. For the experiments reported in the previous section, a dose rate of 100 \( e^-/(\text{Å}^2\text{s}) \) was used. According to Figure 5.23d, a dose rate of 25 \( e^-/(\text{Å}^2\text{s}) \) does not induce any significant loss of particles, so an \textit{in situ} area could have been safely followed with this dose rate. Turning back to the effect of gas composition, we note that the electron beam induces a steep increase in projected diameter for the experiment in H$_2$ + H$_2$O. Comparing with the previously unilluminated areas in Figure 5.18b, where no size increase is seen, it is evident that this is an effect of the electron beam. The experiment in H$_2$ + CO shows a similar increase in projected mean diameter. In these two cases, an increase in projected diameter and a constant number of particles results in an apparent volume increase (Figure 5.23c). This can certainly also be due to reactions with the support, if Si is incorporated in the Cu nanoparticles. An alternative
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(a) Change in number of particles. Effect of gas composition, 350 °C, 100 e−/(Å²s)

(b) Mean diameter. Effect of gas composition, 350 °C, 100 e−/(Å²s)

(c) Change in total volume. Effect of gas composition, 350 °C, 100 e−/(Å²s)

(d) Change in number of particles. 1 mbar H₂, 350 °C, 25, 50, 100, 500 e−/(Å²s).

Figure 5.23: The effect of electron illumination for the accelerated aging experiment.

(a, b, c) Effect of gas composition. 1 mbar H₂, 1 mbar H₂ + 0.9 mbar CO, 1 mbar H₂ + 0.9 mbar H₂O. The area was continuously illuminated for 30 min for each gas composition. (d) The effect of dose rate measured as the number of particles. The area was continuously illuminated for 30 min at each dose rate.

A possible explanation is increased wetting of the support, which would result in increased projected diameter.

Figure 5.24 shows an image region at the edge of the illuminated area for a dose rate of 100 e−/(Å²s) in H₂. Here the difference between the two areas is quite clear. The support has changed; it appears more smooth and has lost some of the disordered contrast present in the unilluminated area. The loss of particle density shown in Figure 5.23d should also be visually apparent from the image.

The study of beam effects show that there are pronounced and diverse effects of the electron beam in this system, depending on the gas and dose rate. For a more detailed study of the sintering effects,
it would be necessary to further investigate exactly what is going on, and explore the possibility of significantly decreasing the dose rate from the $100 \text{e}^{-}/(\text{Å}^2\text{s})$ in the *in situ* areas.

### 5.4 Chapter Conclusion

More experiments were performed for this system than what was shown here. It was however with varying success, since in some cases the rate of sintering was even lower than what I have reported here. Furthermore, the sample production was not very reproducible, as it was already seen here with the differences in initial PSD from e.g. Figure 5.17. The apparent rate of sintering was higher for the sample prepared by wet impregnation, so one could have explored this track further with more advanced deposition\[140\]. Another option would have been sputter deposition which can also produce particles with a well defined PSD\[52, 64\]. Finally I used a rather poorly defined support of SiO$_x$. Here it should also be explored to use higher quality oxide supports of SiO$_2$, Al$_2$O$_3$ or ZnO.

The experiments presented here directly revealed a significantly different sintering rate for Cu on silica depending on the composition of the surrounding gas. The idea of these experiments was to split up the gases normally present during methanol synthesis, in order to isolate the effect of the individual gases. In $\text{H}_2$ only, an intermediate rate of
sintering was seen. The water vapor present in the experiments with H$_2$ + H$_2$O apparently hindered sintering of Cu, perhaps due to hydroxylation of the silica surface. CO was found to significantly speed up the rate as seen in experiments with a gas of H$_2$O + CO. This is consistent with theory, albeit on ZnO, that finds the most probable transport species to be CuCO$[130]$. A close examination of the in situ areas that were followed over time, revealed Ostwald ripening to be the mode of sintering for this system, as seen by stationary particles and visible growth and shrinkage. A numerical solution of the differential equation governing Ostwald ripening was found to consistently describe the development from the initial to the final PSD in the sintering experiments with H$_2$ and H$_2$ + CO.

The experiments presented here is a good illustration of how dynamic effects can be followed over time in order to extract quantitative information about the system. It is however also a good illustration of the need for good sample preparation and experimental design. These experiments where not continued and my attention turned to the projects described elsewhere in this thesis. Given available resources, the sintering of Cu would certainly still be interesting to study by in situ TEM.
This chapter presents our work on closed gas cell systems. With this system, called the nanoreactor, it is possible to perform *in situ* TEM at gas pressures of 1 bar or higher\[^{45, 46}\]. Furthermore, the gas exiting the nanoreactor is analyzed in order to measure catalytic activity. Using the combined possibilities of TEM and activity measurements have allowed us to directly couple structure and activity for the oxidation of CO on a Pt catalyst during reaction oscillations, and thereby provide important input on a widely studied reaction. Results presented in this chapter were published in\[^{33}\].

### 6.1 High Pressure *in situ* TEM and CO Oxidation

The differentially pumped TEM\[^{29}\] offers many exciting possibilities, as I have hopefully been able to show in the previous chapters. For some experiments, it is however necessary to go to higher pressures than the few mbar offered by the differentially pumped TEM. This can be realized with closed gas cells, where the gas is confined to a very small volume around the sample\[^{45, 144–146}\]. The basic principle is the same as in the e-cell of the differentially pumped microscope, but for the closed cell, the gas path has shrunk to 5-40 µm depending on the implementation, which is a 100-1000 fold decrease compared to the e-cell. Keeping in mind that the amount of gas, and the scattering of electrons in the gas, limits the resolution of *in situ* TEM, it is evident that a decrease of the gas path can be translated into a higher maximum pressure, and 1 bar is attainable without compromising resolution\[^{45}\].

### 6.2 The CO Oxidation Reaction

The use of closed gas cell technology has enabled us to study the CO oxidation reaction on Pt nanoparticles under high pressure. CO oxidation is relevant in automotive catalysis for the conversion of toxic CO to CO\(_2\) and in purification of hydrogen streams in the petrochemical industry.

\[
\text{CO} + \text{O}_2 \rightarrow \text{CO}_2 \quad (\Delta H = -283.0 \text{kJ/mol})
\]

\[^{(6.1)}\]

CO oxidation is widely studied and considered a prototype reaction in surface science and heterogeneous catalysis\[^{147}\]. CO oxidation
proceeds on many noble metal catalysts, those studied the most include Pt, Pd and Ru. The reaction proceeds via Langmuir-Hinschelwood kinetics on metals\cite{147,148}, i.e. a reaction between adsorbed species on the catalyst surface. The CO oxidation may be described by the following kinetically effective steps\cite{147}:

\[
\begin{align*}
\text{CO} + * &\rightarrow \text{CO}^* \quad (6.2) \\
\text{O}_2 + 2* &\rightarrow 2\text{O}^* \quad (6.3) \\
\text{CO}^* + \text{O}^* &\rightarrow \text{CO}_2 + 2* \\
\end{align*}
\]

where * denotes a surface site on the catalyst. Despite its apparent simplicity, CO oxidation on noble metals has stirred up some debate, particularly in the discussion of the nature of the reacting catalyst surface and whether it is metallic or oxidized during reaction\cite{149–152}. This is especially true for reactions at high or ambient pressures, and the controversy may, in the opinion of Freund et al.\cite{147}, stem from a different definition of the term oxide, which can be anything from a chemisorbed oxygen layer to a separate phase. In the opinion of the present author, different test conditions such as gas pressure and composition, reactor design and conversion level, may also influence the result and make a comparison difficult.

Figure 6.1: Structure of the Pt(110) surface during reaction oscillations at low pressure. The clean surface reconstructs to the 1x2 missing row structure (left). At higher CO coverage (> 0.2 monolayer) the surface changes to the 1x1 termination. Reproduced from Ertl\cite{153}.

A particularly interesting aspect of CO oxidation is reaction oscillations at fixed external conditions\cite{154}. This has been widely studied at low pressure conditions on single crystals of Pt and Pd, work that was in particular pioneered by Gerhard Ertl, who received the 2007 Nobel prize in chemistry\cite{153}. At low pressure, reaction oscillations are caused by adsorbate-induced surface restructuring. Figure 6.1 shows the structural changes of the Pt(110) surface during reaction
oscillations at low pressure. The 1x2 missing row reconstruction has a low sticking probability for oxygen, implying that the rate of CO conversion will be low and adsorbed CO will build up on the surface. CO has a higher adsorption energy on the 1x1 termination and therefore the surface will transform to this structure when the CO coverage exceeds 0.2 monolayer (ML). Oxygen has a higher sticking probability on the 1x1 surface causing an increase in reaction rate. This removes CO, such that the surface eventually changes back to the 1x2 structure and the cycle repeats[153]. This example shows how reaction oscillations may be governed at low pressure conditions by a change in intrinsic rate due to surface reconstructions.

It has been suggested that reaction oscillations at ambient pressure conditions on Pt and Pd (110) single crystal surfaces are due to a switching between a metal and an oxide surface. Here it is assumed that the oxide surface has a significantly higher intrinsic activity than the metal [155, 156]. These studies never considered mass transport in the reactor in the description of the results, even if it is known that a bistable reaction can be directly caused by the coupling between reaction and diffusion[157, 158].

Reaction oscillations have also been demonstrated on Pt nanoparticles at ambient pressure, but with a lack of experimental characterization of surface and nanoparticle structure[112, 159]. Carlsson, Zhdanov, and Skoglundh used IR spectroscopy to show that the surface was covered by CO during the low conversion regime, whereas the surface was mostly free during high conversion[159].

In the study of nanoparticles, it would be highly beneficial to be able to directly observe the particles responsible for the catalysis during rate oscillations. With the TEM the shape and surface structure of nanoparticles have been imaged in situ at conditions relevant for CO oxidation [25] and even with catalytic conversion in the TEM as evidenced by electron energy loss spectroscopy (EELS)[160]. In order to study reaction oscillations, it is however necessary with simultaneous information about structure and rate, something that has hitherto been impossible to realize. Now, with state of the art closed gas cells this opportunity has opened. This will be the subject of the rest of this chapter.

6.3 THE NANOREACTOR SYSTEM

The implementation of closed gas cell technology used in the present work is the Nanoreactor, developed in a collaboration between TU Delft, FEI company and Haldor Topsøe A/S, beginning in 2003 and later continuing within the NIMIC consortium [161]. The general concept was presented by Creemer et al. in 2008[45], the design of the current generation was presented in [162] and our use of it was described in [33].
Figure 6.2: (a) Top view of the nanoreactor. The gas channel is placed on top of the reactor, with inlet and outlet on the backside. The channel is 5 mm long, 280 µm wide and 5 µm high. The center contains the reaction zone with heater and electron transparent windows (close view in Figure 6.4). (b) Schematic drawing of the nanoreactor profile (adapted from [162]).

The nanoreactor, as seen from the top in Figure 6.2a is a microelectromechanical systems (MEMS) device, made using standard clean room fabrication techniques. The present generation[162] is made on a single wafer, where the gas channel is placed on top of the reactor. The backside contains inlet and outlet that connect to a gas feed and analysis system (Section 6.3.3) via a dedicated holder (Figure 6.3).

Figure 6.3: The nanoreactor shown together with the tip of the dedicated holder. The two recessions in the holder tip house o-rings which seal the gas inlet and outlet from the vacuum of the microscope when the nanoreactor is mounted in the holder. Four needles connect to the electrodes of the nanoreactor allowing temperature measurement and control.

The center of the nanoreactor, called the reaction zone, is shown in Figure 6.4. The reaction zone contains three main features: the central part of the gas channel, the spiral heater and the electron transparent windows. The gas channel contains stationary or flowing gas, depending on the pressures at inlet and outlet. The diameter of the heater is 320 µm, and the size of the reaction zone is then 320 µm by 280 µm,
as determined by the width of heater and gas channel. Because the reaction zone is so small compared to the length of the gas channel (6.4% of the 5 mm long channel), it is regarded isobaric. Furthermore, due to the symmetrical design, the pressure in the reaction is half of the pressure difference between inlet and outlet[33]. A typical mode of operation would be 2 bar at the inlet and vacuum at the outlet, for a reaction zone pressure of 1 bar.

![Nanoreactor reaction zone](image)

Figure 6.4: Nanoreactor reaction zone with gas channel, spiral heater and electron transparent windows.

The reaction zone contains 41 electron transparent windows made from silicon nitride (SiNₓ). The windows are 15-20 nm thick and 1-5 µm in diameter depending on the specific design. A number of pillars connect the two membranes forming the gas channel (see Figure 6.2b and Figure 6.4). This means that there is no bulging when the reactor is pressurized, i.e. the window spacing is independent of pressure. This is unlike previous designs where the opposing membranes were not connected leading to a significant increase in the gap between windows when pressurizing the reactor[45, 163].

6.3.1 Nanoreactor loading

The only access to the reaction zone is via the inlet and outlet, so catalyst material must be introduced through these. Other designs for closed gas cells are produced in two separate pieces that must be assembled by the user. This offers the possibility to load by drop casting or sputter deposition directly on the windows[144].

Catalyst material for the nanoreactor can be either synthesized outside and loaded as a slurry, or nanoparticles can be synthesized directly on the windows from a salt solution. When loading a slurry, the catalyst must be ground to a fine powder, suspended in EtOH or H₂O and loaded into the reactor. Loading a liquid is typically done by placing a drop on either inlet or outlet, and then letting the capillary force fill the channel.

For the work presented in this chapter, Pt nanoparticles were synthesized directly on the TEM windows from a solution of tetraamineplatinum(II)nitrate in water. A typical procedure for loading is as follows:

- Heat the reactor on a hotplate to 250 °C for 10 min.
• Drop cast clean EtOH on the inlet. Confirm with an optical microscope that the liquid fills the reactor channel.
• Dry the reactor on hotplate.
• Drop cast tetraammineplatinum(II)nitrate solution on inlet. Reduce the drop size as much as possible to avoid excess salt on nanoreactor surface.
• Dry the reactor at room temperature or on 50-70 °C hotplate.
• Heat the reactor on a hotplate to 250-350 °C to decompose salt and remove all water.

After this, the nanoreactor is mounted in the holder and inserted in the microscope, where the catalyst is first calcined to break down the salt in the reaction zone. This is done in 0.2-1 bar of O₂ at temperatures of up to 773 K. This leaves PtO, which is reduced in a flow of H₂ at 573 K. For the CO oxidation experiment, it is crucial to get a large amount of Pt into the reactor in order to get sufficient catalytic activity. On the other hand, too much Pt may also be a problem because it can induce mechanical stress on the window material to a point where windows break, or simply because it may completely block the view through the windows. Figure 6.5 shows an example of such an overloaded reactor and what may happen. First of all, the amount of Pt means that it is not really nanoparticles forming, and second, the window has broken, as seen by the bright contrast in one area.

A more ideal case is seen in Figure 6.6 where the window integrity is maintained, and only a small area is covered with Pt nanoparticles. From Figure 6.6 (middle) we see that this method of nanoparticle synthesis results in a broad distribution of particle sizes, with Pt particles in the range of 3-50 nm. Catalysis synthesis by impregnation is normally performed on porous supports, which restricts the size and leads to smaller particles and a narrower size distribution[114].

6.3.2 Nanoreactor temperature

The reaction zone is resistively heated by a Mo thin-film, placed in a spiral pattern around the electron transparent windows (Figure 6.4). The heater is connected to four electrodes, which allows for simultaneous and independent temperature sensing and heating. The temperature measurement was calibrated using oven experiments [45, 164]. The temperature is automatically managed by a very fast PI-control working on a ms time scale. Due to the tiny thermal mass, temperature changes are more or less instant when applied.

In general a reactor used for catalyst testing should be isothermal, something the nanoreactor does not live up to. On the contrary there
Figure 6.5: TEM micrograph of excessively loaded nanoreactor. The circular outline of the window is only just visible, while the Pt form large dark patches and not the desired nanoparticles. The large amount of Pt has induced stress on the window, breaking it in one place, as seen by the bright contrast.

Figure 6.6: TEM images of Pt particles on an electron transparent window at three levels of magnification.

is a large temperature gradient across the reaction zone. The electrical temperature measurement on the heater gives a measure for the average temperature on the heated membrane, but gives no information about local differences. A temperature gradient across the reaction zone is a logical consequence of the miniaturized design, where the only heat transport away from the heater is laterally through the membrane material. Since the spiral heater distributes the heat uniformly over the reaction zone, there is bound to be a higher temperature in the center. This was beautifully shown by Vendelbo et al.[163], where the local temperature was measured using EELS with H₂ gas in

The history of the nanoreactor is a long one, and I only joined ‘recently’. This work is from before I worked with this equipment.
the reactor. The authors measured the local temperature in the reactor center and on the edge, showing a temperature difference of up to 99 °C between center and edge of the reaction zone (Figure 6.7), measured with 1.2 bar H₂ in the reactor and at a heater temperature of 575 °C. Vendelbo et al.[163] also present an analytical model for the heat transport that matches the measured values very well.

Figure 6.7: Temperature based on EELS measurement of H₂ gas in the nanoreactor. Local temperature is measured in the center window (red) and edge window (blue) and shown as a function of the global temperature measured by the heater. The dashed lines show the expected temperature based on an analytical model. Figure reproduced from [163]

For the work presented in this thesis and in [33] we have expanded on the description and created a full numerical model of the nanoreactor membrane and reaction zone. The main motivation for this was to get an accurate temperature input for modeling of the catalytic conversion inside the reactor. This modeling is presented later (Section 6.6), here I will just note that the numerical model is in line with the experimental results and analytical model in [163] and that the relationship between input heater power and reactor temperature is captured very well by the model.

6.3.3 Associated equipment

So far we have mainly discussed the design of the nanoreactor device itself, but it also takes a lot of other equipment to run such an experiment, mainly in terms of gas handling and data management.

For the gas handling, the system is naturally divided into two; i) the inlet, where gas is mixed and fed to the reactor, and ii) the outlet where gas exiting the nanoreactor is analyzed by mass spectrometry (MS). The entire system is depicted in Figure 6.8 and in the following I will go through both the gas inlet side and the gas analysis side.
On the inlet side, a stationary gas was fed directly to the nanoreactor inlet. We used a premixed gas of composition CO : O₂ : He = 4.2:21:74.8, bought specifically for this purpose. It was possible to mix this with another gas before allowing the mixed gas to flow to the reactor inlet. This was done with pure O₂ in order to increase the ratio of O₂ to CO. An issue with the stationary gas approach is that all gas must flow through the nanoreactor (flow rate ca 0.1 ml_n/min) which means that it is impossible to use mass flow controllers to control the flow and gas composition, simply because the flow rate is too low. Even assuming a scenario using extremely low flow rate controllers, it would still be impossible to dynamically change the gas composition, because the volume of the gas inlet system after the ‘mixing point’ is relatively large (on the order of 10 ml) compared to the flow rate. A second challenge with the stationary approach, something that we were not initially aware of, is fractioning of gas through the nanoreactor. Because the flow rate of the different gases is not identical through the narrow nanoreactor channel, the gas concentration at the inlet changes over time. This situation made quantifying MS signals slightly more elaborate than usually.

6.4 TREATMENT OF DATA

Because of the low thermal mass of the heater and the fast electronic control it is possible to use it to directly measure the heat of reaction
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by calorimetry. This means we can combine global reactivity data obtained by MS and calorimetry with local information obtained by HRTEM. Figure 6.9 shows the combined data from these three sources for an experiment with oscillating CO oxidation. Treating the different data involves several steps, particularly in terms of synchronization and quantification. In this section, I will go through the synchronization of heater, MS and TEM data, as well as quantification of MS and calorimetry data. These are all the initial steps that are necessary for the following presentation and interpretation of data.

Figure 6.9: The nanoreactor system combines information from MS, calorimetry and TEM. All three provide different information and work on different time scales as indicated in the figure.

6.4.1 Data synchronization

The text in this section is adapted from the supplementary information of my own publication "Visualization of oscillatory behaviour of Pt nanoparticles catalysing CO oxidation."[33].

The MS, TEM and heater power data were all recorded on separate computers. Although a clock synchronization of the computers was done prior to the experiment, the fast oscillations we observed called for a time precision of 1 s or better. A post-synchronization of all the data was therefore conducted. The heater responded to power changes on the millisecond time-scale, which is faster than any other detector in the system. The variations in the heater power were therefore chosen as a basis to link the different data sets. The synchronization was done by first aligning the MS data to heater power data and then aligning the TEM image series to heater power data.

To synchronize the MS and heater power data, it is important to determine the delay and space-time broadening that a gas mixture experiences upon traveling in the gas tubes from the nanoreactor to the MS. The delay can be addressed by exploiting the fact that a temperature increase results in a slight decrease in the gas flow rate.
through the nanoreactor (Figure 6.10a). This is due to a corresponding increase in mean molecular velocity and viscosity, lowering the flow conductance of the reactor. As a reduced flow rate lowers the downstream pressure and pressure variations travel with the speed of sound through the system, an abrupt temperature change will result in an immediate signal change in the MS data, because the gaslines separating the nanoreactor and mass spectrometer are just a few meters long. Figure 6.10a shows the heater power and MS He signal synchronized in this way at a temperature increase of 50 K, at time 3056 s (red bar). Also, Figure 6.10a shows that the synchronization holds for two such power changes. Having synchronized the MS ion current and heater power in this way, the delay by which a gas front moves through the gas line from the nanoreactor to the MS
can then be determined by inducing a sudden variation in the gas composition. A sudden change in the gas composition is seen when a Pt-loaded nanoreactor is heated stepwise resulting in an increased CO$_2$ level. Figure 6.10b shows that the CO$_2$ ion current starts increasing with a 5 s delay and that the CO$_2$ increase is broadened over a 20 s period before a constant level is obtained. Based on this result, the MS and heater power data presented in the following were synchronized by subtracting 5 seconds from the MS PC clock time in order for the MS data to display the gas composition at the time it exits the nanoreactor and not as it enters the MS. Furthermore, the broadening of the MS signal through the present gas tube system implies that small-amplitude variations, such as oscillations in the CO oxidation reaction rate, shorter than 5 seconds will be damped, and eventually fall below the detection limit of the mass spectrometer, and that the front in the gas composition will be smeared out accordingly.

Figure 6.11: TEM images and heater data were aligned by measuring image drift (bottom) upon reactivity changes and correlate it with changes in measured heater power (top) CO : O$_2$ : He = 3 : 42 : 55, T = 659 K, pixel size 0.12 nm.

The synchronization of the TEM and heater power data employed information about the sample drift. Upon a change in the excitation of the heater, either by adjustments of the temperature setting or changes in the CO oxidation reaction rate, lateral drift of the sample (Pt nanoparticles) will be observed in the TEM image series. Figure 6.11 illustrates the effect for the correlated data on the heater power and frame-to-frame drift observed during oscillatory CO oxidation. The frame-to-frame drift was determined using phase correlation of successive images. The comparison of the heater data, Figure 6.11(top), and drift data, Figure 6.11(bottom), shows that each
marked drop in the heater power, caused by reaction oscillations in the constant temperature mode, is accompanied by a distinct displacement of the specimen.

6.4.2  Mass spectrometry quantification

Although the nanoreactor was exposed to a gas of a fixed nominal composition, a quantification of the partial pressures is complicated by the fact that the actual gas composition entering the nanoreactor may vary in the course of the experiment. Such change is due to fractioning, which results from the different flow rates of different molecules through the narrow gas channel (He moves through at a faster rate than the heavier CO and O₂), and to the stagnant gas volume in the tubes at the nanoreactor inlet, which gradually changes composition over an extended experimental period. Moreover, the total gas flow rate through the nanoreactor changes as a function of temperature (i.e. a lower gas flow rate at higher temperature) whereas the total pressure remains at 1000 mbar at all temperatures and flow rates, as the symmetric nanoreactor design is retained. The quantification of gas composition entering the reaction zone of the nanoreactor (referred to as inlet gas composition) taking these conditions into account, is explained in Appendix C.

6.4.3  Reaction heat and flow rate measurement

The text in this section is adapted from the supplementary information of my own publication "Visualization of oscillatory behaviour of Pt nanoparticles catalysing CO oxidation."[33].

The heat released in the oxidation of CO can in principle be measured in two ways: i) as changes in heater power during oscillatory reaction conditions at constant average temperature and ii) by means of using the CO₂ pressure from the MS. However, both methods have limitations. For i), the power offset required to maintain a constant average reactor temperature must be known. For ii), the flow rate through the reactor must be known. A way to circumvent the limitations and to obtain an accurate calculation of the power off-set and gas flow-rate is to match pressure and heater power datasets for a period with reaction oscillations. Figure 6.12 shows an example of the combined data for a specific oscillation sequence.

The reaction power measured by the heater, \( P_{\text{Heater}}^{\text{Reaction}} \), is given by:

\[
P_{\text{Heater}}^{\text{Reaction}} = -(P - P_{\text{Offset}})
\]

where \( P \) is the measured heater power and \( P_{\text{Offset}} \) is the offset required to maintain a constant temperature with no reaction. The mi-
Figure 6.12: Reaction heat flow as measured by heater power and MS. Gas composition CO : O₂ : He = 4.2 : 21 : 72.8, T = 700.5 °C

...nus reflects that the exothermic reaction is compensated by the heater power under the constant average temperature conditions.

The reaction power \( P_{\text{Reaction}}^{\text{MS}} \) (in units of mW) calculated from the CO₂ pressure is given by:

\[
P_{\text{Reaction}}^{\text{MS}} = \frac{p_{\text{CO}_2}}{1000 \, \text{mbar}} \times \frac{Q}{24800 \, \text{ml/mol}} \times \frac{60}{\text{s/min}} \times 283 \times 10^6 \, \text{mJ/mol} \quad (6.6)
\]

where 24800 ml/mol is the molar volume of an ideal gas at standard conditions and Q is the total gas flow rate in ml/min.

\( P_{\text{Offset}} \) and Q were estimated by matching the area under the two curves in Figure 6.12 in the full interval (t = 22700-22900 s) and the power value in the non-oscillating interval (t = 22600-22680 s). For this example, \( P_{\text{Offset}} = 18.8 \, \text{mW} \) and \( Q = 0.092 \, \text{ml/min} \) for which the corresponding curves are shown in Figure 6.12. A flow rate of 0.092 ml/min corresponds to a space velocity of 4500 s⁻¹ for the 0.34 ml reactor volume (heated area).

6.5 OSCILLATIONS IN CO OXIDATION

6.5.1 Mass spectrometry and calorimetry, global information

Upon an increase in temperature, CO and O₂ start reacting, as seen by an increase in the CO₂ exiting the nanoreactor (Arrhenius plot of activity data is shown in Figure 6.19, page 146). Furthermore, in a certain temperature interval, depending on the specific reactor and inlet gas composition, spontaneous oscillations in CO conversion were seen. Generally, the reaction enters an ‘oscillating’ regime, with rapid changes in conversion as seen by MS and calorimetry. Such an oscillating regime starts spontaneously or by a small increase in temperature (0.5 - 1 K). The exact shape and type of oscillation turned out to be highly dependent on both the specific reactor and gas composition. The dependency on the reactor was ascribed to the exact size and
distribution of the Pt particles. It is not possible to control these parameters with the current method of loading.

Figure 6.13: Time-resolved partial pressures and heater power data during the oscillatory oxidation of CO from two different nanoreactors.

(a, b) The first nanoreactor with the reaction zone exposed to 1.0 bar of CO : O\textsubscript{2} : He = 4.2 : 21.0 : 74.8 at 727 K. At $t = 19$ s and 951 s, the temperature was increased by 0.5 K to induce an oscillatory sequence. The last sequences starting at 342 s and 1142 s initiated spontaneously.

(c, d) The second nanoreactor with the reaction zone exposed to the same gas conditions as (a, b) at 683 K. At $t = 487$ s and 746 s, the temperature was increased by 0.5 K. At $t = 1126$ s, the temperature was increased by 1 K.

(e, f) Same nanoreactor as for (a, b) with the reaction zone exposed to 1.0 bar of CO : O\textsubscript{2} : He = 3 : 42 : 55 at 659 K. At $t = 12$ s and 822 s, the temperature was increased by 0.5 K.
Figure 6.13 shows three different instances of oscillations obtained from two different reactors. Figure 6.13a shows data obtained with the first reactor at high inlet CO concentration (4.2%). Figure 6.13b shows the same data at a shorter time interval. These oscillations are very fast, and only captured as fluctuations in the heater power. MS data only shows and overall increase in CO conversion during this oscillating regime. Figure 6.13c and Figure 6.13d show oscillations for the second reactor, also with high inlet CO concentration. Here the fingerprint of the oscillating regime is distinctly different, which is ascribed to a different reactor loading. Finally, Figure 6.13e and Figure 6.13f show oscillations from the first reactor, but with a lower CO concentration (3%). The trend is still the same, with oscillating and static regimes, but the individual oscillations are significantly slower than for the same reactor at higher inlet CO pressure. The slower oscillations also allow the heater to resolve finer detail, and we see in this case that the oscillations take on a saw tooth pattern with rapid increases in conversion (drop in heater power) and slower decreases (increase in heater power).

Reaction oscillations are thus seen in the global signals from heater power and MS. It is very valuable to have both global methods; MS is sensitive at low levels of conversions and allows us to extract an apparent activation energy (Figure 6.19). During oscillations, the access to both values allowed for a calculation of flow rate and off-set heater power, making it possible to transform the signal from the heater into a direct colorimetric measure of reaction power.

6.5.2 TEM during oscillations, local information

Simultaneously with oscillations in global reaction rate, Pt nanoparticles inside the reactor were imaged with TEM. First, results are presented from the experiment that was referred to as ‘First reactor, high CO concentration’ (Figure 6.13b). As seen here, the reaction oscillations are very fast, with a period of 3-4 seconds. To capture the Pt particles at different time stages of such a period thus requires a frame rate that is significantly faster. Following the Nyquist theorem at least 1 frame per second (fps) would be needed and in reality a faster sampling would be preferable. For the experiment at hand, the problem is slightly more complicated due to sample drift induced by the oscillations. Upon a rapid change in conversion and a following heater adjustment, the image rapidly shifts, leading to image drift in phase with the oscillations. This was actively used for image alignment (Figure 6.11), but also sets an upper limit on the exposure time, in order to capture the particle without drift.

For the present experiment, an exposure time of down to 0.15 s was necessary. The camera fitted to our microscope needs around 0.6 s to process the image, so that the movies were recorded with
0.76 s per image (1.4 fps) for an exposure time of 0.15 s which was sufficient to resolve reaction oscillations with a period of down to 2 s and to avoid image drift. 0.15 s is a short exposure time, and this has some implication on the other imaging parameters. To maximize the signal to noise ratio, the amount of electrons per pixel per acquisition must be as high as possible. This number is determined by pixel size, electron dose rate and exposure time, as described in Section 2.3.1. Since the exposure time is very low in this case, dose rate and/or pixel size would have to be increased, although these parameters also come with restrictions. To minimize beam damage to the sample, the electron dose rate was limited to $300 \, e^-/\text{Å}^2\text{s}$. At increasing dose rates, some sintering of Pt particles was observed[33]. Finally pixel size had to be increased, but only to a value where the lattice fringes of Pt are still resolvable. For the present work, the minimum pixel size was 0.0517 nm, sufficient to resolve Pt(220) at 1.4 Å, and plenty to resolve Pt(200) and Pt(111) at 2.0 and 2.3 Å. An image acquired with these parameters, thus receives $0.15 \times 300 \times 0.517^2 \, e^- = 12 \, e^-\text{per pixel}$. This is a very low number, and shows how these in situ experiments often will have to rely on very weak signals, and how important it is to balance the parameters to arrive at the best imaging conditions.

![Pt particle, round shape](image1.png) ![Pt particle, faceted shape](image2.png)

Figure 6.14: Pt particle shape changes between round (a) and faceted (b) during oscillatory CO oxidation (Figure 6.13a). Reaction zone conditions: 1.0 bar of CO : O$_2$ : He = 4.2 : 21.0 : 74.8 at 727 K.

With the proper acquisition parameters, it was possible to capture reversible shape changes of the Pt nanoparticles in phase with changes in global conversion. An example of this is shown in Figure 6.14. During the oscillatory CO conversion, this Pt particle changed between a round (Figure 6.14a) and more faceted shape (Figure 6.14b). During the regimes of steady conversion (as seen in Figure 6.13a), the particle maintained the round shape.

To investigate the relation between local shape changes and oscillations in global conversion, the correlated data is examined. Fig-
Figure 6.15 shows correlated gas pressures (a), reaction power (b) and TEM (c, d) for the oscillatory CO oxidation. TEM is presented as four frames (acquisition times marked by circles in Figure 6.15c). The shape factor plotted in Figure 6.15c, was inspired by Yoshida et al.\[25\]. The number was calculated by overlaying an ellipsoid on the images in Figure 6.15d and comparing the Pt outline to the elliptical shape. The higher the deviation, the higher the number. In this case, the faceted shape corresponds to a shape factor of 1, whereas the round shape is 0.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6_15}
\caption{High-resolution TEM, MS and reaction power data during the oscillatory CO oxidation. The reaction zone conditions: 1.0 bar of CO : O\(_2\) : He = 4.2 : 21.0 : 74.8 at 727 K. (a) Mass spectrometer traces resolve the envelope of the reaction oscillation. (b) Reaction power resolves the oscillatory state. (c) Shape factor of the Pt nanoparticle shown in (d). (d) Additional high-resolution TEM images (acquisition times marked with a circle \(\bullet\) in (c)). The comparison of (c) and (d) reveals the synchronization between the changes in the Pt nanoparticle shape and reaction power data. The faceted shape (morphology factor > 0) corresponds to the high reaction rate, and the round shape (morphology factor = 0) corresponds to the low reaction rate. A movie from this experiment can be found online as supplementary information to [33].}
\end{figure}
Figure 6.15 reveals the temporal correlation between particle size and conversion; a comparison of reaction power and shape factor shows that the round shape (I) is seen when the conversion is low, and that the faceted shape (III) is seen when the conversion is high.

The TEM images in Figure 6.15d are atomically resolved and show a lattice spacing corresponding to the (111) plane of Pt. Figure 6.16 shows a zoom in on the nanoparticle edge shown in Figure 6.15d for the round and faceted shape. From Figure 6.16a it is seen that the Pt(111) is resolved only in one direction. By measuring the angle to the two other surfaces, it is suggested that these correspond to a (110) surface at 35° and a (-111) at 70° with respect to the resolved (111) direction. By comparing the round shape in Figure 6.16a to the faceted shape in Figure 6.16b it is evident that the faceting corresponds to an extension of the close packed (111) surface.

Figure 6.16: HRTEM of the two different particle shapes. Reaction zone conditions: 1.0 bar of CO : O₂ : He = 4.2 : 21.0 : 74.8 at 727 K.
(a) Round shape observed at low global conversion (b) Faceted shape, corresponding to an extension of the close-packed Pt(111) surface.
The HRTEM images acquired in 1.0 bar of CO : O\textsubscript{2} : He = 4.2 : 21.0 : 74.8 at 727 K, show the atomic fringes corresponding to metallic Pt extending all the way towards the edge. There is no visible sign of a surface oxide. The observations made here suggest that oxides do not play a role in the mechanism behind the reaction oscillations under these conditions. Particle shape however changes in phase with the reaction oscillations, and may be a possible feedback mechanism, which is discussed in the following sections.

The oscillations presented in Figure 6.15 were very fast, with a period of 3-4 s. Given that TEM images were acquired at 0.76 s per frame and heater data at 0.5 s per point, the rate of acquisition was on the order of 4-5 images per period, which is enough to resolve the oscillation, but any finer details are lost. An important question is, whether the particle changes shape before the change in global rate, or if it is the other way around. Due to the readout time of the camera, it is not possible to acquire much faster than the 0.15 s of Figure 6.15/Figure 6.16. The heater readout is also restricted by design to 0.5 s per data point. Instead the gas atmosphere was changed to slow down the oscillations.

Figure 6.17 shows a similar picture to Figure 6.15, but the time period of the oscillations is much longer. The data in Figure 6.17 was acquired in the same reactor as Figure 6.15, but with CO : O\textsubscript{2} : He = 3 : 42 : 55 compared to CO : O\textsubscript{2} : He = 4.2 : 21.0 : 74.8. The lower CO pressure and higher O\textsubscript{2}/CO ratio, resulted in a lower temperature for the oscillating regime (659 K compared to 727 K). The result of this was slower oscillations and a better temporal resolution in the reaction power (Figure 6.17b).

One oscillation in Figure 6.17 can be described in four steps: At the end of a period, the reaction power is low and the particle shape is round (I). After a rapid increase in CO conversion (II), the particle starts changing towards the more faceted shape. Within approximately 3 s, the fully faceted shape is evolved (III). The CO conversion start climbing down slowly, and eventually the shape of the observed particle reverts to its original round configuration (IV). The decrease in conversion continues, until the next rapid increase.

The pronounced shape changes observed here, for such large particles involve substantial transport of mass on the Pt surface. It is expected that the time for the shape to evolve (in this case 3 s) is determined by the time it takes to move the Pt atoms. This is in line with the observation that the shape change proceeds slower when the temperature is lowered as seen by comparing Figure 6.17 to Figure 6.15.

Finally it should be noted that the particle shape changes were found to be independent of the applied electron dose rate. This was shown in two experiment where the dose rate was varied from 5 to 200 e\textsuperscript{−}/(Å\textsuperscript{2}s) during reactor oscillations[33]. The magnitude of the particle shape changes was in this case found to be independent of the
applied dose rate which is strong evidence that the observed shape changes are an intrinsic phenomena and not caused or amplified by electron illumination. Particle mobility was observed in some cases during electron illumination and limited the usable dose rate to $300 \text{ e}^-/\text{(Å}^2\text{s})$ [33].

Figure 6.17: Correlation of oscillatory CO oxidation reaction data with the projected morphology of a Pt nanoparticle. The gas entering the reaction zone is 1.0 bar of CO : O$_2$ : He = 3 : 42 : 55 and nanoreactor temperature is 659 K. (a) Mass spectrometry of the CO, O$_2$ and CO$_2$ pressures, (b) reaction power and (c) shape factor for the Pt nanoparticle in (d) as a function of time. The shape factor corresponds to the relative difference in area from the best elliptical fit in I, (d)[25]. The shape factor is zero for the more spherical shape and increases for more faceted particles. One period of the reaction oscillation data is highlighted by the red box. (d) Time-resolved TEM images of a Pt nanoparticle at the exit of the reaction zone. A movie from this experiment can be found online as supplementary information to [33].

6.6 REACTOR MODELING

All observations described here were made at the windows closest to the exit of the reaction zone. At the inlet these oscillations in shape were not observed. Assuming that the particle shape reacts to changes in gas atmosphere[25], this observation suggests that there is a gradient in the gas composition along the flow direction of the nanoreactor.
To understand this, a two dimensional steady model of the nanoreactor was constructed. In order to describe the correlation between shape and global reaction rate, a one dimensional time-dependent reactor model was also set up, based on shape dependent activities calculated by DFT. The modeling was primarily done by Søren Vendelbo with DFT results from Hanne Falsig[33]. Here I will present a short review on the methods, and then mainly focus on the results and their implications. For modeling details see [33] supporting information.

6.6.1 Steady state reactor model

As already discussed, the reaction zone is far from isothermal and a significant temperature gradient is expected and has been measured[163]. In this work we have simulated the temperature of the nanoreactor by setting up a model of the reaction zone, including the correct geometry and materials[33]. The temperature gradient was modeled using the heat equation:

\[-k_i \nabla^2 T = Q \] (6.7)

where \( T \) is the temperature, \( Q \) is the heat deposited by the thin film heater and \( k \) is the thermal conductance, which depends on the materials. The equation was solved for the reaction zone, using Matlab’s PDE module and the finite element method.

The temperature in the reaction zone is shown in Figure 6.18 for an input power of 18.8 mW. This results in an average temperature of 710 K. In the experiment, off-set power (power required to maintain a certain temperature without reaction) was shown to be 700 K for an input power of 18.9 mW (Section 6.4.3), demonstrating good agreement between simulation and experiment.

The local CO concentration in the reactor was simulated, taking into account flow, diffusion and CO conversion on Pt. The following transport equation was solved:

\[ D \nabla^2 c_{CO} - v \frac{dc_{CO}}{dx} - r(T, c_{CO}) = 0 \] (6.8)

where \( D \) is the CO diffusion constant and \( c_{CO} \) is the normalized CO pressure. The flow field is assumed constant with average velocity \( v \). \( r(T, c_{CO}) \) denotes the rate of CO conversion, which depends on temperature and local CO pressure. The rate was described by a simplified Langmuir Hinschelwood expression:

\[ r(T, c_{CO}) = \frac{k_1 \exp \left( -\frac{E_a}{k_BT} \right) c_{CO}}{(1 + k_2 c_{CO})^2} \] (6.9)
where $E_a$ is the apparent activation energy of the reaction, $k_1$ and $k_2$ are prefactors, $k_B$ is the Boltzmann constant, $c_{CO}$ is the local CO concentration and $T$ is the local temperature, where the simulated reaction zone temperature is used. $E_a$ was determined from an Arrhenius plot of the reaction (Figure 6.19) and $k_1$ and $k_2$ were determined by matching the result of the simulation with experimentally determined global conversion over the entire temperature interval.

Figure 6.19 shows an Arrhenius plot of the CO conversion measured by MS as a function of temperature. The model simulates the local conversion and CO pressure in the entire reaction zone. The gas measured by MS was then compared to the simulated gas composition at the outlet of the reaction zone.

The result shows a good agreement between measurement and conversion, and even captures the steep increase in CO conversion seen at around 710 K. The model shows a bistable regime for temperatures between 706 K and 712 K. This means that there are two possible levels of conversion at the same temperature. The direction in which the bistable temperature is approached, determines if the conversion
Figure 6.19: Comparison of measured and simulated CO conversion as a function of temperature. Inset: simulations show a bistable regime in the temperature interval 706 K-712 K.

will be in the high or low conversion regime. This is equivalent to experiment, where such hysteresis is seen for CO conversion\footnote{155}.

The bistability is a consequence of the form of the Langmuir Hinshelwood expression (Equation 6.9), which has a negative reaction order in CO, depending on the value of $k_2$ and the exact geometry and flow characteristics of the nanoreactor.

The presence of bistability is interesting in relation to the observed reaction oscillations, where the switch between high and low conversion is viewed as jumping between the two possible conversion levels. The exact temperature where this is observed depends on the reactor loading. The temperature interval where bistability is seen in this experiment is therefore not necessarily the same interval where oscillations (and bistability) are seen in later experiments after aging of the reactor. At steady state, there is no possibility of switching, so the observed oscillations imply some form of dynamic changes to the catalyst structure and reactivity. This has previously been suggested to originate from a change between oxide and metal surface\footnote{156}. Here we have observed dynamic shape changes for the nanoparticles coupled to changes in global CO conversion. In order to further investigate this, we set up a time-dependent model to couple reactivity and shape changes.

Now we have only considered the global conversion, the gas composition at the reactor outlet, but the solution to the model provides local CO pressure in the entire nanoreactor. Figure 6.20a shows a map of the CO concentration for the low conversion and high conversion branches at 710.4 K. At low conversion the local CO pressure
Figure 6.20: Local CO pressure for low and high conversion branches at 710.4 K.

(a) The full solution to the steady state model is a local CO pressure in the entire reaction zone. The white dots mark the positions of the electron transparent windows. (b) Local CO pressure along the center line of the reaction zone. Dashed lines mark the position of the electron transparent windows.

Local CO pressure varies over the reaction zone from 25 to 21 mbar. At high conversion the local CO pressure varies significantly from 8.4 to 0.2 mbar. The change in CO concentration along the flow direction is illustrated in Figure 6.20b as line profiles. The difference in CO partial pressure between inlet and outlet at high conversion, suggests why shape oscillations were only seen at the outlet, assuming that the shape changes are coupled to local atmosphere. It is also clear from this that the particles located at the reactor exit will experience a significant change in local atmosphere and CO pressure upon a switch between low and high conversion. The result of the simulation also emphasizes the importance of taking into account gradients in both temperature and gas pressure when investigating catalytic reactions at high levels of conversion.
In order to unravel the relationship between shape changes and global CO conversion, a time dependent model was constructed. It is likely that the shape of Pt particles will respond to changes in the gas composition[25, 165]. The question is however, if the observed shape changes are merely a response to the changing gas composition, and that something else is driving the oscillations, or if the shape changes themselves will feed back to the activity and drive reaction oscillations. The point here is that there is no easy answer to this question. Simplified models for similar problems, such as in the work by Hendriksen et al.[156], will have to assume a significant change in the intrinsic rate in the switch between two structures, which in that case are oxide and metal surface. In the following, a full theoretical treatment of the problem is presented. This takes into account flow and diffusion (mass transport) and uses rates based on DFT-calculated energies and microkinetic modeling[33].

Shape changes between round and more faceted geometries were observed by TEM. It comes naturally to assume that shape changes may have an influence on the intrinsic rate, since CO oxidation on Pt is site-dependent[166]. To model this, we have created a simple two-site model, where the average particle shape at any point in the reactor can be described as a linear combination of a flat close-packed Pt(111) surface and a stepped Pt(211) surface, for the faceted and round geometry respectively. The (211) step is a simplified description of the observation, but generally captures trends in reactivity for open and lower coordinated surfaces[167]. If the intrinsic rates of the two surfaces are denoted \( \tau_{111} \) and \( \tau_{211} \), the overall rate \( r \) can be described as:

\[
r = \alpha \tau_{111} + (1 - \alpha) \tau_{211}
\]

where \( \alpha \) is a shape factor denoting the fraction of (111) surface.

Intrinsic rates and surface coverages as a function of CO pressure were determined by micro-kinetic modeling based on adsorption and transition state energies calculated by DFT[33, 148]. The result of this is shown in Figure 6.21 for \( T = 793 \) K. The O\(_2\) pressure was constant at 210 mbar and only the effect of CO pressure was considered. Due to the excess O\(_2\) in the experiment, this will only change slightly as a function of CO conversion (see e. g. Figure 6.17 on Figure 6.17).

From Figure 6.21a, we see that the stepped surface will be almost fully covered by CO at high CO pressures (>1 mbar). The (111) facet will only have a very low coverage of CO at similar conditions. This difference will stabilize the step compared to the facet, because CO is adsorbed more strongly on the step[148, 168, 169]. This favors a round particle shape with more steps exposed. At low CO pressure (<1 mbar), the O coverage is similar for the two surface types. Be-
cause O binds with similar strength to the step and the facet, the facet will be favored due to the lower intrinsic surface energy of the close packed surface. The faceted shape is thus favored at low CO pressure. In this way, a consideration of surface coverages, explains why the Pt particle shape may depend directly on the CO pressure.

Next, the intrinsic rate of the two surfaces is considered. There is a marked difference between the rate as a function of CO pressure as seen from Figure 6.21b. For the step, there is a negative reaction order in CO for pressures above 1 mbar, whereas the rate on the facet is almost independent of CO. The effect of this is a regime where the step is the most active (pCO < 10 mbar) and a regime where the facet is the most active (pCO > 10 mbar). This underlines the importance of considering the conditions when the subject is the structure sensitivity of the CO oxidation reaction. The reason for the declining rate on the step is poisoning or site blocking by CO as the pressure increases.

The parameter $\alpha$ denotes the fraction of faceted surface in the rate expression for the two-site model (Equation 6.10). It is assumed that at any CO pressure, there is an equilibrium shape, described by $\alpha_{eq}$. Because there is a steep change in the coverages of CO and O at a critical value pCO = 1 mbar in Figure 6.21, two equilibrium shapes...
are defined such that $\alpha_{eq} = \alpha_{\text{round}}$ for $pCO > 1$ mbar and $\alpha_{eq} = \alpha_{\text{faceted}}$ for $pCO < 1$ mbar:

$$\alpha_{eq} = \begin{cases} \alpha_{\text{round}}, & \text{for } pCO > 1 \text{ mbar} \\ \alpha_{\text{faceted}}, & \text{for } pCO < 1 \text{ mbar} \end{cases} \tag{6.11}$$

The rate of change of $\alpha$ is assumed to be proportional to the deviation from the equilibrium value such that:

$$k \frac{d\alpha}{dt} = \alpha_{eq}(pCO) - \alpha \tag{6.12}$$

where $k$ is a scalar determining the rate of change.

The TEM images, such as Figure 6.16 on page 141, show a round shape consisting of both faceted and stepped surfaces, and a faceted shape that corresponds to an increase in the amount of faceted surface. To qualitatively account for this, the equilibrium values for $\alpha$ were set to 0.7 for the round shape and 1 for the faceted shape.

The time-dependent model is a one dimensional reactor with flow and pressure characteristics identical to the nanoreactor[33]. A time-dependent solution for the full two dimensional description of the nanoreactor is computationally very heavy and was not possible to pursue within the current project.

The result of the time-dependent model is shown in Figure 6.22 as CO pressure at the outlet of the reaction zone (a) and shape factor $\alpha$ along the reaction zone (b). The result exhibits oscillations in both gas pressures and particle shape and as such captures the observations well. At the inlet to the reaction zone the particle shape is round at all times ($\alpha = 0.7$), because the local CO pressure never reaches the critical value. Further down the reaction zone, the shape oscillates in phase with the CO pressure at the outlet. The shape is faceted ($\alpha = 1$) when the conversion is high, and round ($\alpha = 0.7$), when the conversion is low.

The simulation proves that rate oscillations in the time-dependent model originate from the shape changes and site-specific rates coupled with the mass transport properties of the reactor. Figure 6.22 however does not necessarily answer why shape changes can induce reaction oscillations. To go more in depth with this, we will consider just one period and investigate the reactor properties at different times during an oscillation.
Figure 6.22: Time-dependent reactor model with dynamical shape changes. 
(a) CO and CO$_2$ pressure at the exit of the reaction zone as a function of time. (b) Shape factor $\alpha$ along the length of the reaction zone as a function of time. At the inlet to the reaction zone, the shape is always round. Further towards the exit of the reaction zone, the shape oscillates between round and faceted in phase with oscillations in CO pressure (a). The reaction zone is 320 $\mu$m, time step is $2.69^{-4}$ s, inlet pressures are $p_{CO} = 42$ mbar and $p_{O_2} = 210$ mbar. Temperature is 793 K.
Figure 6.23: Detailed analysis of a single oscillation period in the time dependent model. 
(a) The reactor is bistable at most times. Monostability occurs at the end of a high or low conversion sequence and forces the reactor to switch level. (b) CO pressure along the reaction zone at high and low conversion. When the CO pressure is below the critical value of 1 mbar (dashed line) the shape factor \( \alpha \) increases, indicating a more faceted shape. (c) \( \alpha \)-distribution along the reaction zone for the two monostable conditions. At the switch to high conversion (\( t=3420 \)) the particles are mostly round. At the switch to low conversion (\( t=3794 \)) the particles are faceted towards the exit of the reaction zone.

Figure 6.23a shows the CO pressure at the reactor outlet during one oscillation period from Figure 6.22. At specific times, the \( \alpha \)-distribution was frozen, and the CO pressure in the reactor was solved at steady state. This was done with two initial conditions; full conversion and no conversion. This corresponds to approaching from high and low temperature, equivalent to the procedure for the two dimensional model at steady state (Section 6.6.1). This steady state solution will reveal if the reactor is bistable, that is, if two solutions, high and low conversion, exist at the same temperature. If there is only one solution, high or low conversion, the reactor is said to be monostable. It is the specific \( \alpha \)-distribution, and according rates, that determine whether the reactor is bi- or monostable. Since the \( \alpha \)-distribution changes over time, the result will depend on the specific point in time. Figure 6.23b shows the CO pressure along the length of the reaction zone for a high and low conversion solution at the same \( \alpha \)-distribution. Red triangles in Figure 6.23a mark a low conversion solution, and green triangles mark a high conversion solution. From time ca 3150 to 3400, the reactor is in the low conversion regime in
the time-dependent solution, as seen from the 10 mbar CO pressure at the outlet (Figure 6.23a). For the first four steady state solutions, the reactor is found to be bistable. This means, that the intrinsic rate of the reactor, given by the $\alpha$-distribution, could facilitate both a high and a low global conversion level. There is however no mechanism to switch to the high conversion level, and the reactor will be stuck at low conversion. This changes at time 3420. The steady state solution now has only a single solution; the reactor has become monostable. In this case, the only possible solution is a high level of conversion ($p_{\text{CO, outlet}} = 0$) and the reactor will instantly switch. Figure 6.23c shows the specific $\alpha$-distribution at this point in time, and we see that the particle shape is round in almost the entire reactor. As soon as the global conversion changes, $\alpha$ will start to change again to approach the new equilibrium value, which will be the faceted shape in most of the reactor (critical CO pressure shown as dotted line in Figure 6.23b). The result of this is that the $\alpha$-distribution again allows two solutions and the reactor has become bistable at time 3470. During the period of high conversion, the values of $\alpha$ will thus gradually change, until at time 3793, suddenly only one solution is allowed, this time the low conversion level and the global conversion will immediately change. The $\alpha$-distribution at this point is shown in Figure 6.23c.

The take home message here is the following: Two global conversion levels exist for the same $\alpha$-distribution and thereby intrinsic rates. It only takes an incremental change in the $\alpha$-distribution in order to push the reactor from bistable to monostable which is reflected in a dramatic change in the global conversion. This is an effect of the self-poisoning/negative reaction order of CO-oxidation coupled to flow and diffusion in the specific reactor design.

6.8 chapter conclusion

This chapter has demonstrated the use of nanoreactor technology to investigate the oscillatory oxidation of CO on a Pt catalyst. The experiment was performed at 1 bar total pressure and with a partial pressure of CO of 30-42 mbar.

1 bar experiments require some auxiliary functions in terms of gas feed system and gas analysis. This however allows us to obtain simultaneous TEM images and reaction rate data in the form of outlet gas analysis and calorimetry. The calorimetry benefits from the very fast thermal response of the miniaturized nanoreactor and has allowed us to resolve reaction oscillations with periods down to a few seconds. Simultaneous TEM captured images at a similar rate and was able to reveal shape changes of the Pt particles in phase with global oscillations in reaction power. By a careful alignment and analysis of the different data sources, we were able to see that the particle shape changed after the change in global reaction rate.
In order to quantify our observations and to test the hypothesis that the shape changes where the drivers behind the oscillations, it was necessary to set up a full two-dimensional steady-state model of the nanoreactor as well as a simplified one-dimensional but time-dependent model. By using site specific reaction rates for a flat and a stepped Pt surface, as calculated by density functional theory and micro-kinetic modeling, it was possible to reveal that the shape changes could indeed be the driver behind the rate oscillations. This does not rule out other phenomena such as e.g. oxidation/reduction or restructuring of the Pt surface, but our data shows that shape changes is a sufficient description.

The results presented here has revealed a hitherto unknown mechanism for rate oscillations in CO oxidation on Pt. It is improbable that this finding could have been made with other experimental techniques, and so this is a strong demonstration of the benefit and value of Operando TEM and nanoreactor technology in heterogeneous catalysis.
SUMMARY AND CONCLUSION

This thesis has presented results on four different catalyst systems, each with their own set of challenging questions requiring a careful investigation and answer. In all cases, dynamics have been investigated by the extensive use of \textit{in situ} TEM imaging. Following the processes live as they happen allow us to directly see phenomena where we would otherwise have to rely on indirect measurements and assumptions. In this thesis, we have followed individual particles live as they nucleated and grew from a solid precursor, we have followed particles during sintering and we have seen particles respond to changes in atmosphere; Pt particles that change shape during reaction oscillations and Cu/ZnO particle oxidizing and reducing. In the following I will sum up the main scientific conclusions from these observations.

\textbf{Catalyst Activation, Reduction of Cu Phyllosilicate}
Cu phyllosilicate was reduced to Cu on silica inside the TEM while the process was imaged \textit{in situ}. The data obtained established the foundation for modeling work which revealed that the reduction proceeded by an autocatalytic route. Here, the initial nucleation of Cu is slow and the subsequent growth in size is fast because the Cu particles themselves catalyze further reduction.

\textbf{Catalyst Structure and Activity}
Size selected particles of a CuZn alloy was used to create Cu/ZnO particles. This is a simplified model of the complex high surface area Cu/ZnO/Al$_2$O$_3$ catalyst used for the synthesis of methanol. This tool allows us to tune the size and composition of such particles in order to investigate the interplay between Cu and ZnO and the effect of ZnO as a promoter for catalytic activity. By following this approach and studying these particles by XPS and TEM, it was revealed that the surface of the reduced catalyst consists of Cu decorated with well defined ZnO particles. Furthermore, it was shown that a fraction of the ZnO is reduced simultaneously with the Cu under H$_2$ atmosphere, presumably forming a surface alloy with the Cu.

\textbf{Catalyst Deactivation}
Sintering of Cu nanoparticles was investigated for size-selected Cu particles deposited on a flat SiO$_x$ surface. Sintering is the main deactivation mechanism for the methanol synthesis catalyst so this topic is of great interest to the development of better catalysts. By following
individual particles over time with *in situ* TEM, it was revealed that the sintering proceeded via Ostwald ripening. The presence of CO increased the rate of sintering significantly and the presence of H$_2$O slowed it down.

A Dynamic Structure-Activity Relationship
Pt nanoparticles were imaged *in situ* by TEM during CO oxidation. Specifically, we studied temporal rate oscillations under fixed conditions. Nanoreactor technology was employed, such that it was possible to simultaneously acquire TEM images and measure catalytic activity. This is referred to as an *Operando* experiment. The work presented here is the first published demonstration of such simultaneous TEM and activity measurement. It was revealed that the shape of the Pt nanoparticles change in phase with changes in global reaction rate. By the use of reactor modeling it was shown that the oscillations are possible because the reactor is bistable, which is an effect of the self-poisoning nature of the CO oxidation reaction on Pt coupled with gas flow and diffusion in the reactor. Our work showed that shape changes were sufficient to drive global rate oscillations.

*In situ* TEM has by far been the dominant experimental technique in this work and the technical implementation and use of the microscope has therefore been important throughout. In order to realize the experimental goals and reach the conclusions listed above, it has been necessary to constantly evaluate and develop the experimental approach. Important subjects have been sample preparation, reference experiments, control of beam effects, gas feed and gas analysis, data synchronization and image analysis. These practical and technical challenges can sometimes outshine the scientific perspective, either because they are very challenging and require dedication and perseverance or because we get lost in experimental detail out of pure and genuine interest! The development of the experimental techniques is certainly very important but it is of course also important to keep in mind the scientific goals and the implications of our findings. Maintaining this balance has been an important challenge during my PhD, and I feel privileged to have worked with new techniques and high end equipment and applied it to interesting scientific issues. I hope my research and the results presented in this thesis are of interest to the scientific community and that I have helped advance the fields of catalysis and *in situ* transmission electron microscopy.

Thank you for taking the time to read my thesis, I hope you have enjoyed it.
APPENDIX
COLORING OF TEM IMAGES

<table>
<thead>
<tr>
<th>CRYSTAL PHASE</th>
<th>(HKL)</th>
<th>d(Å)</th>
<th>COLOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>CuO</td>
<td>(-202)</td>
<td>1.87</td>
<td>Green</td>
</tr>
<tr>
<td>CuO</td>
<td>(-112)</td>
<td>1.96</td>
<td>Green</td>
</tr>
<tr>
<td>CuO</td>
<td>(111) &amp; (200)</td>
<td>2.31</td>
<td>Green</td>
</tr>
<tr>
<td>Cu₂O</td>
<td>(011)</td>
<td>3.02</td>
<td>Purple</td>
</tr>
<tr>
<td>Cu</td>
<td>(200)</td>
<td>1.81</td>
<td>Red</td>
</tr>
<tr>
<td>Cu</td>
<td>(111)</td>
<td>2.08</td>
<td>Red</td>
</tr>
<tr>
<td>ZnO</td>
<td>(002)</td>
<td>2.60</td>
<td>Blue</td>
</tr>
<tr>
<td>ZnO</td>
<td>(010)</td>
<td>2.81</td>
<td>Blue</td>
</tr>
<tr>
<td>CuO</td>
<td>(-1-1)</td>
<td>2.52</td>
<td>Green</td>
</tr>
<tr>
<td>Cu₂O</td>
<td>(111)</td>
<td>2.46</td>
<td>Purple</td>
</tr>
<tr>
<td>ZnO</td>
<td>(011)</td>
<td>2.48</td>
<td>Blue</td>
</tr>
</tbody>
</table>

Table A.1: Lattice spacings used in phase identification of Cu, CuO, Cu₂O and ZnO. The spacings in the top eight rows are unique to the associated phase. The three bottom rows show the spacing at ca 2.5 Å shared by the three relevant oxides.
Here the procedure for measuring the size of particles used in connection with Chapter 5 is explained.

The procedure can be divided into two main steps; noise removal and thresholding. Due to contrast variations in the amorphous background material, filtering of noise is crucial in order to perform correct thresholding. A crop of a TEM image is shown in Figure B.1a. It is recorded with a beam current of $100 \text{ e}^-/(\text{Å}^2\text{s})$ and an exposure time of 3 seconds.

(a) Original TEM image of Cu particles on SiO$_x$ film, pixel size 0.11 nm, 3 s exposure.

(b) Smoothed image using a gaussian blur filter with 17 by 17 pixel kernel and $\sigma = 3.7$.

Figure B.1: Automatic particle size measurement

Removal of noise is done by smoothing the image with an averaging algorithm, which acts as a low pass filter removing all high frequency detail in the image. This works by setting the value of a pixel to a weighted average of itself and it’s neighboring pixels. This weighting can be done in various ways depending on how strong a noise removal is required and how much detail loss is acceptable. For the treatment of the images in this work I have averaged with a Gaussian kernel, which means the weighting is performed with a rotationally symmetric gaussian filter with a defined standard deviation ($\sigma$). Figure B.1b shows the selected image smoothed with a gaussian blur filter with $\sigma = 3.7$ and a kernel size of 17 by 17 pixels. Detail is clearly lost and the image appears blurred, also around the edge of the particles, but we can still recognize all particles and the blurring has certainly removed the high frequency noise.

The next step is to separate pixels into either particles or background, a process called segmentation. Here the interesting objects,
the particles, are dark, i.e. have a lower pixel value than the background, so the segmentation is done by finding a threshold pixel value and regarding everything brighter as belonging to the background. Matlab has a build in thresholding function using Otsu’s method [170]. This was however not very effective for the images recorded here. Instead the method of maximum entropy[171] worked very well and was implemented in Matlab based on the description by Kapur, Sahoo, and Wong[171].

(a) Thresholded image using the Kapur, Sahoo, and Wong Method[171].

(b) Thresholded image after 4 consecutive erosion operations with a 3 by 3 pixel kernel. This will remove all objects with a shortest length less than 9 pixels, corresponding to 1 nm.

(c) Eroded image (Figure B.2b) after 6 dilation operations with a 3 by 3 pixel kernel.

(d) Logical OR between (a) and (c).

Figure B.2: Automatic particle size measurement

Figure B.2a shows the filtered image after thresholding, now represented as a binary image. In the segmented image, some noise is still present which needs to be removed. This is done by a simple three-step procedure that includes the following three operations:

• 4 consecutive erosion operations (Figure B.2b)
• 6 consecutive dilation operations on eroded image (Figure B.2c)
• Logic AND of dilated image and original threshold image (Figure B.2d)

An erosion with a 3 by 3 kernel sets a pixel’s value to zero if any of its 8 neighbors have the value zero. This shrinks all objects in the image as can be seen from Figure B.2b. A dilation is the opposite operation which sets a pixel’s value to 1 if any of its neighbors have the value 1, which expands all objects in the image as seen from Figure B.2c. The erosion is repeated 4 times, which means that any object with a length or width less than 9 pixels will disappear. This sets a lower limit for the size of particle that is measured of 1 nm. The dilation is performed 6 times to make sure all particles are larger than the original.

The final logic AND between the dilated image and the original thresholded image serves to recreate all particle of 1 nm or more with the correct shape as seen in Figure B.2d. The last operation is a dilation, again with a 3 by 3 pixel kernel which simply expands the size of all particles to better match the size measured by hand. Figure B.3a shows the area after two dilation operations. Finally Figure B.3b shows the original image with boundaries corresponding to the result of the automatic measurement.

![Figure B.3: Automatic particle size measurement 3](image)

The automatic routine finds the areas of the particles and as seen from Figure B.3b these are not necessarily circular. For this work it has been decided to represent particle size as the diameter of a circle with the same area as the irregular shape, similarly to [52].
QUANTIFICATION OF MS SIGNALS FOR NANOREACTOR EXPERIMENTS

Here, the quantification of MS data is explained, taking gas fractioning into account, i.e. a changing inlet gas composition over the course of the experiment.

First, a nanoreactor was held at room temperature at the beginning and at the end of the experiment, to ensure that the total gas flow rate is the same and CO conversion is absent. Under these conditions, mass spectrometry data was acquired, corresponding to regions 1 and 3 in Figure C.1a.

![Raw MS data](a) Raw MS data
![Pressure development](b) Pressure development in the cold nanoreactor

Figure C.1: (a) Ion currents recorded for an experiment. Region 1 denotes the beginning time interval in which the nanoreactor was at room temperature. In region 2, CO oxidation was induced by temperature variations to allow for observations of reaction oscillations by HRTEM and MS. Region 2a denotes a time interval in which full CO conversion is obtained. Region 3 denotes the end interval of the experiment in which the nanoreactor was again kept at room temperature. (b) Partial pressures of He, CO and O₂ entering the reaction zone as obtained from the ion currents in (a). Blue and red points denote the partial pressures in regions 1 and 3 as obtained from ion current and the nominal initial partial pressures. The orange curves denote the exponential extrapolation of the inlet partial pressures during the entire experiment.

At time 0 s, when the gas starts entering the nanoreactor, it must have the nominal composition. This assessment allows a sensitivity coefficient for each gas component to be obtained. That is, the sensitivity coefficient $a_x$ for a gas $x$ (where $x$ is He, CO or O₂) was
calculated from the ion current $i_{\text{c}}_{x}^{\text{initial}}$ and known partial pressure $p_{x}^{\text{initial}}$ as:

$$a_{x} = \frac{p_{x}^{\text{initial}}}{i_{\text{c}}_{x}^{\text{initial}}} \quad (\text{C.1})$$

These sensitivity coefficients allow the partial pressures of He, CO and O2 to be calculated throughout the initial and final interval at room temperature and with no conversion, corresponding to regions 1 and 3 (Figure C.1a):

$$p_{x}(t) = a_{x} \times i_{\text{c}}_{x}(t), \quad x = \text{He}, \text{CO}, \text{O}_2 \quad (\text{C.2})$$

However, in the course of the experiment, the conditioning of the mass spectrometer resulted in a slight decrease in the total ion current. The effect of this conditioning is compensated for by multiplying all partial pressures in regions 1 and 3 by a scaling factor $s(t)$:

$$s(t) = \frac{1000}{p_{\text{He}}(t) + p_{\text{CO}}(t) + p_{\text{O}_2}(t)} \quad (\text{C.3})$$

For the experiment, Figure C.1a, $s$ was 1.06 at time 26000 s, which demonstrates that the correction is indeed minor. Thus, the partial pressures entering the reaction zone at the beginning and at the end of an experiment, corresponding to regions 1 and 3 (Figure C.1a), was therefore:

$$p_{x}(t) = a_{x} \times i_{\text{c}}_{x}(t) \times s(t) \quad (\text{C.4})$$

The partial pressures entering the reaction zone during the period with the actual experiments, corresponding to region 2 in Figure C.1a, were estimated by interpolating the pressures obtained at the beginning and at the end of the experiment (regions 1 and 3) using an exponential decay function of the form $y(x) = A \times \exp(-x/t) + y_0$. The exponential form was used as it describes the pressure decay through an orifice from a closed container. For each partial pressure, the exponential form was fitted to the inlet pressures at the beginning and end period, as demonstrated by the orange lines in Figure C.1b. The partial pressures described by the exponential fit over the entire time interval of the experiment are referred to as $p_{\text{He}}^{\text{in}}(t)$, $p_{\text{CO}}^{\text{in}}(t)$, $p_{\text{O}_2}^{\text{in}}(t)$ in the following.

To quantify the CO, CO2 and O2 pressures during the actual CO oxidation experiment, the ion currents were first normalized based on the He signal to eliminate the effect of temperature-induced changes in the gas flow rate. Subsequently, to convert the He-normalized ion
To estimate $k_{\text{CO}}$, the CO background pressure is first considered. It corresponds to the CO pressure under conditions for full CO conversion. Such conditions can be identified when the CO$_2$ signal remains stable upon further temperature increase (Figure C.1a region 2a and Figure C.2a). Moreover, under such conditions, the ratio of CO to CO$_2$ ion current, which is 9.4% in Figure C.2a, agrees with the expected cracking ratio of CO and CO$_2$ of 11.4% in the mass spectrometer (Pfeiffer MS spectra library). Thus, these findings indicate that the CO ion current at the conversion conditions as in Figure C.2a stems from the background signal due to cracking of CO$_2$ in the mass spectrometer and is not due to unconverted CO, i.e. demonstrating that the system is not mass transfer limited under these conditions. Thus, under full conversion conditions, the background CO ion current $i_{\text{CO}}^\text{Background}$ is directly obtained and normalized to the He ion current at that point.

Next, $k_{\text{CO}}$ will change during the course of the experiment due to the variations in gas composition entering the reaction zone and the conditioning of the MS. To take such variations into account, the exponentially extrapolated inlet pressures $P_{\text{He}}^\text{in}(t)$, $P_{\text{CO}}^\text{in}(t)$, $P_{\text{O}_2}^\text{in}(t)$ (Figure C.1b) are combined with equation Equation C.4 to yield the cor-

$$k_x = p_x \left( \frac{i_{x \text{He}}}{i_{x \text{He}}^{\text{background}}} - \frac{i_{x \text{background}}}{i_{x \text{He}}^{\text{background}}} \right), \quad x = \text{CO, CO}_2, \text{O}_2 \quad (C.5)$$
rected ion current (where $x$ is He, CO or O$_2$) used to calculate $k_{CO}$ as a function of time:

$$i_{c_x} = \frac{p_{x}^{in}(t)}{a_x * s(t)}$$  \hspace{1cm} (C.6)

where $p_{x}^{in}(t)$ and $s(t)$ are estimated as described above and $a_x$ is constant. Using the corrected ion current in combination with equation Equation C.5, allows $k_{CO}$ to be expressed as:

$$k_{CO}(t) = \frac{p_{CO}^{in}(t)}{p_{He}^{in}(t) * a_{He}} \left( \frac{i_{c_{CO}}^{background}}{i_{c_{He}}^{background}} + \left[ \frac{i_{c_{CO}}^{background}}{i_{c_{He}}^{background}} \right] \right)$$  \hspace{1cm} (C.7)

Following from this expression, the CO pressure exiting the reaction zone is at any time $t$ during the experimental period given as:

$$p_{CO} = k_{CO}(t) \left( \frac{i_{c_{CO}}(t)}{i_{c_{He}}(t)} - \left[ \frac{i_{c_{CO}}^{background}}{i_{c_{He}}^{background}} \right] \right)$$  \hspace{1cm} (C.8)

Using the same approach, the partial pressure of $O_2$ entering into the reaction zone, can be calculated from the He-normalized $O_2$ ion current. The only difference is that background subtraction is omitted because the $O_2$ ion current remains an order of magnitude higher than other signals and is thus almost unaffected by the reaction. To calculate any $CO_2$ partial pressure from the ion currents, a different approach had to be used because the inlet gas does not contain any $CO_2$ that could act as an internal gas calibration standard. However, the experiment allows for a $CO_2$ multiplication factor to be derived using other information. First, at the beginning and end of the experiment, corresponding to regions 1 and 3 (Figure C.1), no CO oxidation occurs implying that the $CO_2$ ion current corresponds to the background level of the mass spectrometer. Second, during the experimental period, corresponding to region 2 (Figure C.1), the $CO_2$ partial pressure was estimated as the difference between inlet CO and measured CO partial pressures as:

$$p_{CO}^{calibration}(t) = p_{CO}^{in}(t) - p_{CO}$$  \hspace{1cm} (C.9)

Thus, the multiplication factor for the experimental time interval (Figure C.1, region 2) was then calculated as:

$$k_{CO_2}^{calibration}(t) = \frac{p_{CO_2}^{calibration}(t)}{\left( \frac{i_{c_{CO_2}}(t)}{i_{c_{He}}(t)} - \left[ \frac{i_{c_{CO_2}}^{background}}{i_{c_{He}}^{background}} \right] \right)}$$  \hspace{1cm} (C.10)

Just as for CO and $O_2$, $k_{CO_2}$ decays over the experimental period (Figure C.2b). To describe this long-term development caused by the changes in CO and He inlet pressures (Figure C.1a, region 2), $k_{CO_2}$ was described by an exponential decay function (Figure C.2b), since
Figure C.3: Comparison of the sum of CO and CO$_2$ partial pressures with the inlet CO partial pressure. Also the individual partial pressures of CO and CO$_2$ are shown. The inset shows how abrupt changes lead to deviations in the summed signal due to a slight delay of the CO$_2$ signal compared to CO.

This corresponds well to the changing inlet pressures. Using the fitted function, the partial pressure of CO$_2$ during the experiment is described as:

$$p_{CO_2}(t) = k_{CO_2}(t) \frac{i_{CO_2}(t)}{i_{He}(t)} - \left( \frac{i_{CO_2}^{Background}}{i_{He}^{Background}} \right) \quad (C.11)$$

To confirm this pressure calibration, the sum of the CO and CO$_2$ partial pressures $p_{CO}(t) + p_{CO_2}$ is compared with the CO inlet pressure $p_{CO}^{in}(t)$ (Figure C.3) and shows a good agreement, because the summed partial pressures remain a continuous function, resembling the inlet CO pressure, during the reaction-induced changes in CO and CO$_2$ pressures. Minor deviations in the summed partial pressures are however observed (Figure C.3, insert). These deviations appear in the rapid cross-over from the low to the high conversion level in the oscillatory regimes. The comparison with the individual CO and CO$_2$ partial pressures indicates that the deviations are caused by a delay of the CO$_2$ signal compared to CO. Thus, the deviations are attributed to a space-time broadening effect during these fast changes in the gas composition.
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Visualization of oscillatory behaviour of Pt nanoparticles catalysing CO oxidation

S. B. Vendelbo1, C. F. Elkjær2, H. Falsig2, I. Puspitasari1, P. Dona3, L. Mele3, B. Morana4, B. J. Nelissen5, R. van Rijn6, J. F. Creemer4, P. J. Kooyman1* and S. Helveg2*

Many catalytic reactions under fixed conditions exhibit oscillatory behaviour. The oscillations are often attributed to dynamic changes in the catalyst surface. So far, however, such relationships were difficult to determine for catalysts consisting of supported nanoparticles. Here, we employ a nanoreactor to study the oscillatory CO oxidation catalysed by Pt nanoparticles using time-resolved high-resolution transmission electron microscopy, mass spectrometry and calorimetry. The observations reveal that periodic changes in the CO oxidation are synchronous with a periodic refacetting of the Pt nanoparticles. The oscillatory reaction is modelled using density functional theory and mass transport calculations, considering the CO adsorption energy and the oxidation rate as site-dependent. We find that to successfully explain the oscillations, the model must contain the phenomenon of refacetting. The nanoreactor approach can thus provide atomic-scale information that is specific to surface sites. This will improve the understanding of dynamic properties in catalysis and related fields.

Understanding how nanometre-sized particles catalyse chemical reactions is important for the development of efficient catalytic materials for a wide range of energy and environmental technologies. These nanoparticles generally expose different surface sites simultaneously, each with distinct reactivity for the turnover of reactants1. A detailed characterization of the nanoparticle surface and the site-specific reactivity is therefore required to describe the catalytic performance of nanoparticles. However, nanoparticles often respond dynamically to changes in the surrounding environment, because changes in the gas composition affect the free energy of the exposed surfaces2-5. The surface structure and reactivity are therefore coupled to the reaction conditions, emphasizing the need for identification of active sites and their properties in situ, during catalysis. Although many in situ and operando techniques are available6-10, it remains a challenge to simultaneously obtain atomic-scale information about the surface structure and reactivity of nanoparticles under relevant reaction conditions.

Here, we focus on the role of Pt nanoparticle surfaces in the catalytic oxidation of carbon monoxide. This reaction is considered as a prototype reaction for understanding fundamental concepts in heterogeneous catalysis and is relevant for automotive emission control11. Intriguingly, under fixed reaction parameters (flow, pressure, temperature), the Pt-catalysed CO oxidation can proceed at conversions that spontaneously oscillate as a function of time2. This oscillatory behaviour is commonly perceived as a periodic transformation between the two different conversion levels of a bistable reaction. The bistable reaction is caused by nonlinear kinetics12, possibly in conjunction with mass transport13,14. The periodic transformation has been attributed to dynamic changes in the catalyst surface15,16. So far, the more detailed information has been obtained from studies of extended, single-crystal Pt surfaces. Those studies have proposed that the oscillatory reaction is caused by an adsorbate-induced restructuring at low pressures (below 10⁻⁴ mbar; ref. 12) and is related to switching between a metallic and an oxidic state at higher pressures (above 1 mbar; refs 15,16). In contrast, direct observations of Pt nanoparticles during oscillatory CO oxidation are lacking. Therefore, the role of the Pt nanoparticle surface structure still remains unresolved.

A direct visualization of the shape and surface structure of nanoparticles can be obtained by means of transmission electron microscopy (TEM), which can provide two-dimensional projected images of nanoparticles with a resolution and sensitivity at the atomic level17-19. Such images can even be acquired during the exposure of the nanoparticles to reactive gas atmospheres, confined to the vicinity of the nanoparticles using a differential pumping system20 or a closed, electron-transparent cell21-23. Although the in situ TEM capability has provided unprecedented time-resolved observations of gas-induced processes on nanoparticles24-27, high-resolution TEM studies have so far been limited to pressures of a few millibars (which is well below the atmospheric pressure levels used in heterogeneous catalysis) and to a complex gas-flow geometry (which hampers structural information being uniquely correlated with concurrent activity measurements28).

In the present study, we employ a recently developed nanoreactor2,21 to study Pt nanoparticles during the oscillatory CO oxidation. The nanoreactor is a microelectromechanical system21,29,30 and includes a unidirectional gas-flow channel with a reaction zone at 1 bar pressure and elevated temperatures, representative for automotive exhaust catalysis. The nanoreactor is functionalized for simultaneous high-resolution TEM observations of the Pt nanoparticles, quantitative mass spectrometry of gas exiting the nanoreactor, and reaction calorimetry. From such time-resolved observations, the oscillatory CO oxidation reaction is shown to be synchronized with a periodic refacetting of the Pt nanoparticles in such a way that higher conversion is associated with an adsorbate-induced restructuring at low pressures (below 10⁻⁴ mbar; ref. 12) and is related to switching between a metallic and an oxidic state at higher pressures (above 1 mbar; refs 15,16). In contrast, direct observations of Pt nanoparticles during oscillatory CO oxidation are lacking. Therefore, the role of the Pt nanoparticle surface structure still remains unresolved.

In the present study, we employ a recently developed nanoreactor2,21 to study Pt nanoparticles during the oscillatory CO oxidation. The nanoreactor is a microelectromechanical system21,29,30 and includes a unidirectional gas-flow channel with a reaction zone at 1 bar pressure and elevated temperatures, representative for automotive exhaust catalysis. The nanoreactor is functionalized for simultaneous high-resolution TEM observations of the Pt nanoparticles, quantitative mass spectrometry of gas exiting the nanoreactor, and reaction calorimetry. From such time-resolved observations, the oscillatory CO oxidation reaction is shown to be synchronized with a periodic refacetting of the Pt nanoparticles in such a way that higher conversion is associated with an adsorbate-induced restructuring at low pressures (below 10⁻⁴ mbar; ref. 12) and is related to switching between a metallic and an oxidic state at higher pressures (above 1 mbar; refs 15,16). In contrast, direct observations of Pt nanoparticles during oscillatory CO oxidation are lacking. Therefore, the role of the Pt nanoparticle surface structure still remains unresolved.

The oscillatory reaction is modelled using density functional theory and mass transport calculations, considering the CO adsorption energy and the oxidation rate as site-dependent. We find that to successfully explain the oscillations, the model must contain the phenomenon of refacetting. The nanoreactor approach can thus provide atomic-scale information that is specific to surface sites. This will improve the understanding of dynamic properties in catalysis and related fields.
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Results and discussion

Figure 1a shows an optical micrograph of a nanoreactor. It includes a 280-µm-wide and 4.5-µm-high unidirectional gas-flow channel, enclosed between two 1-µm-thick SiNx membranes. The channel is interfaced to a gas supply at the inlet and a mass spectrometer at the outlet. At the nanoreactor centre, a Mo thin-film resistor enables heating and temperature measurement of a reaction zone of 0.34 nl at 1 bar pressure, and 18-µm-thick electron-transparent windows facilitate TEM. The catalyst was prepared by impregnation of a nanoreactor with an aqueous solution of tetraammineplatinum(II)nitrate followed by calcination in air at 573 K. This procedure results in 3–30-nm-diameter Pt nanoparticles dispersed heterogeneously across the reaction zone (Fig. 1b,c).

To initialize the CO oxidation reaction, a unidirectional gas flow was established in the reaction zone, consisting of about 0.09 ml min⁻¹ of CO, O₂, and He at a total pressure of 1.0 bar. By heating the zone above 573 K, an increasing amount of CO₂ is detected in the outlet gas by mass spectrometry, indicating the onset of CO oxidation (Supplementary Fig. 1). The unidirectional gas flow combined with the nanolitre volume of the reaction zone enables activity measurements by gas detection⁷. The relatively high onset temperature is attributed to the short gas residence time in the reaction zone of 0.2 ms (Supplementary Fig. 2). The CO oxidation is unambiguously assigned to the catalytic effect of the Pt nanoparticles, because the gas composition remained constant for an unloaded nanoreactor under the same reaction conditions. With increasing temperature, the CO conversion follows Arrhenius behaviour with an apparent activation energy of 1.3 eV, until the CO conversion abruptly exceeds Arrhenius behaviour and approaches full conversion (Supplementary Fig. 1). To interpret the CO conversion, the intrinsic reaction rate, temperature distribution and mass-transport through the nanoreactor must be considered. The CO oxidation reaction in the nanoreactor is therefore simulated using a two-dimensional convection–diffusion equation including Langmuir–Hinshelwood kinetics and an assumed homogeneous dispersion of Pt over the reaction zone (Supplementary Information 1 and Supplementary Figs 3 and 4). The match of the simulated and measured conversion of CO suggests that the model is sufficient to capture the overall conditions in the nanoreactor (Supplementary Fig. 4). The simulations of the model reveal the coexistence of two stable steady-state conversions of CO in a narrow temperature interval for the present reaction conditions and nanoreactor geometry, consistent with refs 13,14. Transitions between these two CO conversion levels (Fig. 1d,e and Supplementary Fig. 12) establish oscillatory behaviour when a feedback mechanism dynamically alters the intrinsic reaction rate of the catalyst surface.

Indeed, mass spectrometry demonstrates periodic oscillations in O₂ and CO pressures, which are in anti-phase with similar variations in the CO₃ pressure (Fig. 2a). These oscillations appeared spontaneously, or by a minor temperature change of 0.5–1.0 K, and were observed at temperatures in the range 659–729 K (Supplementary Fig. 5). The broad temperature range reported for the present experiments can be attributed to the loading and distribution of nanoparticles as well as reaction conditions and ageing times. During the oscillating reaction, the average nanoreactor temperature was kept constant by compensating the exothermic reaction heat with a reduction in the heater power. The heater equilibrated within a few milliseconds, which is at least 3 orders of magnitude faster than the timescale of the observed reaction oscillations. Therefore, the reaction oscillations occurred under constant temperature conditions⁸ and the heater power measures the reaction power (Fig. 2b and Supplementary Fig. 2). The reaction power oscillates asymmetrically, showing a fast rise in CO conversion and a subsequent slower decay (Fig. 2a,b). The reaction power peaks at the maximum global reaction rate with a transformation towards more extended close-packed facet terminations of the Pt nanoparticles and lower conversion is associated with a transformation towards more higher-index stepped terminations of the Pt nanoparticles, respectively. A comparison with density functional theory (DFT) and mass transport calculations suggests that the refacetting is due to site-dependency of the CO adsorption energy and oxidation rate and represents a mechanism for oscillatory shifts between the conversion levels. A significant implication of this study is therefore that dynamic structure–functionality relationships in heterogeneous catalysis can now be directly determined at the atomic level under relevant reaction conditions.
where the CO pressure is maximal. However, the minimum CO pressure observed is delayed by space-time broadening of the gas in the tubing from the nanoreactor to the mass spectrometer (Supplementary Fig. 6), and the time-resolved CO pressure is smeared out in mass spectrometry as compared with the reaction power (heater readout time, 0.5 s). Thus, the reaction power provides a more distinct fingerprint of the oscillatory reaction.

During the oscillatory reaction, the Pt nanoparticles were monitored by time-resolved TEM. The gas composition will inevitably vary across the reaction zone as reflected by the simulated CO profiles (Fig. 1d,e). At the low CO conversion branch (Fig. 1d), the local CO pressure is 25 and 21 mbar at the windows at the entrance and exit of the reaction zone, respectively. At the high conversion branch (Fig. 1e), the local CO pressure varies significantly over the reaction zone from 8.4 to 0.2 mbar (Supplementary Fig. 4). TEM image series of the Pt nanoparticles were therefore acquired at windows both at the entrance and exit of the reaction zone, respectively. From the reaction zone can undergo oscillatory and reversible shape changes with a temporal frequency matching the oscillations in reaction power, indicating that the oscillatory CO conversion and the dynamic shape change of the Pt nanoparticles are coupled.

To address the mechanism governing the oscillatory reaction, the state of the Pt nanoparticles is examined at the atomic scale. High-resolution TEM images of the Pt nanoparticles acquired in situ during CO conversion, such as Fig. 3c–e, show crystalline lattice fringes with spacings corresponding to metallic Pt. The uniform contrast across the projected image of the nanoparticles is also consistent with a metallic state. The presence of a surface oxide confined to the outermost surface layer cannot be excluded owing to the speckled contrast from electron scattering on the amorphous window material and the low electron dose. However, DFT calculations show consistently that even the close-packed facet of PtO$_2$ (0001) is unstable under the present reaction conditions ($T = 693 \, K$, $p_{O_2} = 0.21 \, \text{bar}$, corresponding to a maximum oxygen chemical potential of $\Delta \mu(O) = -0.83 \, \text{eV}$; ref. 30). Thus, the
The way Pt nanoparticles respond to the CO–O2 gas mixture can be explained using a simple microkinetic model based on DFT calculations of adsorption and transition state energies from ref. 31 and on a thermochemical extrapolation35 (Supplementary Information 4). The observed faceted surface terminations are modelled by a Pt(111) facet and the observed rounded surface terminations are modelled by a Pt(211) facet, which captures the trend in the reactivity of more open surfaces and low-index terminations is expected. Thus, in agreement with ref. 4, the shape change of the Pt nanoparticles is attributed to the CO pressure variation under the present reaction conditions.

The gas-dependent shape of the Pt nanoparticles affects the CO conversion, because the CO oxidation rate is site-dependent34, and will depend on the position of the nanoparticle in the reaction zone due to the CO oxidation along the gas flow. Thus, a simple time-dependent model is established based on the two-site first-principles microkinetic model and a description of mass-transport (gas-phase communication between the nanoparticles) in the nanoreactor. The model makes it possible to address whether the dynamic shape of the Pt nanoparticles represents a sufficient explanation for the reaction oscillations. In the present two-site microkinetic model, Fig. 4b reveals that the step site is more active at lower CO pressures and is poisoned at higher CO pressures, whereas the facet site remains more constant in activity over the CO pressure range in the experiment. The overall CO conversion can be estimated by approximating the local reaction rate by a linear combination of both sitespecific reaction rates (rαai) weighted by the site distribution (that is, r = αr111 + (1 − α)r211, with α denoting the fraction of (111) sites). The estimate explicitly neglects the effect of particle size24 and facet communication36 to solely address the effect of the nanoparticle shape. Moreover, the gas-dependent nanoparticle shape is modelled using an equilibrium form, which is assumed to be faceted (α = 1) for CO < 1 mbar and round (α = 0.7) for CO > 1 mbar, and using a rate of morphological change (dr/dt), which is proportional to the deviation from the equilibrium shape (Supplementary Information 5). Combining this two-site model for the Pt morphology and reaction rate with a convection–diffusion equation, which approximates the nanoreactor by a one-dimensional environment (Supplementary Information 5), allows for a time-dependent simulation of the partial pressures and shape descriptor (α) throughout the nanoreactor under conditions similar to Fig. 3.

Insight into the relation between the dynamic nanoparticle shape and oscillatory reaction is obtained from the simple time-dependent model. Figure 4c shows that the simulated CO and
CO$_2$ pressures at the nanoreactor outlet exhibit a periodic variation in time. Specifically, the changes in partial pressures correspond to transitions between the high and low conversion states of the nanoreactor (Supplementary Fig. 12). Moreover, Fig. 4d shows that the shape descriptor remains constant in time at the reaction zone entrance (CO pressure $> 1$ mbar), and that the nanoparticle adopts a spherical shape. Towards the exit of the reaction zone, the shape descriptor gradually adopts a temporal variation between a more faceted and a rounded shape, and the temporal variation in the shape descriptor matches the variation in CO pressure. The simulations therefore match the observations of the nanoparticle shape at the entrance and exit of the reaction zone along the oscillatory reaction. In similar simulations with fixed nanoparticle shape at the entrance and exit of the reaction zone during the oscillatory reaction, the result is either a single high or low steady-state conversion in time. Specifically, the changes in partial pressures correspond to transitions between the high and low conversion states of the nanoreactor and the reaction rates from b The reaction zone length $l = 320 \, \mu$m and the residence time $\tau = 2.69 \times 10^{-4}$ s. The inlet pressure $p_{\text{CO}_2} = 42$ mbar and $p_{\text{O}_2} = 210$ mbar and average temperature $T = 793$ K. In the simulations, the equilibrium shape factor $\alpha = 1$ (faceted particle) for $p_{\text{CO}_2} < 1$ mbar and $\alpha = 0.7$ (round particle) for $p_{\text{CO}_2} > 1$ mbar. Further details are provided in Supplementary Information 4 and 5 and Supplementary Fig. 12. The temperature (793 K) in the isothermal model represents the local temperature in the hotter part of the nanoreactor in the experiment in Fig. 3 (Supplementary Fig. 3).

Methods

The nanoreactor system. The employed nanoreactors are silicon-based microelectromechanical systems described in ref. 22. The nanoreactor was mounted in a custom-made holder$^{21}$ for insertion into the electron microscope. The holder was connected to a gas system supplying the holder inlet with a CO, O$_2$, and He mixture at a constant pressure of 2.0 bar. The holder outlet was connected to a mass spectrometer maintained at about 10$^{-9}$ mbar. The lowest gas flow conductivity in the set-up is the nanoreactor, so it is assumed that the pressure drop across the gas tubes is negligible and the pressures measured at the holder inlet and outlet equal those at the nanoreactor inlet and outlet. Owing to the symmetric design of the nanoreactor, the pressure in the centre of the nanoreactor, corresponding to the reaction zone$^{21}$, is the average of the pressures at the nanoreactor inlet and outlet$^{22}$.

In conclusion, the time-dependent model captures the observations of the Pt nanoparticles during the oscillatory reaction at the reaction zone entrance and exit and demonstrates that a dynamic and reversible refacetting of Pt nanoparticles represents a mechanism that causes periodic transitions in the CO conversion in a bistable reaction. Thus, the present findings demonstrate that nanoparticle shape dynamics should be taken into account for a complete description of oscillating catalytic reactions. The reaction oscillations may be associated with additional complexity under some reaction conditions. For example, in-plane restructuring$^{15,29}$ or oxide formation$^{12}$ could contribute to the oscillatory CO conversion as well. Although such in-plane dynamical effects remain unresolved in the present high-resolution TEM images, they are not required to obtain a consistent explanation of the observed reaction oscillations. Moreover, the nanoreactor approach is a beneficial complement to the multitude of in situ and operando techniques$^{6-10}$ used for uncovering gas-surface phenomena under meaningful conditions in heterogeneous catalysis and nanoparticle research, because it helps to extend the description of dynamic properties and functions with information specific to the exposed surface sites.
The temperature of the reaction zone was increased by resistively heating the Mo thin film. The electrical resistance of the Mo heater was used to measure the average temperature of the nanoreactor\(^{6}\). The nanoreactor temperature was regulated by a proportional-integral loop, in a custom-made controller\(^{31}\), with about 1 ms response time. Owing to the low thermal mass of the reaction zone, temperature changes settled within a few milliseconds. The controller was steered by a LabView script with 0.5 s readout time. The maximum heat released by the CO oxidation was 0.8 mW, which is at least one order of magnitude less than the electrical power required by the Mo heater to maintain a constant temperature (Supplementary Fig. 2). At constant-temperature operation, this heat exchange led to small but perceptible changes in the electrical power consumed by the Mo heater, which enabled calorimetric information about the chemical reaction to be obtained.

Two different gas mixtures were used: a premixed gas with CO/O\(_2\)/He of 4.2%:21.0%:74.8% (nominal purity 99.999% for O\(_2\) and He and 99.97% for CO); and the premixed gas mixed with pure O\(_2\) (nominal purity 99.999%) resulting in CO/O\(_2\)/He of 3.4%:42.55%. Both gas compositions passed through an active carbon filter to remove Ni-carbonyl before inlet into the nanoreactor.

Mass spectrometry was done using a Pfeiffer Prisma QME200 quadrupole mass spectrometer. During the experiments, the spectrometer continuously monitored the ion currents at 24, 28, 32 and 44 AMU, corresponding to signals from He, CO, O\(_2\), and CO, respectively. The four ion currents were sampled with 0.1 s dwell time per mass and 1.8 s total spectrum acquisition time. Ion currents were quantified as partial pressures using the known composition of the gas mixtures and correcting for mass fractioning of the inlet gas mixture during the experiment.

TEM. The experiments were performed using a FEI Titan 80–300 environmental transmission electron microscope\(^{30}\). During the experiments, the pressure around the nanoreactor was kept below 1 × 10\(^{-3}\) mbar. The microscope was operated using primary electron energy of 300 keV. Before an experiment, the aberration corrector was tuned using a Au/C cross-grating (Agar SI06). The spherical aberration coefficient was in the range −16 to −23 μm and flat correlation transfer was established at electron scattering angles up to at least 11 mrad.

High-resolution TEM images were acquired with electron dose rates of 5–300 e\(^−\) Å\(^2\) s\(^−\)\(^1\). The dose rate measured through vacuum with the nanoreactor retracted from the electron beam path was within 1% of the value measured through the nanoreactor containing 1 bar of reaction gas. As the gas and windows of the nanoreactor add on the order of 30 atoms Å\(^−1\) to the electron beam path\(^{6}\), the inherent microscope resolution is not substantially altered under the present electron illumination conditions\(^{28}\) as also substantiated by the presented atomic lattice fringes resolved in the images of the Pt nanoparticles. The TEM images were acquired at 0.1–0.5 s exposure time using a CCD (charge-coupled device) camera either without or with zero-loss peak filtering by a 15-eV energy slit. Moreover, the TEM images were acquired at different magnifications corresponding to a pixel size extending down to 0.05 nm. This detection limit is sufficient for resolving the Pt(111) and Pt(200) lattice planes inside the reactor. Owing to the low thermal mass of the reaction zone, about 1 ms response time. Owing to the low thermal mass of the reaction zone, about 1 ms response time. Owing to the low thermal mass of the reaction zone, about 1 ms response time.

Two different gas mixtures were used: a premixed gas with CO/O\(_2\)/He of 4.2%:21.0%:74.8% (nominal purity 99.999% for O\(_2\) and He and 99.97% for CO); and the premixed gas mixed with pure O\(_2\) (nominal purity 99.999%) resulting in CO/O\(_2\)/He of 3.4%:42.55%. Both gas compositions passed through an active carbon filter to remove Ni-carbonyl before inlet into the nanoreactor.

Mass spectrometry was done using a Pfeiffer Prisma QME200 quadrupole mass spectrometer. During the experiments, the spectrometer continuously monitored the ion currents at 24, 28, 32 and 44 AMU, corresponding to signals from He, CO, O\(_2\), and CO, respectively. The four ion currents were sampled with 0.1 s dwell time per mass and 1.8 s total spectrum acquisition time. Ion currents were quantified as partial pressures using the known composition of the gas mixtures and correcting for mass fractioning of the inlet gas mixture during the experiment.

The temperature of the reaction zone was increased by resistively heating the Mo thin film. The electrical resistance of the Mo heater was used to measure the average temperature of the nanoreactor\(^{6}\). The nanoreactor temperature was regulated by a proportional-integral loop, in a custom-made controller\(^{31}\), with about 1 ms response time. Owing to the low thermal mass of the reaction zone, temperature changes settled within a few milliseconds. The controller was steered by a LabView script with 0.5 s readout time. The maximum heat released by the CO oxidation was 0.8 mW, which is at least one order of magnitude less than the electrical power required by the Mo heater to maintain a constant temperature (Supplementary Fig. 2). At constant-temperature operation, this heat exchange led to small but perceptible changes in the electrical power consumed by the Mo heater, which enabled calorimetric information about the chemical reaction to be obtained.

Two different gas mixtures were used: a premixed gas with CO/O\(_2\)/He of 4.2%:21.0%:74.8% (nominal purity 99.999% for O\(_2\) and He and 99.97% for CO); and the premixed gas mixed with pure O\(_2\) (nominal purity 99.999%) resulting in CO/O\(_2\)/He of 3.4%:42.55%. Both gas compositions passed through an active carbon filter to remove Ni-carbonyl before inlet into the nanoreactor.

The electron microscopy images are shown as a linear representation of the CCD (charge-coupled device) camera either without or with zero-loss peak filtering by a 15-eV energy slit. Moreover, the TEM images were acquired at different magnifications corresponding to a pixel size extending down to 0.05 nm. This detection limit is sufficient for resolving the Pt(111) and Pt(200) lattice planes inside the reactor. Owing to the low thermal mass of the reaction zone, about 1 ms response time.
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ABSTRACT: The oxidation and reduction of CuZn nanoparticles was studied using X-ray photoelectron spectroscopy (XPS) and in situ transmission electron microscopy (TEM). CuZn nanoparticles with a narrow size distribution were produced with a gas-aggregation cluster source in conjunction with mass-filtration. A direct comparison between the spatially averaged XPS information and the local TEM observations was thus made possible. Upon oxidation in O2, the as-deposited metal clusters transform into a polycrystalline cluster consisting of separate CuO and ZnO nanocrystals. Specifically, the CuO is observed to segregate to the cluster surface and partially cover the ZnO nanocrystals. Upon subsequent reduction in H2, the CuO converts into metallic Cu with ZnO nanocrystal covering their surface. In addition, a small amount of metallic Zn is detected suggesting that ZnO is reduced. It is likely that Zn species can migrate to the Cu surface forming a Cu–Zn surface alloy. The oxidation and reduction dynamics of the CuZn nanoparticles is of great importance to industrial methanol synthesis for which the direct interaction of Cu and ZnO nanocrystals synergistically boosts the catalytic activity. Thus, the present results demonstrate a new model approach that should be generally applicable to address metal–support interactions in coreshaped catalysts and multicomponent nanomaterials.

INTRODUCTION

Nanometer-sized particles of metals and metal oxides can have unique catalytic, magnetic, and electronic properties that are often strongly dependent on their structural and chemical state. In catalytic reactions, for example, the activity for molecular turnovers, is well-known to depend on the type and abundance of surface sites on the nanoparticles.1−3 Procedures for the synthesis of nanoparticles with well-defined shapes and surfaces are in principle available to address such structure-dependent properties.4−7 However, during catalysis, the stability of nanoparticle morphology is not guaranteed.8−10 Solid surfaces tend to restructure upon exposure to gas environments and nanoparticles therefore tend to dynamically adapt a shape and structure that is coupled to the reaction conditions. Hereby, new surface sites might be exposed and the catalytic functionality of the nanoparticle change.

Here we focus on the binary Cu/ZnO nanoparticle system which is relevant for the industrial synthesis of methanol11 and has become a prototypical system for studying complex gas-dependent nanoparticle dynamics. Whereas Cu alone is active, the methanol production is significantly enhanced by the intimate contact with ZnO. The role of the Cu–ZnO interaction and the nature of the catalytic active surface site has been the subject of much research. Possible explanations for the Cu–ZnO synergy include gas-dependent morphology of Cu12−16 on ZnO, Zn-species segregation onto Cu,17 Cu–Zn alloy formation,18−21 and support-induced strain.22−23 The relative importance of these different effects is still a subject of debate and could reflect the effect of the catalyst preparation and reaction conditions.24

Much information about the gas-dependent structure of Cu/ZnO-based methanol synthesis catalysts have been obtained using bulk X-ray or neutron characterization techniques.8,18 In addition, adsorption techniques have been used to correlate the Cu surface area and methanol synthesis activity.25 Despite these efforts there is still limited insight into the surface dynamics of the Cu/ZnO nanoparticle catalyst. For instance, recent studies of an industrial catalyst showed that under reducing conditions the copper area probed by reactive nitrous oxide frontal chromatography (N2O-RFC) is overestimated and that the overestimation originates from the presence of either metallic Zn in a Cu/Zn surface alloy or from oxygen vacancies in ZnO.26,27 Moreover, a spillover effect of hydrogen in the interface between Cu and ZnO has also been proposed to have a significant role in the synthesis of methanol.16,28 Understanding such phenomena in more detail requires deeper
insight into the dynamic surface behavior of the Cu-ZnO nanoparticle system under reducing conditions. In order to address the dynamic surface behavior in the binary Cu and ZnO nanoparticle catalyst system, we have developed a new nanoparticle synthesis method invoking formation of mass-selected CuZn alloy nanoparticles and transformation of these into binary clusters of Cu and ZnO nanocrystals on a substrate. The binary Cu-ZnO nanoparticle clusters can be regarded as confined units of the industrial Cu/ZnO methanol catalyst, and these simpler structures advantageously allow the structural and chemical state of the Cu−ZnO nanoparticle surface to be studied by complementary techniques such as X-ray photoelectron spectroscopy (XPS) and in situ transmission electron microscopy (TEM).

RESULTS AND DISCUSSION

Particle Synthesis. The CuZn nanoparticles were produced in a cluster source by gas aggregation of Cu and Zn sputtered off a solid target and subsequently mass selected by a quadrupole mass filter. First, the mass selected CuZn nanoclusters were deposited under ultra high vacuum (UHV) conditions (2 × 10⁻¹⁰ mbar) onto a TiO₂ substrate (for XPS studies) or a carbon film supported on a Cu grid (for TEM studies). TEM images of the as-prepared particles showed an average diameter of 7.7 ± 1 nm (Figure S1) for particles deposited with a mass filter setting of 6.5 nm. Next, the nanoparticles were exposed to oxygen in order to facilitate a phase separation into CuO and ZnO. Finally, an exposure to hydrogen was done in order to prepare well-defined nanoparticles of Cu and ZnO in intimate contact. The TEM samples were transferred through ambient air to the microscope and treated in situ therein, while the XPS samples were treated in a high pressure cell (HPC) attached to the UHV setup. During the oxidation treatment, the O₂ pressure was 1 mbar and 200 mbar for the TEM and XPS experiments, respectively. In the TEM, the temperature was 300 °C and, in the HPC, the temperature was 200 °C. The higher oxidation temperature in the TEM was necessary due to the lower obtainable O₂ pressure. In both cases the sample was oxidized for 1 h. During reduction, the H₂ pressure was 1 mbar for both experiments. In the TEM, the temperature was 300 °C, and in the HPC, the temperature was increased in steps of 1 h to a maximum of 250 °C.

For these three preparation steps (deposition, oxidation and reduction), Figure 1 shows the elemental surface composition as determined by XPS, which approximately probes the first 3–5 monolayers, depending on the electron energy. Further details on calculation of the composition are in the Materials and Methods section. In the as-deposited state, the line positions and shape of Cu L₃VV and Zn L₃M₄,5M₄,5 reveal that the nanoparticles are metallic, and the 2p line intensities reveal an average composition of the nanoparticles of Cu:Zn ≈ 75:25. Due to the nature of the cluster source we anticipate a homogeneous mixture of Cu and Zn in the as-deposited nanoparticles. Hence the surface composition is expected to be representative for the bulk composition. Corresponding Auger spectra of Cu and Zn are shown in the following. The oxidation treatment of the nanoparticles results in a decrease of the apparent amount of Zn at the surface and the formation of CuO and ZnO with a composition of Cu:Zn ≈ 95:5. The satellite feature at 941 eV in the Cu 2p₁/₂ line reveals that Cu is fully oxidized. Moreover, the oxidation treatment results in a shift in the Zn Auger line revealing a transformation of Zn into ZnO. Finally, the reduction treatment of the oxidized nanoparticles reduces the CuO to Cu and changes the observed composition of Cu:Zn to ∼45:55. The system thus does not revert to the as-deposited state upon reduction. The Cu/ZnO nanoparticles produced in this manner comprise our model for the methanol synthesis catalyst.

Copper Oxidation State References. In order to monitor the change of the oxidation state of copper in the phase separated state, the model system was exposed to reducing conditions (1 mbar H₂ in the HPC) at increasing temperatures, each temperature held for 1 h. After each reduction step, the sample was cooled to room temperature in the H₂ gas, the HPC was evacuated, and the sample was characterized by XPS under UHV conditions. Figure 2a shows normalized and background corrected XPS spectra at the Cu L₃VV Auger line after each reduction treatment. In order to interpret these spectra, reference spectra were acquired of Cu, Cu₂O, and CuO, with corresponding oxidation states Cu₀, CuI, and CuII, respectively (Figure 2b). The metallic Cu reference spectrum was obtained by XPS measurement of the as-deposited nanoparticles. The copper oxide reference spectra were obtained by previously reported procedures. To obtain the CuO reference spectrum, the as-deposited nanoparticles were fully oxidized by exposure to 200 mbar O₂ at 200 °C for 1 h in the HPC and subsequently measured by XPS. Finally, in order to obtain the partially oxidized Cu₂O reference spectrum, the as-deposited sample was exposed to 200 mbar O₂ at room
temperature for 16 h in the HPC. For these three samples the Cu LVV Auger lines are similar to spectra for Cu, CuO, and Cu2O as reported for copper thin films.34 These spectra are therefore used as references in the following. Specifically, the different reference spectra consists of a main peak at 567.9, 568.8, and 570.1 eV for Cu, CuO, and Cu2O, respectively, corresponding, for the Al anode, to electron kinetic energies of 918.7, 918.8, and 916.5 eV.

A linear combination of the three references (Cu, CuO, and Cu2O) can be fitted to the Cu LVV Auger lines in Figure 2a and the relative abundance of each phase is determined from the fitting parameters. The results in Figure 2a show that the as-deposited nanoparticles consist only of metallic Cu. As shown before, in the case of exposure to 200 mbar O2 at 200 °C, the nanoparticles consist of copper in its fully oxidized state, i.e., CuO. During the reduction at successively higher temperatures, copper gradually transforms from fully oxidized CuO, through the Cu2O phase, to fully reduced Cu.

Furthermore, the fitting of the Cu LVV Auger line into Cu0, CuI, and CuII allows for an estimation of the average copper oxidation state in the nanoparticles (Figure 2c). This procedure shows that copper in the oxidized CuZn nanoparticles is reducible under 1 mbar H2 at 250 °C. This is consistent with previous in situ TEM studies.15,16,35

In Situ TEM Imaging. Next, the relationship between the oxidation state and the morphology of the nanoparticles is addressed by in situ TEM of the nanoparticles under exposure to 1 mbar of H2 or O2. Figure 3a shows a frame-averaged TEM image of a Cu/ZnO nanoparticle supported on carbon under exposure to 1 mbar H2 at 300 °C. In order to interpret the TEM image, different crystal phases present in the nanoparticle are identified from the crystal lattice fringe spacings. Figure 3b shows a fast Fourier transform (FFT) revealing several different lattice spacings and directions. By masking out a given lattice spot in the FFT and inverting the FFT, the spatial location of the corresponding crystal phase is readily identified. For example, Figure 3c shows analogous masks superimposed on the FFT in Figure 3b at reciprocal lattice vectors of 1/2.08 Å−1 and 1/1.81 Å−1, corresponding to the (111) and (200) planes of Cu. The mask width is 1/0.03 Å−1. Figure 3d shows the corresponding inverted FFT revealing that metallic Cu comprises the large central region of the nanoparticle. Figures 3e,f show similarly an annular mask at lattice spacings of 2.81 and 2.60 Å, corresponding to the (010) and (002) planes of ZnO, and the corresponding inverted FFT of the ZnO location. This procedure was employed for the interpretation of the spatial location of the various crystalline phases depicted in the high-resolution TEM images. Specifically, the image analysis focuses on the four relevant phases of Cu, CuO, Cu2O, and ZnO which each has unique crystal plane distances as depicted by the colored annular masks superimposed in Figure 3g. Hereby, each crystal phase is characterized by its spatial domain in the TEM image and the superposition of all filtered crystal phases provides a fingerprint of the relative content and location of the different crystal phases as illustrated in Figure 3h.

Reduction/Oxidation Cycles. The ex situ XPS and the in situ TEM methods outlined above are used to monitor the
CuZn nanoparticles during successive reduction and oxidation cycles. While XPS is a strong averaging technique providing a global picture of the surface composition and oxidation state of the entire ensemble of nanoparticles, TEM imaging is a strong local tool providing insight into the nonperiodic structural features of the nanoparticles, such as their shapes and surfaces that are needed to explain the global trends. The TEM images were acquired of as-deposited nanoparticles under high vacuum conditions and in situ during subsequent exposure to 1 mbar O₂ and H₂ at 300 °C, respectively (Figure 4a−d). The XPS data were acquired starting from an as-deposited sample treated first in 1 mbar O₂ and H₂ as described above, and subsequently in 200 mbar O₂ or H₂ at 200 °C (Figure 4e). For the XPS experiments a higher gas pressure was used to ensure full reduction and oxidation (Figure 5). This pressure is, however, not possible to obtain in the applied microscope configuration. Figure 4 compiles the combination of in situ TEM and XPS data. When alternating between the oxidized state and the reduced state, the XPS analysis shows that the surface ratio between Cu and Zn changes reversibly, with the apparent amount of Cu varying from ~55% to ~85%. A change in surface composition of Cu and Zn has previously been reported by means of low-energy ion scattering experiments on Cu/ZnO/SiO₂.34

One possible explanation for this reversible change in the surface of the nanoparticles is encapsulation and decapsulation of ZnO by CuO. Encapsulation leads to a hindrance of Zn 2p photoelectrons in reaching the analyser, and decapsulation reestablishes the Zn signal, as observed. Figure 4a demonstrates a reduced CuZn nanoparticle consisting of separate domains of metallic Cu (red) and ZnO (blue). In Figure 4b, the nanoparticle is in the oxidized state with a CuO domain (green) extending across the entire nanoparticle and with a ZnO domain (blue) present only inside the projected image of the nanoparticle. As the TEM images represent two-dimensional projections, this observation is consistent with crystalline ZnO in the subsurface region of the nanoparticle. The finding agrees with the XPS data which shows that the Zn signal is drastically damped during these oxidizing conditions (Figure 4e). Upon rereduction, the TEM shows that the nanoparticle reverts back toward its original state. In Figure 4c, faint lattice fringes corresponding to crystalline ZnO (blue) and a core with darker contrast is observed. In the intermediate state between fully oxidized and fully reduced, shown in Figure 4c, the crystals are oriented such that no major zone axes are parallel with the incident electron beam, which results in a lack of clearly resolved atomic lattice fringes. This, in turn, has the consequence that the automatic coloring routine will not add color, and Figure 4c thus represents the original TEM image, except for the blue coloring of the faintly resolved ZnO. In Figure 4d, the darker core appears with lattice fringes and the fringe spacing corresponds to metallic Cu. Moreover, the ZnO nanocrystal reappears on the Cu surface close to the position as in the reduced state (Figure 4a). Thus, in the example shown in Figure 4d, the nanoparticle has reverted back close to its original configuration with ZnO sitting at the surface of the metallic Cu, which is also consistent with the XPS data in Figure 4e, showing that the ZnO content recovers almost reversibly upon rereduction. For Figure 4(a−d), the nanoparticle is deemed reduced or partly reduced/oxidized, based only on the observation of lattice spacings from Cu metal or from any Cu oxide. It cannot be excluded that smaller crystal domains, representing Cu oxide in the reduced state and Cu metal in the oxidized state of the nanoparticle might be simultaneously present, because a tilted orientation of the crystal domain with respect to the electron beam direction could prevent their identification in the high-resolution TEM image. In fact, images obtained at different regions of the sample showed the presence of copper oxide after the 5 h reduction in 1 mbar H₂ at 300 °C. This difference could be due to temperature variations across the TEM grid or an accelerated reduction rate under electron illumination in Figure 4, and from the discussion below the difference is attributed to the former cause. The encapsulation/decapsulation mechanism can, however, be explained by considering the crystal structure of Cu and CuO. When the sample is oxidized, the copper phase content will expand and take up more space than of metallic copper. As the oxide grows, it appears to cover the ZnO. This may happen due to the different diffusion rate of Cu and O in CuO.35 Because Cu diffuses faster than O in CuO, the oxide tends to grow on the surface of the existing oxide, which may create voided particles, or, as in the present case, may lead to an encapsulation of the ZnO sitting on the Cu surface. No voided particles were observed in the present study. During reduction, the CuO will consequently shrink and start to reveal ZnO. A rough estimate of the particle volume based on the projected areas reveals volume conservation between Figure 4a and d.

Figure 3. (a) TEM image of a Cu nanoparticle decorated with ZnO (1 mbar H₂, 300 °C). (b) Fast Fourier Transform (FFT) shows crystal lattice vectors. (c) Annular masks applied to the FFT at 1/2.08 and 1/1.81 Å⁻¹, corresponding to (111) and (200) planes of Cu. Mask width 1/0.03 Å⁻¹. (d) Inverse FFT (IFFT) of (c). (e) Annular masks applied at lattice spacings of 1/2.81 and 1/2.60 Å⁻¹, corresponding to (010) and (002) planes of ZnO. (f) IFFT of (e). (g) Annular masks superimposed on (b) for each unique lattice spacing of Cu, Cu₂O, CuO, and ZnO (Table 1) with corresponding color code. (h) The image (a) with colored crystal phase domains superimposed.
The expansion from Figure 4a to b is 88%, reasonably close to the 72% increase, expected from the difference in unit cell volume between Cu and CuO. A similar analysis of 88 particles in the same area shows an average volume increase of 82% (Figure S2). The single image series in Figure 4 reveals the transformation of the nanoparticle during the reduction−oxidation−reduction cycle. Whereas the Cu nanocrystal and a ZnO nanocrystal apparently transforms reversibly, some smaller ZnO nanocrystals disappear and a single ZnO nanocrystal emerges on the left side of the particle. Because of the narrow size distribution of the nanoparticles and a presumably low spread of their composition, the observations in Figure 4 are likely to be representative for the deposited nanoparticles. Furthermore, the XPS data (Figure 4e) shows a slight decrease in the Cu:Zn ratio as repeated cycles are performed. This decrease in the Cu:Zn ratio for repeated cycles can be explained by migration of Cu between individual Cu/ZnO nanoparticles and is known to be a possible mechanism for Cu sintering in methanol synthesis catalysts.38 In the present study sintering was observed during the reduction/oxidation cycle of the TEM sample (Figure S2). Coarsening of Cu particles lowers the Cu surface area of the sample, thus effectively also lowering the Cu:Zn ratio.

Reduction of Cu in Different Environments. Although the XPS and TEM experiments agree qualitatively, they differ by the gas pressure. To address this pressure gap, oxidized Cu−Zn nanoparticles are exposed to H2 at different pressures and characterized by XPS. Prior to the reduction, the nanoparticles were oxidized by 200 mbar O2. The temperature required for reduction is presumably determined by either diffusion-limitations in the nanoparticles or limitations due to hydrogen dissociation. Thus, it is expected that the reduction temperature is lower at higher pressures because of the increased chemical potential of H2. Figure 5 shows the Cu:Zn composition obtained from the Cu 2p and Zn 2p line intensities as a function of increasing temperature in different pressures of hydrogen. At 1 mbar the Cu/(Cu + Zn) ratio drops when the temperature reaches 250 °C. This is the same conditions needed to fully reduce the Cu (Figure 2). The same behavior, although at lower temperature, is observed for 200 mbar H2, 900 mbar H2, and atomic hydrogen at a pressure of 10−8 mbar H2. In the latter case, the ratio changes at 125 °C. At 5 mbar H2 the Cu/(Cu + Zn) ratio drops when the temperature reaches 175 °C.

The expansion from Figure 4a to b is 88%, reasonably close to the 72% increase, expected from the difference in unit cell volume between Cu and CuO. A similar analysis of 88 particles in the same area shows an average volume increase of 82% (Figure S2).

The single image series in Figure 4 reveals the transformation of the nanoparticle during the reduction−oxidation−reduction cycle. Whereas the Cu nanocrystal and a ZnO nanocrystal apparently transforms reversibly, some smaller ZnO nanocrystals disappear and a single ZnO nanocrystal emerges on the left side of the particle. Because of the narrow size distribution of the nanoparticles and a presumably low spread of their composition, the observations in Figure 4 are likely to be representative for the deposited nanoparticles. Furthermore, the XPS data (Figure 4e) shows a slight decrease in the Cu:Zn ratio as repeated cycles are performed. This decrease in the Cu:Zn ratio for repeated cycles can be explained by migration of Cu between individual Cu/ZnO nanoparticles and is known to be a possible mechanism for Cu sintering in methanol synthesis catalysts.38 In the present study sintering was observed during the reduction/oxidation cycle of the TEM sample (Figure S2). Coarsening of Cu particles lowers the Cu surface area of the sample, thus effectively also lowering the Cu:Zn ratio.
function of reduction temperature for five different reducing conditions.

First, the reduction of oxidized CuZn nanoparticles is addressed in 1 mbar H₂. Figure 5 shows that the Cu:Zn ratio has a transition at 250 °C, which is the same temperature required to fully reduce CuO to Cu (see Figure 2). A similar sudden change in Cu:Zn ratio has been reported by Behrens et al. based on synchrotron XPS. However, in their study the temperature for the transition occurs at a lower temperature and H₂ pressure (175 °C, 0.25 mbar). This will be further discussed below. The discrepancy in reduction temperature between the 1 mbar XPS (250 °C) and 1 mbar TEM (300 °C) in our experiments is attributed to an expected lower temperature away from the TEM Cu grid upon which the temperature is measured. The temperature at the nanoparticle site for our XPS and TEM investigations is therefore assumed similar.

Next, in 5 mbar H₂ the transition occurs at 200 °C, lower than the 250 °C required for reduction in 1 mbar H₂, indicating that reduction is hindered by the reductive potential of the H₂ gas. This tendency is followed upon reduction of the oxidized CuZn nanoparticles in 200 mbar H₂ for which the Cu:Zn transition occurs already at 125 °C. In all cases the transition coincides with CuO reduction to Cu.

Finally, at 900 mbar reducing conditions, the curve shape is slightly different but the transition to lower Cu content is below or similar to the 200 mbar experiment at 125 °C. This may indicate that for temperatures lower than 125 °C, oxygen diffusion from bulk to the surface in the CuO nanoparticle is kinetically hindered.

Another way of increasing the chemical potential for reduction is predissociation of H₂. The atomic hydrogen can be formed at UHV compatible pressures by ionization in a dedicated gas doser. Figure 5 shows that the predissociation is a very effective way of increasing the chemical potential of H₂ because the oxide-metal transition is observed at temperatures around 125 °C (see Figure S3 for detailed XPS data), similar to the 200 mbar H₂ conditions.

In the in situ TEM experiments, the reducing temperature of 300 °C was needed to fully reduce CuO in 1 mbar H₂ (as determined by inspection of high-resolution TEM images). This finding indicates that atomic hydrogen is not produced by the electron beam in significant amounts in the present experiments and suggests, in turn, that the variation in the degree of reduction across the TEM grid is rather due to temperature variations. Furthermore, the effect of the beam on creating atomic hydrogen might explain the temperature discrepancy with the results obtained on synchrotron XPS.

Reduction of ZnO. To address the chemical state of zinc resulting from the reduction treatment, the Zn L₃M₄,5M₄,5 Auger line is considered in the following. Figure 6 evidently shows that the Zn in the as-deposited CuZn nanoparticles is metallic as the particles are deposited on the TiO₂ substrate. After oxidation in 200 mbar O₂ at 200 °C, based on the comparison to literature, Zn is present as ZnO as shown in Figure 6. Using these as-deposited and fully oxidized spectra as reference spectra for metallic and oxidized Zn, a linear combination can be fitted to the Zn L₃M₄,5M₄,5 Auger lines obtained after reduction in 1 mbar H₂ at different temperatures to determine the relative abundance of those species. At 250 °C, the Zn Auger line can best be fitted including a Zn-component resulting in the shoulder at 495 eV binding energy (991.6 eV kinetic energy). This indicates that ZnO is partially reduced at this temperature. The presence of reduced Zn after low temperature reduction in H₂ has previously been reported for a commercial catalyst. Moreover, it is observed that the Zn L₃M₄,5M₄,5 line shifts toward higher binding energies as the reduction temperature is increased. This effect may be related to charging effects in the TiO₂ substrate which is more pronounced at higher reductive potentials. The separation between the ZnO and the Zn peak is kept fixed while performing the fitting routine.

The presence of reduced ZnO is observed at the same temperature needed to reduce CuO. The concurrent reduction for CuO and ZnO is also observed for reduction in 5 mbar H₂, 200 mbar H₂, 900 mbar H₂, and in atomic hydrogen (see Figure S4 for the atomic hydrogen experiment). It is well-known that H₂ dissociates on Cu. As ZnO is present at the surface of the nanoparticle during reduction of CuO (Figure 4), it is possible that ZnO reduction proceeds via spillover of dissociated hydrogen to sites at the ZnO surface from the reduced Cu. Thus, it is likely that dissociated hydrogen can reduce ZnO to Zn at the interface between Cu and ZnO. The experiment shows that even at low pressures of hydrogen it is possible to reduce ZnO to Zn, coinciding with previous experiments made on a commercial catalyst. However, a more pronounced Zn signal is observed in our experiments. We attribute this to the lower amount of ZnO in our model system compared to the commercial catalyst system, which increases the sensitivity for detection of metallic Zn. This stresses the advantage of using simplified model systems to investigate such complex systems.
In order to address metal-support interactions in heterogeneous catalysis, a novel model approach is presented. It is demonstrated that size and composition selection of nanoparticles allows for generating a uniform ensemble of bimetallic nanoparticles and for combining spatial averaging and local techniques to probe gas-dependent dynamics in the nanoparticles. Specifically, the method is used to study the complex Cu-ZnO system representing the active part of industrial methanol synthesis catalysts. The as-prepared Cu-Zn particles were exposed to oxidizing and reducing atmospheres. By combining ex situ XPS and in situ TEM, it is observed that upon repeated oxidation-reduction cycles, the CuO tends to encapsulate and decapsulate the ZnO in a reversibly manner. Furthermore, the present findings reveal that the hydrogen reduction is sufficient to cause a reduction of the ZnO leaving metallic Zn in the surface. The metallic zinc is only observed as the copper is in the metallic states. On the basis of this, a spillover mechanism for the reduction of Zn has been proposed.

Materials and Methods

Ultra High Vacuum Setup. The cluster synthesis, spectroscopy experiments, and high pressure treatments were conducted in a home build multipurpose UHV chamber equipped with a base pressure in the range 2 × 10−9 mbar oxygen pressure range and capable of performing XPS measurements. Furthermore, it is possible to treat samples in a HPC connected to the chamber. Finally, the UHV setup is in connection with a cluster source capable of producing metallic nanoparticles with a narrow size distribution in the range 3–10 nm, described elsewhere.33,44,45 All transfers between different parts of the chamber are in UHV.

For this study, metallic CuZn nanoparticles are deposited on a TiO2 (110) rutile single crystal. The nanoparticles are produced by a cluster source developed by Mantis Deposition Ltd. The mass filter of the cluster source was adjusted to select particles with a diameter of 9 nm. Baseline studies on the same cluster source, operated under similar conditions, the standard deviation of the size distribution of the nanoparticles is expected to be 2 nm.45 The CuZn clusters are sputtered off a metal target with Cu/Zn composition of 90:10. The metal clusters are condensed in a cooled gas-aggregation zone and mass filtered by a quadrupole. After deposition of CuZn nanoparticles on the TiO2 (110) substrate the nanoparticles were investigated by XPS. The Cu 2p1/2 and Zn 2p1/2 XPS lines reveal a 76:24 atomic composition in the surface region probed by the Al Kα X-rays (1486.6 eV). Comparison of the Cu(L3VV) and Zn(L3M4,5M4,5) lines to literature confirms that the produced nanoparticles are metallic.34,40,41 In order to bring the CuZn nanoparticles in a state similar to the commercial methanol catalyst, the sample is oxidized at 200 °C in 200 mbar O2 for 1 h in the HPC by a molybdenum furnace substrate heater. The Cu Auger and Zn Auger lines confirm that the probed region of the nanoparticle becomes fully oxidized. The ratio between the amount of Cu and Zn is determined by integrating the 2p1/2 lines from each element, taking sensitivity factors into account. After phase separation of Cu and Zn, i.e., oxidation, two different set of experiments are performed: (1) a repeated cycle of reduction and oxidation at 200 °C and 200 mbar H2 and O2, respectively. The sample is exposed to the gas for 1 h. Between each gas treatment the sample is investigated by XPS. (2) A cumulative reduction of the CuZn in 1 mbar H2 at increasing temperatures, starting at 200 °C and ending at 250 °C, in steps of 25 °C. Each step was held for 1 h. XPS analysis of the sample is performed after each temperature step. The stepwise reduction experiment has also been conducted in 5 mbar H2, 200 mbar H2, 900 mbar H2, and in the presence of atomic hydrogen. The atomic hydrogen was produced by a hot filament with an emission current of 10 mA pointing in the direction of the sample in a background pressure of 1 × 10−6 mbar H2. In all XPS experiments, the presence of contaminants such as carbon has been checked for. In none of the experiments a peak at the C 1s relevant binding energy could be detected. A typical overview scan is presented in Figure S5. A Shirley background is applied to the XPS data during data treatment. Error bars are calculated by performing fits with 25 randomly chosen Shirley backgrounds. Presented data with no apparent error bar have errors smaller than the marker indicating the point.

In situ TEM. In situ TEM was performed using a FEI Titan 80–300 environmental transmission electron microscope operated with primary electron energy of 300 keV.46 Prior to the experiment, the image aberration corrector was tuned using a Au/C cross-grating (Ager S106) and the spherical aberration coefficient was set in the range of −10 to −20 μm.

Samples for in situ TEM were prepared by depositing CuZn alloy particles directly onto a lacey carbon film supported on a Cu TEM grid. Nanoparticles with a diameter of 6.5 nm were selected by tuning the filter of the cluster source. Based on TEM investigations this resulted in an average projected diameter of 7.7 ± 1 nm (Figure S1). The difference between the mass filter setting and the TEM measurement is ascribed to particle wetting on the support and possible surface oxidation of the CuZn particles, both effects will increase the projected diameter. The cluster deposition was carried out under UHV conditions, and subsequently the sample was transferred in air to either a glovebox (the levels of oxygen and moisture were below 0.1 ppm and 1 ppm, respectively) or directly into the electron microscope. The air exposure amounted to maximum 30 min.

For the in situ experiments, a TEM grid was placed in a Gatan furnace type heating holder (model 628). The sample was exposed to 1 mbar O2 (Air Liquide, nominal purity N4.5) or 1 mbar H2 (CK gas, nominal purity N6.0). The TEM is conducted using low electron dose-rate and low electron dose conditions in order to suppress beam excitations and atom displacements in the gas-sample system and to ensure structures and processes inherent to the nanoparticle catalysts are detected.46,47 The low electron doses compromise the image signal-to-noise ratio, and so, to detect features in the specimens at high resolution, signal enhancement is pursued in two steps. First, the projection system and charged-coupled device camera (Gatan US1000) was operated with an effective pixel size of 0.063 nm, which is sufficient for resolving the Cu (111) and (200) lattice spacing of 0.21 and 0.18 nm, respectively. Second, frame-averaging is pursued by acquisition of 20 consecutive frames (each with a CCD exposure time of 1 s), postalignment of the frames using cross-correlation in a Matlab script and, finally, summation of the aligned frames into the final image. All displayed images represent such a frame-average. Specifically, the TEM frames were acquired at an electron dose rate of 300 e−/Å2 s and an estimated total dose of 90 000 e−/Å2 (ca. 5 min exposure) of a given sample area. Figure 4a–d represents images acquired of that particular particle with an accumulated electron dose of approximately 2.7
× 10^5, 7.2 × 10^5, 8.1 × 10^5, and 9.0 × 10^5 e−/Å². These imaging conditions were sufficiently low to avoid beam-induced artifacts as the comparison with the pressure-dependent XPS reduction data shows (Figure 5). Several particles were imaged under reducing conditions, and the overall configuration of the reduced particle shown in Figure 3 (reduced Cu decorated with ZnO) is representative of the particles seen with in situ TEM in reducing atmosphere. Only the particle shown in Figure 4 was imaged with high magnification under both reducing and oxidizing conditions. 88 particles in the same area were imaged as the comparison with the pressure-dependent XPS reduction conditions were sufficiently low to avoid beam-induced artifacts (Figure S2).

Domains of crystalline Cu, CuO, Cu$_2$O, and ZnO were identified in high-resolution TEM images using for each phase the unique lattice spacings as described in Table 1. Annular dark field images.
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*Crystal structures from ICSD 49.

masks in the FFT included a region of ±1/0.015 Å⁻¹ centered on the corresponding lattice vector. Masking of the FFT employed an edge smoothing. The edge smoothing used a circular averaging filter with a size of 3 pixels. Color coding was implemented in a Matlab script.
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ABSTRACT: The understanding of processes leading to the formation of nanometer-sized particles is important for tailoring of their size, shape and location. The growth mechanisms and kinetics of nanoparticles from solid precursors are, however, often poorly described. Here we examine the formation of copper nanoparticles on a silica support during the reduction of copper phyllosilicate by H₂ by means of transmission electron microscopy (TEM). Specifically, time-lapsed TEM image series acquired of the material during the reduction provide a direct visualization of the growth dynamics of an ensemble of individual nanoparticles and enable a quantitative evaluation of the nucleation and growth of the nanoparticles. This quantitative information is compared with kinetic models and found to be best described by a nucleation-and-growth scenario involving autocatalytic reduction of the copper phyllosilicate followed by diffusion-limited or reaction-limited growth of the copper nanoparticles. In this way, in situ observations made by electron microscopy provide mechanistic and kinetic insights into the formation of metallic nanoparticles, essential for the rational design of nano-materials.

INTRODUCTION

Nanometer-sized particles provide electronic, optical and catalytic properties that strongly depend on their size, shape and spatial arrangement. The synthesis of nanoparticles with predefined structural characteristics has therefore become an important research theme. Synthesis procedures include the aggregation of atomic species to form colloidal nanoparticles in liquid and the transformation of solid precursors by gas phase treatments to form supported nanoparticles.¹ In the latter case, precursors often consist of a metal salt impregnated on a support or of a co-precipitate of the metal oxide and support material. This approach is particularly beneficial for preparing nanoparticles at large scales for e.g. industrial catalytic processes.¹²,³ Although the significant efforts devoted to optimize procedures for transforming solid precursors into supported nanoparticles, a fundamental understanding of the particle growth mechanisms and their relation with the growth kinetics is often limited.² As growth processes involve atom exchange at or across solid surfaces, observations made in situ at high-spatial resolution would be beneficial for elucidating nanoparticle growth mechanisms.

In recent years, transmission electron microscopy (TEM) has become a powerful tool for visualizing nanoparticles at atomic-resolution.¹ Studies of nanoparticles during exposure to gas or liquid environments are, however, hampered by the small mean free path of the electron beam in dense media. The introduction of differentially pumped vacuum systems and closed electron-transparent cells provides a means to confine gas or liquid phases to the vicinity of the sample in the transmission electron microscope.⁴ Hereby, TEM can be used to monitor nanoparticles in reactive environments by the acquisition of time-lapsed image series. This approach has resulted in new insights into the dynamical formation of nanoparticles in the liquid phase,² and, by gas phase treatment of impregnated support materials, in the solid phase.⁴ However, the way in which nanoparticles grow in the solid phase by gas phase treatment of co-precipitated precursors has not been addressed so far although the homogeneity of these materials offers the possibility to obtain mechanistic and kinetic information that can be translated to large scale material synthesis.

Here we use TEM to examine the growth of an ensemble of Cu nanoparticles on SiO₂, which results in a material that catalyzes the hydrogenation of carbon-oxygen...
bonds. The nanoparticles and the silica support are formed in the electron microscope by reduction in H₂ of copper phyllosilicate, which is a precipitated solid precursor that consists of plates with a homogeneous distribution of Cu⁺. To ensure that the TEM observations reflect processes inherent to the reduction treatment, the impact of the electron beam on the process was characterized and a beam-insensitive imaging scheme developed. By employing this optimized imaging scheme, time-resolved TEM images were acquired during the formation of the copper nanoparticles which enabled the extraction of quantitative information about the nucleation and growth of individual copper nanoparticles. This dynamic information is compared to predictions made by kinetic models which allowed deriving a mechanism for the nanoparticle formation.

**EXPERIMENTAL SECTION**

**Synthesis of copper phyllosilicate**

Copper phyllosilicate can be synthesized by deposition precipitation of copper nitrate using ammonia evaporation, urea hydrolysis, or by using selective adsorption of [Cu(NH₃)⁴]⁴⁺ on SiO₂. However, both deposition-precipitation and selective adsorption often lead to heterogeneous materials comprising unreacted silica, copper phyllosilicate, and other copper species like copper(II) oxide. To obtain only the copper phyllosilicate phase for our material, the homogeneous deposition-precipitation procedure of van der Graaf and coworkers was followed by a hydrothermal treatment.

Specifically, a mass of 20.1 g LUDOX-AS 30 (Sigma-Aldrich), 1.1 g Cu(NO₃)₂·3H₂O (Acros Organics, 99% for analysis) and 12.1 g Urea (Acros Organics, 99.5% for analysis) were added to 17 L of demineralized water in a 2 L reaction vessel. The pH was adjusted to 2-3 with a few drops of HNO₃ (Merck, 65% for analysis) to prevent premature hydrolysis of copper nitrate. The suspension was then heated to 90 °C in 1 h under stirring. At 90 °C, hydrolysis of urea led to an increase in pH resulting in the precipitation of Cu₄(NO₃)₆(OH)₄ and the formation of the [Cu(OH)₂(H₂O)]₄ complex in solution. The well-stirred suspension was kept at 90 °C for 7 days to allow recrystallization of precipitated copper and silica, which resulted in the formation of copper phyllosilicate. The precipitate was obtained by hot filtration of the suspension. Thereafter, the precipitate was washed three times at room temperature with demineralized water, filtered and dried overnight at 60 °C. The yield was about 10 g, which is close to the intended dry copper phyllosilicate weight. A relatively high copper to silicon atomic ratio of 0.66 was chosen, corresponding to 41 wt% copper in the final Cu/SiO₂ material. Lower copper loadings resulted in partly unreacted silica and a copper loading above 45 wt% resulted in the presence of copper oxide particles.

**Reduction in a plug-flow reactor**

A mass of 0.3 g of the as-prepared copper phyllosilicate was reduced in a plug-flow reactor (diameter 1 cm) at 250 °C (heating rate 2 °C/min) in a flow of 30 mL/min of 20% H₂ in Ar for 2½ h. After the reduction treatment, the reduced sample was passivated for 15 min at room temperature by slowly exposing the sample to a diluted air/N₂ flow by creating a small leak in the flow supply system. The sample was stored in a glove box containing an argon atmosphere.

**Characterization**

X-ray diffraction was performed with a Bruker-Nonius D8 Advance X-ray diffractometer using Co-Kα₂ (λ = 179026 Å) radiation. For the reduced sample, the specimen holder was loaded in the glovebox and subsequently sealed to prevent exposure to air. Diffractions of the material before and after reduction were obtained at room temperature from 20° to 70° (2θ). N₂ physisorption measurements were performed at -196 °C, using a Micromeritics Tristar 3000 apparatus. The BET method was used to calculate the specific surface area. Energy dispersive X-ray (EDX) spectroscopy was performed using a Tecnai 20FE (FEI) electron microscope equipped with a field emission gun and with an EDAX Super Ultra Thin Window EDX detector. The as-prepared copper phyllosilicate was dispersed on a carbon coated Ni TEM grid (Agar 162 200 Mesh Ni) and this sample was introduced into the microscope using a low-background sample holder (Philips) with a 0.1 mm thick Be specimen support film and a Be ring to clamp the grid. EDX spectra were acquired of 22 regions of the sample using an electron beam diameter of 100 to 500 nm and of 6 regions by scanning a 0.3 - 12 nm wide electron beam along a line of 100 to 500 nm in length. The EDX spectra were quantified using the Tecnai Imaging and Analysis (TIA) software by using a detector correction of 0.977 and 0.997 and a k-factor of 1000 and 1757 for Si and Cu, respectively, on the integrated intensities of the Si-K and Cu-K signal. Temperature programmed reduction (TPR) was performed using an Autochem II ASAP 2010 from micromeritics. The H₂ concentration during the experiment was measured with a thermal conductivity detector. About 0.05 g copper phyllosilicate was placed on top of a quartz wool bed in a glass reactor tube. The sample was heated to 500 °C (5 °C/min) under a flow of 5% H₂/Ar. Thermal gravimetric analysis (TGA) was performed with a Perkin-Elmer Pyris 1 apparatus. About 2.5 mg of copper phyllosilicate was heated to 500 °C under a flow of 2.5 mL/min 5% H₂/Ar.

**Transmission electron microscopy**

In situ observations by TEM were made using an image-aberration corrected Titan 80–300 ETEM (FEI Company). The microscope was operated at a primary electron energy of 300 keV. Prior to the experiment, the image-aberration corrector was tuned using a cross-grating (Agar SD6) and the spherical aberration coefficient was set in the range of -10 to -20 μm. All quoted electron dose-rates were measured using the microscope’s fluorescent screen. TEM grids were placed in a heating holder (Gatan model 628) for introduction into the electron microscope. TEM images were acquired with a bottom-mounted 2k x 2k charged-coupled device (CCD) camera (Gatan USBD00) and with the projection system set to an effective CCD pixel size between 0.37 and 0.56 nm.
The reduced Cu/SiO$_2$ was used as reference. A sample was prepared by grinding the powder and dispersing it on a stainless steel grid. The sample was re-reduced in 1 mbar H$_2$ at 250 °C (heating rate 30 °C/min) for 45 min. Under these conditions, TEM images of the sample were acquired using an electron dose-rate of 10 e$^-$/Å$^2$s.

The as-prepared copper phyllosilicate was studied in three types of experiments in the electron microscope to address the effect of electron illumination and to establish conditions of negligible impact of the electron beam on the formation of copper particles. Specifically, experiment E1 addresses the effect of thermal reduction in H$_2$ without any electron beam illumination, experiment E2 addresses the effect of illuminating the sample in vacuum prior to a reduction treatment, and experiment E3 addresses the effect of the electron beam in H$_2$ with no thermally induced particle growth.

For the experiments E1-E3, samples of as-prepared copper phyllosilicate were prepared by grinding and dispersing the powder on stainless steel grids. Firstly, in experiment E1 separate samples were exposed to 1 mbar H$_2$ at 150 °C (4h), 200 °C (½ h), 250 °C (3h) and 280 °C (1¼ h) and subsequently imaged at the respective conditions or at base vacuum (19 • 10$^{-6}$ mbar) at room temperature. Secondly, in experiment E2, one sample was kept at base vacuum (2.3 • 10$^{-5}$ mbar) at room temperature and five distinct regions of copper phyllosilicate were illuminated at electron dose-rates of 1, 5, 10, 20 and 100 e$^-$/Å$^2$s for a total of ca. 2 min. Subsequently, the sample was exposed to 1 mbar H$_2$, heated at 30 °C/min to 290 °C and held at that temperature for 75 min before it was heated further at 30 °C/min to 330 °C at which it was held for 30 min. Afterwards, the sample was cooled to room temperature in H$_2$ and the microscope was evacuated. Finally, the five areas were imaged in vacuum with a dose-rate of 20 e$^-$/Å$^2$s. In addition, ten previously unilluminated regions were imaged as reference locations. Thirdly, in experiment E3, one sample was exposed to 1 mbar H$_2$ at 150 °C. Five distinct copper phyllosilicate regions were continuously illuminated at an electron dose-rate of 1, 5, 10, 20 or 100 e$^-$/Å$^2$s, respectively, for 20 min while time-resolved series of TEM images were recorded. After the acquisition of these series, several distinct and previously unilluminated regions were located at 150 °C at base vacuum (14 • 10$^{-6}$ mbar) and TEM images were acquired at an electron dose-rate of 10 e$^-$/Å$^2$s.

The information obtained from experiments E1-E3 enables an experimental procedure for the beam-insensitive experiments to be established (Figure 1). For these experiments, two samples were prepared by grinding and dispersing the as-prepared copper phyllosilicate on gold grids. In the microscope, the samples were exposed to 1 mbar H$_2$ and heated at 30 °C/min to 200 °C. At these conditions, regions of interest were identified with an electron dose-rate of 0.05 e$^-$/Å$^2$s and maximum illumination time of one minute per region. This short illumination prior to reduction had no detectable effect on the reduction process, as will be consistently shown in the Results & Discussion section. After 20 min, thermal drift of the heating holder subsided and the samples were further heated to 280 °C (heating rate 30 °C/min). At those conditions, time-lapsed TEM images were recorded with an electron dose-rate of 1 e$^-$/Å$^2$s. Specifically, by operating the projection system corresponding to a CCD camera pixel size of 0.56 nm and a CCD illumination time of 1 s, the electron beam penetrating only the gas phase creates on average about 32 electrons per pixel with a standard deviation of about 8 electrons, resulting in a signal-to-noise ratio (SNR) of 4. Due to this low SNR, particles were only distinguishable in the present phyllosilicate materials at diameters larger than ca. 3.4 nm (6 pixels). In comparison the sample reduced in the plug-flow reactor was examined by TEM at illumination conditions with a corresponding SNR of about 25. It was shown that the particle size distribution for this sample is similar to the final distribution obtained in the electron microscope with a SNR of about 20 and that the lower cutoff particle size was 3 nm. Hence, the illumination conditions employed during the reduction process were sufficient to monitor the growth of all the particles.

Figure 1. Procedure for TEM image acquisition during H$_2$ reduction of the copper phyllosilicate. (A) Temporal profiles of temperature and H$_2$ pressure in the experiment. Time t = 0 min corresponds to the time at which the temperature reaches 280 °C. (B) Scheme for electron illumination. The electron dose-rate: 0.05 e$^-$/Å$^2$s (before reduction (I)), 1 e$^-$/Å$^2$s (during reduction (II)) and 5 e$^-$/Å$^2$s (after reduction (III)). During reduction, region 1 (red) was continuously illuminated and Region 2 (green) and Region 3 (blue) were intermittently illuminated at time intervals of ca. 2 min and 6 min, respectively. After reduction, TEM images were acquired of regions 1-3 and at previously unilluminated regions (purple).

The time-lapsed images were acquired as outlined in the scheme in Figure 1. In one experiment, one region (Region 1) was continuously illuminated and images acquired with a CCD illumination time of 1 s and a frame rate of 1 per 5 s. In a second experiment, two distinct regions (Region 2 and Region 3), outside of each other’s illuminated areas, were illuminated at intervals of ca. 2 and 6 min, respectively. The illumination persisted for approximately 45 seconds, for locating and focusing the sample region and subsequent image acquisition (2 s CCD.
illumination, see Figure 1B for the exact times each region was illuminated). In the intervening periods between successive electron illuminations, the electron beam was blanked off or moved to the other location. With this illumination scheme, the accumulated electron dose for Region 1, 2 and 3 was 1735, 620 and 230 e/Å², respectively. After 30 min at 1 mbar H₂ at 280 °C the sample was cooled to room temperature and the microscope was evacuated to its base vacuum (19 • 10⁻⁶ mbar). Under those conditions, TEM images were acquired of Region 1-3 as well as reference areas on the two samples at 5 e/(Å²’s), which did not lead to any detectable changes to the sample.

**Image analysis**

The time-resolved TEM image series provide information about the time for the first visual appearance of the copper particles and about the subsequent evolution of the copper particle size. For the different experiments, this information is evaluated by selecting 20 or 25 visually distinguishable particles in the last image of a time-series of images. The individual particles were tracked backwards in time in the earlier acquired images until the image of their first visual appearance. This tracking was possible because all of the particles remained immobile. In each image, the particle diameter (referred to as size) is determined by measuring the projected area manually with ImageJ and assuming a spherical particle shape. Particle size distributions (PSDs) were obtained to compare the size of the copper particles after the different experiments. PSDs can appear visually distinct while others can appear similar. To provide a quantitative assessment of the similarity of PSDs that considers the statistical significance of the limited number of particles in the distributions, the ANOVA method was used to determine the probability that two different PSDs had the same mean particle size. With this method, the PSDs were considered significantly different, if the probability was lower than 2.5% (p_{same mean size} < 0.025). To evaluate the progress of the particle formation, the size evolution of the particles should be combined with the evolution of the particle density. A simplistic measure, the “stage of particle evolution”, quantifies the size and density evolution in a combined way by considering at each time the average size of the same 20 or 25 copper particles, including the particle size of 0 nm for particles prior to their first appearance.

**RESULTS & DISCUSSION**

**Copper phyllosilicate**

The composition and structure of the as-prepared copper phyllosilicate was examined by several experimental techniques. X-ray diffraction shows that the as-prepared copper phyllosilicate mainly consisted of an amorphous phase (Figure 2A, blue), in agreement with earlier observations. Weak diffraction peaks reveal a minor crystalline phase corresponding to chrysocolla (Cu₅Si₄O₁₀(OH)₈·4H₂O), which is a form of copper phyllosilicate. Diffraction peaks characteristic for silica or other copper species were absent. The reaction between copper and silica was furthermore confirmed by the BET surface area, which increased from 100 m²/g for colloidal silica to 550 m²/g for the as-prepared copper phyllosilicate, in agreement with a previous report. Moreover, TEM images as in Figure 2B reveal that the material consisted of platelets with a width and thickness in the range of 5 to 20 nm and a length of up to 100 nm. The anisotropic morphology was confirmed by a N₂ physisorption profile that is typical for aggregates of platelets (Figure 2C). The TEM images did not show any particles with a spherical morphology as the original colloidal silica spheres and therefore also indicate a complete reaction with copper. The chemical composition across the as-prepared copper phyllosilicate was addressed by EDX. Spot analysis of more than 20 regions of 100-500 nm in diameter revealed a Cu/Si atomic ratio of 0.59 with a standard deviation of 0.09, and 6 EDX line-scans of 100-500 nm in length crossing several single platelets revealed a Cu/Si ratio between 0.50 and 0.75 for all points. Thus, the copper loading was very homogeneous throughout the as-prepared copper phyllosilicate with a composition of Cu/Si that agrees with the nominal ratio of 0.66.

![Figure 2. Characterization of the copper phyllosilicate.](image-url)

(A) X-ray diffractograms of the material before (blue) and after (red) reduction in the plug-flow reactor. The peak positions correspond to chrysocolla (+), silica (*) and metallic copper (o). (B) A TEM image of the as-prepared copper phyllosilicate. (C) N₂ physisorption of the as-prepared copper phyllosilicate (adsorption blue, desorption red). (D) TPR (blue) and TGA (red) of copper phyllosilicate in H₂/Ar flow.
Reduction of copper phyllosilicate

First, the reduction of copper phyllosilicate was addressed with TPR and TGA (Figure 2D). In TPR, the hydrogen consumption started at 220 °C, peaked at 255 °C and ceased above 270 °C. The amount of hydrogen consumed by this reduction was 140 cm$^3$ (STP)/g. The weight loss during the reduction up to 500 °C amounted to 13%, as determined by TGA. A minimum weight loss of 9% was expected based upon the loss of oxygen atoms acting as counter ions for the Cu$^{2+}$. The additional 6% is presumably due to crystal water in the copper phyllosilicate. Taking into account the weight loss during reduction, the amount of H$_2$ consumed corresponded to the reduction of 40 wt% Cu$^{2+}$ to Cu$^0$. Since the intended copper loading was ca. 41 wt%, it is concluded that copper phyllosilicate was fully reduced to metallic copper between 220 and 270 °C.$^{10,9}$ Consistently, XRD showed the presence of crystalline metallic Cu and silica after reduction at 250 °C in a plug-flow reactor with 20% H$_2$ in Ar for 2.5 hours (Figure 2A, red).

Next, the reduction was examined in the electron microscope by exposing the copper phyllosilicate to 1 mbar H$_2$ at different temperatures (experiment E1). Figure 3 shows TEM images of four different samples acquired after reduction for 4 hours at 150 °C (A), and for 30 minutes at 200 °C (B), 250 °C (C) and 280 °C (D). That is, the TEM images show sample regions that were unexposed to the electron beam prior to and during the reduction. Therefore, the images show the results of transformations of the copper phyllosilicate that were inherent to the reduction process in the electron microscope, excluding any electron-beam-induced changes. The copper phyllosilicate appeared unchanged after reduction at 150 and 200 °C, in line with TGA and TPR. After 30 minutes at 250 °C, nanoparticles were clearly visible and the average size of the nanoparticles was about 5 nm. Reducing the sample for up to 2 hours resulted in the appearance of more nanoparticles and a further growth of the nanoparticles to an average size of 8 nm (not shown in Figure 3). At the higher temperature of 280 °C, the nanoparticles developed with an average size of 8 nm already after half an hour of reduction (Fig 3D). Extending the reduction treatment to longer reduction times and increasing the temperature to 310 °C (75 min at 280 °C and 30 min at 310 °C) did not lead to any further changes. Thus, the copper phyllosilicate was fully reduced to Cu/SiO$_2$ within 30 minutes at 280 °C in the electron microscope. Subsequently, the reduction in the electron microscope was compared to the reduction in a plug-flow reactor. For the two instruments, Figure 4 shows TEM images of the copper phyllosilicate after reduction and corresponding particle size distributions. The distributions, average particle size and standard deviation are similar (Table S2). Therefore, the formation of copper nanoparticles during reduction by H$_2$ in the microscope was representative for the formation process in a standard plug-flow reactor. Moreover, the comparison demonstrates that the particle formation was insensitive to the different H$_2$ pressure and heating rate employed in the two instruments.
Figure 5. The effect of electron pre-illumination on the reduction of copper phyllosilicate (Experiment E2). (A) A TEM image of a reference region without pre-illumination and after reduction in 1 mbar H$_2$ for 75 min at 280 °C and subsequently for 30 min at 310 °C. The PSD is evaluated from TEM images of 10 different reference regions (without pre-illumination and after reduction). (B-F) TEM images of copper phyllosilicate regions, which were pre-illuminated by the electron beam in base vacuum ($2.3 \times 10^{-5}$ mbar) at room temperature and subsequently reduced in 1 mbar H$_2$ for 75 min at 280 °C and 30 min at 310 °C. The pre-illumination comprised electron dose-rates of 1, 5, 10, 20 and 100 e/Å²s, respectively, for 2 min. All TEM images were acquired at base vacuum (2.3 $\times$ 10$^{-5}$ mbar) at room temperature after reduction. The pre-illuminated regions enabled acquisition of 1-3 independent TEM images, which were used to evaluate the PSD. For each PSD, its number-averaged particle size and standard deviation are included.

Electron beam effects

For the in situ experiments, it is important to minimize the influence of the electron beam on the phenomena under investigation and to distinguish the thermally activated evolution of the sample from the electron beam-induced changes. In this case, careful examination is particularly important given the ionic complex structure and constituent light elements of the copper phyllosilicate. In fact, electron beam alterations may even occur under high vacuum conditions. It is therefore important to consider the electron beam illumination prior to as well as during the reduction treatment.

To address the impact of such pre-illumination, experiment E2 evaluates the reduction of copper phyllosilicate that was illuminated in vacuum at room temperature prior to the reduction. Specifically, five different regions were illuminated for 2 min. by electron dose-rates of 1, 5, 10, 20 and 100 e/Å²s, respectively. At these illumination conditions, the copper phyllosilicate remained visually unchanged at a dose-rate of 20 e/Å²s (Figure S1). The pre-illuminated sample was subsequently reduced in the microscope without electron illumination during reduction. After the reduction treatment, TEM images were acquired of reference sample regions, which had not been pre-illuminated, and of the five pre-illuminated regions. Figure 5 shows a TEM image representative of the reference regions, the particle size distribution (PSD) corresponding to the reference regions, and TEM images of the pre-illuminated regions with their corresponding PSDs. Compared to reference regions (Figure 5A), the PSDs tend to broaden toward larger sizes and the average copper nanoparticle size increases for the pre-illuminated regions (Figure 5B-F). Specifically, a significant number of nanoparticles larger than 14 nm formed after pre-illumination by the highest electron dose-rate of 100 e/Å²s (Figure 5F). Even for pre-illumination with the lowest dose-rate of 1 e/Å²s, the PSD differs with statistical significance (p(same mean size) = 2.7 × 10$^{-5}$, Table S3) from the PSD of the
reference regions, even though the PSDs may appear close to identical. Thus, these experiments show that although the copper phyllosilicate remained visually unchanged after electron pre-illumination, the pre-illumination had a significant effect on the evolution of the copper particle sizes upon subsequent reduction. It is therefore important to log and control the electron illumination prior to and during reduction by H₂. In the actual growth experiments, suitable sample areas were identified prior to reduction by employing a pre-illumination in 1 mbar H₂ at 200 °C, using a yet lower electron dose-rate of 0.05 e⁻/Å²/s. At this dose-rate, the image signal-to-noise ratio was just sufficient to localize regions of interest and the pre-illumination did not change the final PSD, as will be demonstrated by comparison to non-illuminated regions.

Next, the interaction of the electron beam with the combined gas-sample system is addressed in experiment E3. Specifically, different areas of copper phyllosilicate were illuminated continuously by electrons at rates of 1, 5, 10, 20 and 100 e⁻/Å²/s, respectively, in 1 mbar H₂ at 150 °C. This temperature is sufficiently low to suppress particle growth due to reduction by H₂ (Figure 3A). After 7 min of continuous illumination, TEM images reveal that particles had formed for all electron dose-rates. The particle density was significantly lower for the dose-rate of 1 e⁻/Å²/s than for higher dose-rates (Figure 6A-F). Extending the illumination at 1 e⁻/Å²/s up to 20 min led to an increased particle density, which by visual inspection appears to be similar to the particle density in regions illuminated for 7 min at higher dose-rates (Figure 6 and S2). Moreover, visual inspection of Figure 6D, F and S3 indicates that the particle density is significantly lower in the absence of H₂ at 150 °C after similar electron illumination. The particle formation is thus not directly induced by the electron beam interaction with the sample but indirectly via the electron beam interaction with H₂, presumably via predissociation of H₂ to form more reactive H atoms. The stage of particle evolution was assessed quantitatively by simplistically convoluting the apparent particle density and the size of 20 or 25 particles over time (see Image analysis section). For regions illuminated at 5 e⁻/Å²/s or higher, the majority of particles nucleated and grew larger than 5 nm within the first 10 minutes of reduction. Figure 6G shows that the stage of particle evolution developed similarly for these regions independent of applied electron dose-rate. In contrast, at an electron dose-rate of 1 e⁻/Å²/s, the particle evolution was significantly slower and 15 minutes passed before the majority of nanoparticles had nucleated and grown larger than 5 nm. Thus, lowering the electron dose-rate and illumination time as much as possible is crucial to minimize the contribution from electron-induced reduction by H₂. In the present beam-insensitive experiments an electron dose-rate of 1 e⁻/Å²/s was used and illumination times were limited to ensure that the formation of particles was dominated by the thermal reduction by H₂. This was demonstrated by comparing the particle formation in one region continuously illuminated to the formation in several regions illuminated intermittently during the reduction process.
Monitoring nanoparticle formation by TEM

Guided by the investigation of the temperature and the electron beam-induced changes, the measurement scheme in Figure 1 was followed in monitoring the formation of copper nanoparticles. This scheme excludes electron illumination of the sample in the microscope’s base vacuum prior to the reduction process, uses a low electron dose-rate, limits the total illumination time by conducting reduction at 280 °C which increases the reaction rate, and acquires time-lapsed TEM image series at different intervals to fragmentize the effect of the accumulated electron dose. Two separate experiments were conducted to monitor the formation of copper nanoparticles in three distinct regions. In the first experiment, Region 1 was continuously illuminated during reduction. In the second experiment, Region 2 and Region 3 were intermittently illuminated with different time intervals (~2 and ~6 minutes) to address the effect of electron dose accumulation on the growth of copper nanoparticles. At the timed instants (Figure 1), TEM images were recorded enabling time-lapsed image series of the three regions during the reduction process. When such image series are played back as a movie, a vivid impression of the growth scenario is obtained. The movie of Region 1 is provided as supplementary information (Movie S1). Figure 7 shows selected TEM images from the time-lapsed series of all three regions. After the reduction treatment, the sample was cooled to room temperature and the electron microscope evacuated to reestablish a base vacuum of $1 \times 10^{-6}$ mbar. Under these conditions, TEM images were acquired of the three regions and of reference regions, which had not previously been illuminated by the electron beam.

The TEM images in Figure 7 reveal that the first appearance of copper nanoparticles occurred within the first few minutes at the reduction conditions. Due to the finite image SNR and resolution, it is possible that the particles had nucleated at earlier times and subsequently had grown beyond the size of 3 nm which is detectable in the TEM images. That is, the particle size at the first observation by TEM is likely larger than the critical size associated with the copper nanoparticle formation. Once formed, the nanoparticles remained immobile. This finding suggests that the continued growth (Figure 7) cannot be a result of particle migration and coalescence under the present conditions. Instead, the observations suggest that the nanoparticles grew by the attachment of smaller copper species, which are formed during the reduction treatment and which are sufficiently mobile to reach a nanoparticle. As the copper nanoparticles appear to have formed homogeneously across the precursor material, this
mobility was probably limited to diffusion distances on the order of the final spacing between the nanoparticles, which is roughly 10 nm. Moreover, a close-up inspection of particles near the precursor agglomerate edge did not indicate any marked preference for specific nucleation sites. Thus, these observations suggest that the copper nanoparticles tended to nucleate homogeneously and grew by attachment of copper species from their vicinity.

To develop a kinetic description of these dynamic observations, the role of the actual electron illumination, which is shown in Figure 1, is addressed. This assessment is done by comparison of the particle evolution and final PSD of the three regions (Region 1, 2 and 3) to each other and by comparison of the final PSDs of the three regions to the PSD of reference regions (Figure 7). The PSDs of the three regions (Region 1, 2 and 3) were visually similar and their deviations were within the statistical error (Poiseuille ratio > 0.025, Table S4). Thus the accumulated electron dose used in the present experiment did not affect the final nanoparticle size. The PSDs of the three regions (Region 1, 2 and 3) were visually similar and statistically similar to the reference regions, (Figure 7D) indicating that the applied pre-illumination scheme and dose-rate were also of inferior importance for the final nanoparticle size. Moreover, the stage of particle evolution was evaluated by tracking 25 visually distinguishable particles per region. Figure 8 shows the stage of particle evolution as a function of time for the three regions. Since only particles that were clearly visible throughout the experiment were measured, this analysis was biased towards larger particles resulting in a final average particle size close to 10 nm, instead of 5 nm (Figure 7). The progress of particle formation for the three regions (Region 1, 2 and 3) was close to identical, despite the different electron doses. Specifically, region 3 was imaged for the first time after 7 min at 1 mbar H₂ and 280 °C and the particle formation had progressed to the same extent as for Region 1 which had been continuously illuminated. This indicates that the electron illumination during reduction did not have a measurable influence on the evolution of the sample.

![Figure 8. The stage of copper particle evolution versus time for reduction of copper phyllosilicate in 1 mbar H₂ at 280 °C. The stage of particle evolution is obtained from the time-resolved TEM images of Region 1-3 (Figure 7).](image)

Kinetic models for the nanoparticle formation

The TEM observations made in situ of nanoparticle formation provide information about the time for the first observation of a nanoparticle and about its subsequent growth. This dynamic information is hereafter compared with two kinetic models that are consistent with the observed dynamic behavior of the nanoparticles. For both models, it is assumed that the reduction process starts as the temperature reached 280 °C, because particle formation did not occur below 250 °C in the experiments and because the heating rate is fast (30 °C/min) (Figure 3). Furthermore, variations in temperature over time or over different locations are considered negligible because the particle size evolved similarly in different areas (Figure 7, 8).

Nucleation-and-growth model

The first model considers the reduction of the phyllosilicate as a first order and irreversible reaction that feeds reduced mobile copper species to a reservoir, which leads to a classical nucleation-and-growth scenario (e.g. DeBenedetti, LaMer and Dinegar, see Supporting Information). That is, as the concentration of reduced species exceeds the saturation concentration, copper nuclei larger than a critical size are formed and subsequently grow by addition of diffusing reduced species. The concentration of these mobile reduced species is assumed to be uniform throughout the system, except for a diffusive boundary layer surrounding each particle (mean field approximation). As nucleation in this model is a statistical event, the model is consistent with a homogeneous distribution of nanoparticles. In the model, the size evolution of all particles was fitted with only two adjustable parameters, namely the kinetic constant of the reduction and the diffusion coefficient of the reduced species (see Supporting Information). The best fit of the model to the data in Figure 9 was obtained with a kinetic constant of 0.64 min⁻¹ and a diffusion coefficient of ~5 × 10⁻¹⁵ m²/s. With these parameters the model accounts reasonably for the observed nucleation times as well as for the growth of the nanoparticle size (See Figure 9, green lines and Figure S7).

However, the model has some implications that are physically improbable. Because nucleation does not occur until after a few minutes in the reduction treatment, a large fraction of the copper atoms must be present as mobile reduced copper species in the early phase (Figure S6). The peak amount of mobile reduced copper species exceeds 20% of all copper present, corresponding to a surface concentration of ~5 Cu atoms/nm² or about 100%
of a monolayer. Such a high surface concentration is physically unrealistic. Another inconsistency of the model results from the mean-field approximation, which imposes that the chemical environment of all nanoparticles is the same at any given time. As a consequence the final size of the particles should depend only on the nucleation time, which is contradicted by the data since it exhibits a considerable scatter in the relation between nucleation time and final particle size (Figure 10). At last, it is expected that the reduction rate is sensitive to the H₂ pressure while the diffusion of reduced copper species is not. Since in the nucleation-and-growth model the ratio between the reduction rate and the diffusion coefficient determines the final particle size and density, the model predicts a higher particle density and smaller particle sizes at higher H₂ pressures. However, this prediction resulting from the nucleation-and-growth model is inconsistent with the experimental
observation that the final particle size is insensitive to the \( \text{H}_2 \) pressure at 1 mbar and 200 mbar.

**Autocatalytic model**

In the light of the high and homogeneous particle density (Figure 7) and the inability of the mean field approximation proved unable to explain the scatter in the relation between nucleation time and final particle size, it seems inconsistent that a nanoparticle is able to grow from mobile species originating from a distance far away. Rather, a nanoparticle captures species from a limited spatial zone in its vicinity (< few (tens) of nanometer). Therefore the second model includes the additional assumption that the copper phyllosilicate is made up of regions, referred to as boxes, which do not exchange copper species. The structural characterization of the copper phyllosilicate shows that the material consists of agglomerations of platelets in the range of 5-20 nm in width and thickness and up to 100 nm in length (Figure 2). Logically, diffusion of copper species within a platelet is easier than from one platelet to another. It is thus probable that the copper particles effectively only grow from the copper phyllosilicate present in a certain volume. The final size of a particle is therefore related to the size of its surrounding copper phyllosilicate box. For example, an 8 nm copper particle would contain as many copper atoms as a copper phyllosilicate cubic box of size 17 nm. Depending on the exact dimensions of a copper phyllosilicate platelet this means that the phase transformation resulted into one or a few copper particles per platelet, which is also observed experimentally.

Since the appearance of particles seemed to be randomly occurring throughout the agglomerate and specific nucleation sites seemed to be absent, homogeneous nucleation was considered. In that light, every copper ion in a box is assumed to have a given probability of being reduced per unit of time resulting in a particle nucleus. As shown in the Supporting Information, such a nucleation phenomenon is governed by Poisson statistics. As a consequence, the probability of early nucleation is higher in larger boxes corresponding to larger final particle sizes, which is in qualitative agreement with Figure 9. The reduction probability obtained from a maximum-likelihood analysis of the data is \( 5.42 \times 10^{-6} \text{ min}^{-1} \text{ ion}^{-1} \) (see supporting information). Based on that value, and using the final particle size to estimate the corresponding box volume, the overall nucleation probabilities were calculated as a function of time and they are shown in Figure 10. Most of the particles have a probability between 0.1 and 0.9 of having nucleated at the observed time. It has to be stressed that the Poisson model captures both the relation between the final size and the nucleation time, and the scatter in the data resulting from the inherently statistical nature of the process. The model assumes that only one particle nucleates in each box and that no secondary nucleation takes place. However, for large boxes corresponding to final particle sizes of about 13 nm, secondary nucleation should occur with a probability as large as 90% (see Supporting Information). Secondary nuclei are therefore assumed to coalesce with the primary particle. Although no mobility of particles larger than 3.4 nm was observed, diffusion and coalescence of much smaller particles consisting of one or a few copper atoms can be expected to be fast.

It is particularly interesting to observe that the statistical reduction rate of each ion before nucleation \( (5.42 \times 10^{-6} \text{ min}^{-1}) \) is orders of magnitude lower than the overall reduction rate, which is of the order of 0.64 min\(^{-1}\) according to the kinetic constant of the nucleation-and-growth model. This difference suggests that an autocatalytic process may be at play, by which the reduction is catalyzed by the newly formed copper particles. Autocatalytic reduction is often observed in the synthesis of supported metal catalysts and it has been shown that the reduction of CuO is autocatalytic.

![Figure 10. Observed time of first appearance of a particle against the observed final particle size (black dots). The colored regions indicate the cumulative probability according to Poisson statistics for nucleation to occur at a specific time for a given box size. Box sizes are expressed as the corresponding final particle sizes to aid the comparison with the observed experimental data.](image)

To model the growth of the nucleated particles, it is therefore assumed that the autocatalytic process starts as soon as a particle nucleus has been formed. In principle, particle growth during autocatalytic reduction could be either diffusion-limited or reaction-limited. Both limiting cases were therefore considered in models fitted to the data. In the reaction-limited model (Red lines in Figure 9, autocatalytic model \text{reaction limited}) the reduction and hence growth of the particles is assumed to be catalyzed by the copper surface and therefore proportional to the average Cu\(^{2+}\) concentration in the box. The best fit of the model was obtained with a kinetic constant of \( -0.45 \text{ nm/min} \), which corresponds to about 2 atomic layers per min. In the diffusion-limited model (Blue lines in Figure 9, autocatalytic model \text{diffusion limited}) the reduction rate is high and all of the copper ions are considered to have the same mobility. The diffusion coefficient derived from fitting the model to the experimental data is \( 4.5 \times 10^{-5} \text{ m}^2/\text{s} \), which is typical for solid
state diffusion.\textsuperscript{21} Extrapolated to 280 °C, coefficients around $1 \times 10^{-16}$ m$^2$/s have been found for the diffusion of Cu$^+$ ions in sodium enriched silica.\textsuperscript{22} Gonella et al. have reported that the diffusion of Cu$^{2+}$ is about two orders of magnitude slower than that of Cu$^+$.\textsuperscript{23}

The experimental results are well described by both the diffusion-limited and the reaction-limited model and do not allow to distinguish between the two. In conclusion, the autocatalytic model seems to slightly better describe all of the observations in Figure 7 compared to the nucleation-and-growth model. Therefore the autocatalytic model seems to be a more attractive model for describing the reduction mechanism. It is plausible that initial particle growth is reaction-limited since the surrounding area is not yet depleted of copper. Analogous to this, the final stage of particle growth is more likely to be diffusion-limited since at that time the surrounding area is depleted of copper. Thus, a combination of the two limiting autocatalytic models could be possible for describing the observations.

**CONCLUSION**

In situ TEM was used to follow the phase transformation of copper phyllosilicate to silica-supported copper particles during reduction with 1 mbar H$_2$ at 280 °C. Similar particle size distributions after reduction in the TEM and in a plug-flow reactor were obtained, validating that the phase transformation inside the microscope was representative for the phase transformation in a plug-flow reactor. Based on an assessment of the electron beam illumination prior to and during reduction, a procedure was developed for time-resolved imaging of the dynamical changes of the copper phyllosilicate that are inherent to the reduction process. After an induction time of a few minutes, particles with a size larger than 3.4 nm were detected throughout the sample and grew in about 10 minutes to their final size of about 8 nm. Particle mobility was not observed indicating that growth of particles larger than 3.4 nm occurred via the diffusion of mobile copper species (likely Cu$^{2+}$ ions) and their attachment to the copper particles. The size evolution of the particles was measured and was well described by a two-step reduction mechanism with either diffusion-limited or reaction-limited particle growth. It is concluded that reduction of copper phyllosilicate in H$_2$ to silica supported copper particles is autocatalytic and occurs via the diffusion of copper species over a limited distance of a few (tens) of nanometers to the copper particles. Thus, with careful optimization of the imaging strategy, time-resolved TEM provided unique mechanistic and kinetic information about the nucleation and growth of nanoparticles that is representative for large scale nanomaterial synthesis.
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