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In today’s globalized society, transport contributes to our daily life in many different ways. The production of the parts for a shelf ready product may take place on several continents and our travel between home and work, vacation travel and business trips has increased in distance the last couple of decades. To deliver competitive service and price, transportation today needs to be cost effective. A company requiring for things to be shipped will aim at having the freight shipped as cheaply as possible while often satisfying certain time constraints. For the transportation company, the effectiveness of the network is of importance aiming at satisfying as many costumer demands as possible at a low cost. Routing represent a path between locations such as an origin and destination for the object routed. Sometimes routing has a time dimension as well as the physical paths. This may be that the objects routed have an availability time window and a delivery time window or that locations on the path have a service time window.

When routing moving transportation objects such as vehicles and vessels schedules are made in connection with the routing. Such schedules represent the time for the presence of a connection between two locations. This could be an urban bus schedule where busses are routed and this routing creates a bus schedule which the passengers between locations use.

In this thesis various routing and scheduling problems will be presented. The topics covered will be routing from an origin to a destination on a predefined network, the routing and scheduling of vessels in a liner shipping network given a demand forecast to be covered, the routing of manpower and vehicles transporting disabled passengers in an airport and the vehicle routing with time windows where one version studied includes edge set cost making the cost of the individual vehicle routes inter-dependant.

Depending on the problem type, the size of the problems and time available for solving, different solution methods can be applicable. In this thesis both heuristic methods and several exact methods are investigated depending on the problems needed to be solved.

The solution methods applied to the problems cover dynamic programming for multi constrained shortest paths, Branch-and-cut for liner shipping, Simulated annealing for transporting assisted passengers in airports, branch-cut-and-price for vehicle routing with time windows and edges set costs.
Dansk Resume

I det aktuelle globaliserede samfund bidrager transport til vores daglige liv på mange forskellige måder. Produktionen af dele i et hylde færdigt produkt kan foregå på flere kontinenter og afståndene på rejser mellem hjem og arbejde samt forretnings og ferie rejser er blevet længere de seneste århier. For at kunne levere en konkurrence dygtig pris samt service niveau har transport udbyderen i dag behov for at yde god service med en lav omkostning. En virksomhed, der har enheder eller dele af enheder som skal fragtes, vil stile mod at have en billig fragtbefordring, mens visse tidsmæssige betingelser ofte skal være opfyldt.

Forskellige rutnings problemer bliver præsenteret i denne afhandling. De præsenterede emner er rutning mellem to lokaliteter på et allerede fastlagt netværk, rutning og skedulering af container skibe for container skibsfarts netværk hvor forespørgsler skal i møde kommes, rutning af arbejdere i en lufthavn som assistere passagerer med reduceret mobilitet og rutning af køretøjer med tidsvindues betingelser hvor den præsenterede version inkluderer kant set omkostning som gør prisen for de enkelte køretøjers ruter indbyrdes afhængige.

Når man planlægger ruter for transport objekter såsom køretøjer og fartøjer, så bliver der ofte lavet en tidsplan for afgange og ankomster på ruterne. Disse tidsplaner repræsenterer indirekte et tidspunkt for en forbindelse mellem to lokaliteter. Eksempler på dette er bus køreplaner hvor busruterne skaber en bus køreplan som passagerne kan bruge til at planlægge deres rejse.

I denne afhandling er der blevet formuleret problemer som har udspreg fra situationer i det virkelige liv. Disse er løst med forskellige løsningsmetoder alt afhængig af problem type, størrelsen af problemet og tiden til rådighed for at finde en løsning.

De anvendte løsningsmetoder er dynamisk programmering som er brugt til korteste veje med flere objekt funktioner, Branch-and-cut som er brugt til container skibsfart, simuleret udglødning som er brugt til transport af assisterede passagerer i lufthavne og branch-cut-and-price, som er brugt til et sæt tilfælde af køreøjens rutnings problemer med tidsvinduer med omkostning for adgang til forskellige sæt af kanter.
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Part I

Synopsis
Chapter 1
Introduction

The globalization and the associated transport is apparent in our every day life when we look at
the bottom of a coffee cup and it says ”Made in China”. Many of the products we use every day
are or contain parts which are manufactured on different continents. Also the passenger transport
service is, especially in Europe, part of our daily life when our children takes the bus to school and
we go to work by public transport or our grandparents take a wheelchair taxi to their activities.
Even when accessing the internet and when planning out heating lines or optic fiber lines routing
occurs. To ensure cheap prices of products and good mobility of the workforce it is important
to ensure a cost efficient transport with the desired service level. This can be done by planning
the routes of the transporting objects well. Such route planning can also involve reducing the
CO$_2$ emission to comply with regulations and achieving an environmentally friendly image for a
company.

A large area in operations research involves routing and scheduling. This field involves ev-
everything from routing public transport over routing containers to routing optic fibers for data
transport. Routing can be defined as selecting a path of travel. Operations research is often ap-
p lied in real-life to generate valid and profitable routes. In the last decade, mathematical modeling
has been applied to real-life routing problems and large gains are reported using these systems,
see e.g. [7] for Swedish home care and [10] for Missouri lottery distribution. This thesis covers a
variety of different routing problems which all have non-standard constraints inspired by real-life
problems. Some of these routing problems include scheduling. Due to the significant cost of fuel,
cost efficient routes often also end up reducing the CO$_2$ emission.

When a transport company routes its vehicles or other transporting objects to satisfy a set
of specified demands the problem often includes time and/or capacity constraints. In those cases
there is a problem of assigning the demands to the vehicles to satisfy the time or capacity con-
straint. Routing problems for which an assignment of demands occurs are called routing and
scheduling problems.

There are many different versions of the network design problem (for examples see [12], [15]
and [16]). Magnanti and Wong [15] show how a large set of routing problems can be considered as
network design problems by presenting a general model. Even though Magnanti and Wong in [15]
show that their model can be used to solve the shortest path problem, the minimum spanning tree
problem and others, the model has limitations when it comes to non-positive costs. The model
in [15] also has limitations when dealing with pickup and delivery problems. We here choose to
simply formulate network design as:

**Network design** a sub set of connections satisfying some requirements.

The requirements to be satisfied in the network design problem can be to select a set of links
connecting a given set of points to each other or find a set of connections which generates a path
through a given set of points.

In real-life, network design problems often include:

**Routing** selection of a path by which an object will travel.
**Scheduling** assignment of tasks or commodities to objects often including a time aspect.

Note that in practise the term network design is often used for a complete set of routes on a fixed schedule for an extended period of time satisfying some combined requirements.

Scheduling can be used for time dependent routing where a schedule for when the vertices are visited is created and it is often used for connections which have a limited capacity.

Many things can be routed such as the commodity of a demand, vehicles, vessels, cables, railway tracks and water pipes. Routing can also be to select a path of travel for a demand on a predesigned network. However, when there are several demands to be routed the routing of the demand also involves scheduling. The scheduling becomes nontrivial when capacity or time is constrained.

In the remainder of Part I the routing problems are separated into two categories:

**Transportation object routing:** the routing of transportation objects such as vehicles, vessels, cables and personnel.

**Demand routing:** the routing of the commodities of the demands on a given network. The given network can be transportation objects carrying the demand.

When optimizing routing and scheduling, knowledge of the demand is important especially in problems where increasing the capacity of the network is costly or time requirements are tight. Finding an attractive route for a demand on a predesigned network will aim at low cost and a good service level. A low cost may result in increased profit or more competitive prices. A good level of service often involves the time of arrival.

For some real-life problems the demand is known in advance. This can be companies where the orders are placed before the routing and scheduling takes place, or situations where the demand is very predictable such as garbage collection.

However, for other types of problems there is an uncertainty of demand. This may be due to frequent disruptions in the plan or that the routing and scheduling is made for a time period where the demand is not determined yet. In the latter case a forecast of the demand is often used when solving the routing and scheduling problem.

For the routing problem it is important to consider what type of objects are transported as the type of object transported often will have influence on the objective and sometimes generate additional constraints.

In the literature the demand is generally separated into two general types which often have different objectives:

**Passenger transport** For passenger transport the cost is obviously important but the travel time and availability is also part of the objective to ensure a constant or increasing demand.

**Freight transport** For freight the cost is very important, however for perishable goods or on demand freight there may be some requirement to the transportation time.

For some routing problems two different problems are considered depending on whether it is people or freight cargo which is transported (see [18] and [19]).

Naturally passenger and freight transport problems can both be separated into many more demand subgroups which have specific criteria attached to them.

For routing and scheduling transport objects, where all the demand is required to be delivered, a design is made which minimizes the cost. Since the fuel prices often are a significant cost, reducing the cost also reduces the CO$_2$ emission. Therefore solving the routing and scheduling problems is often both attractive to the transportation companies and the environment. However, this correspondence between reducing cost and CO$_2$ emission is unfortunately often not present when changing the form of transport to a less polluting transport form as this often requires new investments. Therefore, environmental organizations should have more focus on supporting the area of finding efficient routes.
1.1 Contribution

The purpose of this thesis is to study some complex routing problems occurring in different situations. Different solution methods are applied to the problems and the aim is to apply the method suiting the problem and circumstances in which the problem needs to be solved. Naturally it has not been possible to cover all solution methods and routing problems. Therefore the problems presented in this thesis have been a somewhat scattered picking of interesting routing and scheduling problems. The problems have been selected mostly based on their novel properties rather than an overall type or solution method. Applying many different methods has also resulted in a less detailed exploration of the methods and many may be improved by further research and exploration. In the remainder of this thesis several different problems are modeled and solution methods are developed for the considered routing problems, each based on several different concepts. The routing problems considered are listed in the following section. Table 1.1 contains a list of solution methods presented in the research papers of Part II and a short description of the problems, the methods are applied to. These problems are among others multi-objective non-additive shortest path problems, different generalizations of the vehicle routing problem including pickup and delivery problems and dial-a-ride problems. The special properties considered in these problem include synchronization, multiple objectives, split-delivery and many others.

<table>
<thead>
<tr>
<th>Solution method</th>
<th>Problem type</th>
<th>Special conditions</th>
<th>Chapter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamic programming (Exact)</td>
<td>Multi-objective non-additive shortest path problem</td>
<td>Multiple objectives, non-additive criteria, Pareto optimal solutions</td>
<td>Chapter 4</td>
</tr>
<tr>
<td>Simulated Annealing (Heuristic)</td>
<td>Dial-a-ride problem</td>
<td>Synchronization of routes at points, solution needed within minutes</td>
<td>Chapter 6</td>
</tr>
<tr>
<td>Branch-and-cut (Exact)</td>
<td>Pickup-and-delivery problem</td>
<td>Liner shipping network design, transhipment allowed, multiple depots</td>
<td>Chapter 5</td>
</tr>
<tr>
<td>Branch-cut-and-price (Exact)</td>
<td>Vehicle routing problem</td>
<td>Capacity and time window constraints, edge sets with one time accessing cost</td>
<td>Chapter 7</td>
</tr>
</tbody>
</table>

Table 1.1: A table over solution methods applied indicating the problems they are applied to.

1.2 Outline

The remainder of this thesis is organized as follows: In Chapter 2 some general models for a few different routing problems are presented. These routing problems can be considered as a basis for the problems presented in the papers in Part II. In Chapter 3 the content of each paper, presented in Part II of this thesis, is summarized. In Part II each chapter consists of a paper. The papers in Part II constitute the major part of the work in this thesis. Chapter 4 covers special cases of the shortest path problem. Chapter 5 describes a model and solution method for finding routes and schedules for liner shipping and Chapter 6 describes a problem of transporting passengers with reduced mobility in an airport. Chapter 7 discusses a special case of the vehicle routing problem with time windows where the edges might belong to a group with a one time cost to be paid to gain access to the edges of the of group. Chapter 8 describes properties of the Euclidean Steiner network. Chapter 9 describes a new way to decompose the vehicle routing problem with time windows. Finally in Chapter 10 we conclude on the findings presented in the papers of Part II.
Chapter 2

Routing and scheduling problems

In this chapter we will present some standard routing problems. The routing problems presented here are related to the various routing problems formulated and solved in Part II of this thesis. The routing problems in Part II are based on real-life applications and therefore include different non-standard real-life constraints or objectives. However the problems presented in Part II can be viewed as generalizations of the different standard routing problems presented here.

The routing problems are defined on a network. Usually the network is represented as a graph $G(V, A)$ where $V$ is the set of vertices in the graph $G$ and $A$ is the set of arcs in $G$ connecting the vertices in $V$. When the arcs are undirected they are called edges and their set is denoted by $E$.

Let $y_{ij} \in \{0, 1\}$ be an indicator variable which is 1 if and only if the arc or edge connecting $i$ to $j$ is selected. Let $y' = \{(ij) \in A | y_{ij} = 1\}$ and let $S \subseteq V$ be a set of vertices.

Some routing problems can be solved in polynomial time, however with additional constraints and complex objectives even the simple routing problems often become NP-hard. The representation of the graph can also have a great influence on solving the routing problems in practise. In Section 2.1 specific routing problems without scheduling are discussed. While a selection of standard routing and scheduling problems are presented in Section 2.2.

2.1 Routing problems

In this section, some basic routing problems such as path and spanning network problems are presented.

### 2.1.1 Paths

A routing problem can be to select a path from one vertex to another on a graph $G(V, A)$. A path from vertex $o$ to vertex $h$ can be defined as a sequence of vertices in $G$ starting with $o$ and ending with $h$ with arcs in $A$ from each vertex in the sequence to the next vertex.

Let $S_o \subseteq V \setminus \{h\}$ be a set of vertices containing $o$ and not $t$ then $V \setminus S_o$ contains $h$ and therefore a selection of arcs $y'$ contains a path from $o$ to $h$ if:

\[
\sum_{i \in S_o} \sum_{j \in V \setminus S_o} y_{ij} \geq 1, \quad \forall S_o \subset V \setminus \{t\} : o \in S_o
\]  

(2.1)

To avoid subtours and arcs connected to the path but not on the path we ensure that

\[
\sum_{j \in V} y_{ij} \leq 1, \quad \forall i \in V
\]  

(2.2)

and

\[
\sum_{j \in V} y_{ji} \leq 1, \quad \forall i \in V
\]  

(2.3)
To ensure that the selection \( y' \) does only contains arcs connected to the path from \( o \) to \( h \) a connectivity constraint is needed:

\[
\sum_{i \in V} y_{il} \leq \sum_{i \in S} \sum_{j \in V \setminus S} y_{ij}, \quad \forall \{o, h\} \subset S \subset V, l \in V \setminus S
\]  

(2.4)

A minimizing path model can then be formulated as:

\[
\min \quad f(y) \\
\text{s.t.} \quad \sum_{i \in S_o, j \in V \setminus S_o} y_{ij} \geq 1, \quad \forall S_o \subset V \setminus \{h\} : o \in S_o
\]  

(2.6)

\[
\sum_{i \in V} y_{il} \leq \sum_{i \in S} \sum_{j \in V \setminus S} y_{ij}, \quad \forall \{o, h\} \subset S \subset V, l \in V \setminus S
\]  

(2.7)

\[
\sum_{j \in V} y_{ij} \leq 1, \quad \forall i \in V
\]  

(2.8)

\[
\sum_{j \in V} y_{ji} \leq 1, \quad \forall i \in V
\]  

(2.9)

Where \( f \) is a minimizing function of \( y \). Note that there is a exponential number of constraints (2.6) and (2.7). In this formulation negative arc weights and negative cycles can be present. When negative cycles can be present the problem is NP-Hard as it can be shown that the well known NP-complete Hamiltonian path problem is a special case of the elementary shortest path problem. When negative cycles are not present the elementary shortest path problem can be solved in polynomial time by a shortest path problem algorithm which does not remove subtours.

There exists many different path problems and the most commonly applied is the shortest path problem and various generalizations of this problem. The shortest path problem is the problem of finding a route from a point \( A \) to a point \( B \) on a network minimizing the length of the route. This problem can when the arc costs are nonnegative be solved in \( O(V \log V + E) \) time using dynamic programming [4]. However, with negative arc costs it is necessary to eliminate subtours created by negative cycles. Negative arc costs and introducing additional resource constraints can make the problem NP-Hard, see [6]. Moreover, the shortest path problem can when containing several objectives and thereby requiring the set of Pareto optimal solutions, in some cases even be intractable.

Shortest path problems with multiple criteria and objectives are investigated in Chapter 4 while the elementary shortest path problem is used as the subproblem part of the branch-cut-and-price solution method for the vehicle routing problem with time windows and edge set costs presented in Chapter 7.

2.1.2 Spanning trees

Spanning trees are defined on undirected graphs. A spanning tree is a selection of edges \( y' \) in \( G(V, E) \) so that for any two vertices \( o \) and \( h \) in \( V \) there is a path between \( o \) and \( h \) in \( y' \).

Let \( S \subset V \) be a non-empty set of vertices, then \( y' \) contains a path between any two pairs of vertices in \( V \) if:

\[
\sum_{e \in \{i,j\} \in S \setminus \{j \in V \setminus S \}} y_e \geq 1, \quad \forall \emptyset \subset S \subset V
\]  

(2.10)

Since a tree does not contain cycles the following constraint is needed:

\[
\sum_{e \in E} y_e \leq |V| - 1
\]  

(2.11)

A minimum spanning tree model can then be formulated as:
min \quad f(y) \quad (2.12) \\
\text{s.t.} \quad \sum_{e \in \{i,j \mid i \in S, j \in V \setminus S\}} y_e \geq 1, \quad \forall \emptyset \subset S \subset V \quad (2.13) \\
\sum_{e \in E} y_e \leq |V| - 1 \quad (2.14)

Where \( f \) is a minimizing function of \( y \). Note that constraint (2.14) may not be needed if each edge has a nonnegative cost. The constraints (2.13) are similar to the constraints (2.6) in the shortest path problem. The difference is that the spanning tree model applies to all vertices \( o, h \in V \) whereas for the path model it is a specific \( o \) and \( h \). Clearly there is an exponential number of constraints (2.13). However the spanning tree problem is solvable in polynomial time using for example Prim’s or Kruskal’s minimum spanning tree algorithms.

### 2.1.3 Arborescence

An arborescence is a rooted directed spanning tree. In an arborescence there exists a single path from a given root vertex \( o \) to any other vertex in the graph. This can on a graph \( G(V,A) \) be formulated as:

\[
\sum_{i \in S_o} \sum_{j \in V \setminus S_o} y_{ij} \geq 1, \quad \forall \{o\} \subset S_o \subset V \quad (2.15)
\]

Since it is required that the set \( y' \) representing the arborescence contains no cycles the following constraint is needed:

\[
\sum_{i \in V} \sum_{j \in V} y_{ij} \leq |V| - 1 \quad (2.16)
\]

A minimum arborescence model can then be formulated as:

\[
\min \quad f(y) \quad (2.17) \\
\text{s.t.} \quad \sum_{i \in S_o} \sum_{j \in V \setminus S_o} y_{ij} \geq 1, \quad \forall \{o\} \subset S_o \subset V \quad (2.18) \\
\sum_{i \in V} \sum_{j \in V} y_{ij} \leq |V| - 1 \quad (2.19)
\]

where \( f \) is a minimizing function of \( y \). Again the formulation is exponential with an exponential number of constraints of type (2.18). However the minimal arborescence can be formulated with a polynomial number of constraints:

\[
\min \quad f(y) \quad (2.20) \\
\text{s.t.} \quad \sum_{i \in V} y_{ij} \geq 1, \quad \forall j \in V \setminus \{o\} \quad (2.21) \\
\sum_{i \in V \setminus \{o\}} y_{oi} \geq 1, \quad (2.22) \\
\sum_{i \in V \setminus \{o\}} \sum_{j \in V} y_{ij} \leq |V| - 1 \quad (2.23)
\]

The minimal arborescence can as the minimum spanning tree be found in polynomial time see [9].
2.1.4 \( n \)-connected network

A further extension of the spanning tree is the \( n \)-connected network problem. A \( n \)-connected network is a selection of edges \( y' \) on a graph \( G(V,E) \) in which there are at least \( n \) edge disjoint paths between any two vertices in \( V \). The model is the same as for the spanning trees where the single path between each pair of vertices is replaced by \( n \) edge disjoint paths. As a result of this the 1 on the right hand side in the constraints (2.13) is replaced by an \( n \):

\[
\min f(y) \quad \text{(2.24)} \\
s.t. \sum_{e \in \{i,j\} : i \in S \land j \in V \setminus S} y_e \geq n, \quad \forall \emptyset \subset S \subset V \quad \text{(2.25)}
\]

where \( f \) is a minimizing function of \( y \). The \( n \)-connected network problem is NP-Hard as the decision problem is a special case of the hamiltonian cycle problem where \( n = 2 \) and all edges has the same cost. This result may seem surprising when the 1-connected network termed the minimum spanning tree can be found in polynomial time. Note that there is an exponential number of constraints of type (2.25). Moreover note that this formulation does not eliminate extra edges introduced by negative edge costs. A special case of a 2-connected network optimization problem is the traveling salesman problem (TSP), where the problem is to select a path that passes through each vertex exactly once and terminates in the vertex it started in. The TSP can be formulated as a 2-connected network problem where exactly 2 edges in \( y' \) are connected to each vertex. Since each vertex is visited exactly once there needs to be added an additional constraint for this requirement.

\[
\min f(y) \quad \text{(2.26)} \\
s.t. \sum_{e \in \{i,j\} : i \in S \land j \in V \setminus S} y_e \geq 2, \quad \forall \emptyset \subset S \subset V \quad \text{(2.27)} \\
\sum_{e \in \{i,j\} : j \in V} y_e \leq 2, \quad \forall i \in V \quad \text{(2.28)}
\]

where \( f \) is a minimizing function of \( y \). The TSP is NP-Hard. Note that negative edge costs does not have any influence on the model presented for the TSP. The constraints (2.27) ensure that there is at least two edges connecting any two subsets of \( V \). The constraints (2.28) ensure that every vertex is at most visited once. Combined, (2.27) and (2.28) ensure that every vertex is visited exactly once in a connected route.

2.1.5 Steiner networks

Steiner networks are networks where only a subset of the vertices \( V \) on a graph \( G(V,E) \) are required to be connected. The set of vertices \( V \) are separated into two sets one containing required vertices \( R \) and another containing the optional vertices \( N \). The division of the vertices \( V \) into required vertices \( R \) and optional vertices \( N \) introduces restrictions on the sets \( S \) used in (2.25). Otherwise the formulation is identical to that for the \( n \) connected networks.

\[
\min f(y) \quad \text{(2.29)} \\
s.t. \sum_{e \in \{i,j\} : i \in S \land j \in V \setminus S} y_e \geq n, \quad \forall S \subset V, S \cap R \neq \emptyset, (V \setminus S) \cap R \neq \emptyset \quad \text{(2.30)}
\]

where \( f \) is a minimizing function of \( y \). A specific type of Steiner network is the Euclidean Steiner network. In this network, the optional vertices \( N \) are the points in the plane. Even though for the minimal Euclidean Steiner network it is known that the Steiner points all have exactly three edges connected and the angle between two edges is \( 120^\circ \) it is NP-Hard to find the minimal
Steiner tree [14]. The most promising current methods use the construction of full Steiner trees (FST) which are Steiner trees where all required points have exactly one edge connected. For any combination of required vertices the FST is unique [8]. An efficient exact algorithm for solving the minimal Steiner tree problem has been developed by Warme et al. [20]. Euclidean Steiner trees can be used when planning wiring for different purposes such as data transfer. In the wiring problems it is sometimes an issue to have reliable networks. Clearly, if a connection between two vertices is broken then there may be many vertices which are disconnected and the network will not function. A way to improve reliability is to have a 2-connected edge disjoint network. In Chapter 8, structural properties for finding the minimal 2-connected Euclidian Steiner network are described.

2.2 Routing and scheduling problems

In the problems described until now the demands have been the connections and an actual commodity to be transported on the designed networks is not considered. Once we impose a resource constraint such as distance from root, capacity, or time windows, the problems often becomes much harder to solve as they involve scheduling. Scheduling is, as defined in Chapter 1.2, the assignment of tasks to objects. In problems where scheduling is required, knowledge of the demand is essential. The demand must be assigned to routes or edges so that the desired service level is obtained. In contrast to spanning network problems the routing and scheduling problems are mainly applied to directed graphs.

In routing problems where the demand is transported in moving objects it is often less costly to change a routing plan than to change the capacity on links by increasing the capacity of a vehicle. For routing and scheduling problems the demand is often known when the routing and scheduling is done. For some problems where the transporting objects must follow a published time schedule for a given time horizon the demand may not be known but is instead forecasted.

For some problems the demand must be satisfied while the cost is minimized and for other problems the objective is a measurement of how well the demand is satisfied. Again others are a combination of the two.

In this section selected routing problems requiring scheduling are described.

2.2.1 The vehicle routing problem

One of the most researched routing problems which include scheduling is the vehicle routing problem (VRP), see [1], [5], [11] for recent research and [13] for a survey on VRP with time windows. The VRP includes a set of vehicles $K$, a depot $d$ where all vehicles starts and end their tour and a set of customers $C$ to be serviced by the vehicles. The problem is to route the vehicles so that all vertices are visited exactly once. The most frequently considered demand problem is the capacitated VRP (CVRP) where each customer has a demand which must be delivered from the depot to the customer. It is important to note that in the CVRP it is assumed that the demand is for all customers delivered from the depot to the customer. Therefore the accumulated demand of the customers visited by a vehicle can not exceed the capacity of the vehicle. In the CVRP it is assumed that all vehicles have the same capacity. Another common VRP with scheduling is the problem where the customer must be serviced within a specified time window. This problem is called the VRPTW. Often the VRPTW will include capacity constraints as well. Note that both the CVRP and the VRPTW include scheduling. It should be noted that the VRP problem is a generalization of the bin packing problem (BPP) which is NP-hard in the strong sense.

For the VRP we have a graph $G(V,A,K)$. In the model presented here the depot is modeled as two vertices, a start and an end vertex. The problem is then to find a path for each vehicle starting and ending at the depot so that all customers are serviced by some vehicle and the additional requirements such as time windows and capacity are satisfied. Let $o$ represent the start at depot $d$ and $h$ the end at depot $d$. 
First, it is needed to ensure that the paths visit each customer exactly once.

$$\sum_{k \in K} \sum_{j \in V} y_{ij}^k = 1, \quad \forall i \in C \quad (2.31)$$

Since each customer must at most be visited once, it is not possible for an arc to be used by several vehicles nor by the same vehicle multiple times. This is however not a problem as the VRP is defined on complete graphs. Note, that constraints (2.31) also eliminates the possibility of subtours at customers. Next, we need to ensure that for each $k$ the arcs selected form an elementary path from $o$ to $h$, this can be done by using the path constraint on each vehicle:

$$\sum_{i \in S_o} \sum_{j \in V \setminus S_o} y_{ij}^k \geq 1, \quad \forall k \in K, S_o \subset V \setminus \{h\} : o \notin S_o \quad (2.32)$$

To ensure that the vehicles start and end at the depot we introduce constraints:

$$\sum_{j \in V} y_{oj}^k = 1, \quad \forall k \in K \quad (2.33)$$

and

$$\sum_{j \in V} y_{jh}^k = 1, \quad \forall k \in K \quad (2.34)$$

To ensure that only arcs connected to the path from $o$ to $h$ are contained in the selection a connectivity constraint is needed:

$$\sum_{i \in V} y_{li}^k \leq \sum_{i \in S} \sum_{j \in V \setminus S} y_{ij}^k, \quad \forall k \in K, \{o, h\} \subset S \subset V, l \in V \setminus S \quad (2.35)$$

Note that it is assumed that there exists arcs from $o$ to $h$ for every $k \in K$ and that there is no arc entering $o$ as well as no arcs leaving $h$.

For the CVRP the formulation of the routing problem can be as follows:
\[
\min f(y) \quad \text{(2.36)}
\]
\[
s.t. \quad \sum_{k \in K} \sum_{j \in V} y^k_{ij} = 1, \quad \forall i \in C \quad \text{(2.37)}
\]
\[
\sum_{i \in S_o} \sum_{j \in V \setminus S_o} y^k_{ij} \geq 1, \quad \forall k \in K, S_o \subset V \setminus \{h\} : o \in S_o \quad \text{(2.38)}
\]
\[
\sum_{j \in V} y^k_{oj} = 1, \quad \forall k \in K \quad \text{(2.39)}
\]
\[
\sum_{j \in V} y^k_{jh} = 1, \quad \forall k \in K \quad \text{(2.40)}
\]
\[
\sum_{j \in V} y^k_{ij} \leq \sum_{i \in S} \sum_{j \in V \setminus S} y^k_{ij} \quad \forall k \in K, \{o, h\} \subset S \subset V, l \in V \setminus S \quad \text{(2.41)}
\]
\[
\sum_{j \in V} y^k_{ij} d_i \leq C_k \quad \forall k \in K \quad \text{(2.42)}
\]

where \(C_k\) is the capacity of vehicle \(k \in K\) and \(d_i\) is the demand required to be delivered from the depot to customer \(i\). In the model the constraints \(2.42\) are introduced ensuring that the accumulated demand of the customers visited by vehicle \(k\) does not exceed the capacity \(C_k\) of the vehicle.

For the time window version of the VRP (VRPTW) each customer \(i \in C\) must be visited within a customer specific time window \([a_i, b_i]\). Moreover the tour may also need to be completed within a time window. To know the time of the vehicle at the different customers one must keep track of the order in which the customers are visited on the path driven. Therefore it is obvious to let the time window constraint also ensure that the route is connected. A new variable \(t^k_i\) is introduced indicating the time at which vehicle \(k\) arrives at customer \(i\). Let the travel time of each arc \((i, j)\) be \(\theta_{ij}\). Then the following must be satisfied:

\[
a_i \leq t^k_i \leq b_i \quad \forall i \in V, k \in K \quad \text{(2.43)}
\]
\[
(t^k_i + \theta_{ij})y^k_{ij} - t^k_j \leq 0 \quad \forall k \in K, (i, j) \in A : i \in C \quad \text{(2.44)}
\]

Note that inequality \(2.44\) is not linear and the linear version is:

\[
(t^k_i + \theta_{ij}) - M_t (1 - y^k_{ij}) - t^k_j \leq 0 \quad \forall k \in K, (i, j) \in A : i \in C \quad \text{(2.45)}
\]

where \(M_t\) is a large number greater than or equal to the latest possible finish time. The constraints \(2.45\) ensure that every cycle formed by \(y^k\) goes through the depot and thereby forms a connected route. Therefore when introducing constraints \(2.45\) the constraints \(2.41\) are redundant and can be removed. Since there is an exponential number of constraints \(2.41\) it is an advantage to remove these constraints.

As a result the constraints \(2.38\) can when adding \(2.43\) and \(2.45\) be replaced by:

\[
\sum_{j \in V} y^k_{ij} - \sum_{j \in V} y^k_{ji} = 0 \quad \forall k \in K, i \in C \quad \text{(2.46)}
\]

This will ensure a polynomial number of constraints in the formulation. However the constraints \(2.45\) in the polynomial formulation are big "M" constraints and weaker than the constraints \(2.41\).

In Chapter 7 a generalization of the VRPTW is covered and in Chapter 9 an alternative solution method strategy for the VRPTW is considered.

Note that in the version of the VRP considered here the route of the commodity in the demand is indirectly optimized in the assignment of customer vertices to vehicles and the route chosen for each vehicle. In problems where a demand is to be picked up at one customer and delivered to another customer it would require the model to keep track of the demand in the vehicle.
2.2.2 Pickup and delivery problems

In pickup and delivery problems (PDP) a demand is transported between pickup and delivery locations. As can be seen in the survey on pickup and delivery problems by Parragh et al. [18] there are many different types of pickup and delivery problems and most will not be discussed here. The pickup and delivery problems considered in this thesis are problems where each demand is defined by an amount, a pickup location and a delivery location. When there is a homogeneous fleet of vehicles starting and ending their journey in the same location, the problem can be considered to be a generalization of the VRP. In the PDP defined on \( G(V,A) \) a variable \( l^k_i \) containing the load on vehicle \( k \) at vertex \( i \) is needed. Moreover it is important to ensure that demand picked up is afterwards delivered. Let there be a set of demands \( M \) and let each demand be represented as \( m = (o_m, h_m, d_m) \in M \) where \( o_m \) is the pickup location of demand \( m \), \( h_m \) is the delivery location of \( m \) and \( d_m \) is units of load of demand \( m \). Let \( l^j_i \) be the load change at vertex \( j \). Then the PDP can be formulated using the formulation for the VRP (2.36) to (2.40) and (2.45) with additional constraints for load and pickup and delivery requirements. In the following it is assumed that there is a vertex for each demand pickup location and delivery location. Then the additional constraints are:

\[
\begin{align*}
   t^k_i + l^j_i - M_l(1 - y^k_{ij}) &\leq l^j_i & (i,j) &\in A, k \in K \\
   t^k_i &\leq C_k & i &\in V, k \in K \\
   \sum_{i \in V} y^k_{io_m} - \sum_{i \in V} y^k_{ih_m} &\leq 0 & m &\in M, k \in K \\
   t^k_{d_m} - l^j_{o_m} &\geq 0 & k &\in K, m \in M
\end{align*}
\]

Constraints (2.47) ensure that the load on vehicle \( k \) when leaving vertex \( j \) is at least the load on the vehicle when arriving to vertex \( j \) adding the load change \( l^j_i \) required at vertex \( j \). Note that for a pickup location the load change \( l^j_i \) is positive and for a delivery location the load change is negative. Constraints (2.48) ensure that the load does not at any point exceed the capacity of the vehicle. Constraints (2.49) ensures that if a pickup vertex \( o^m \) of a demand \( m \) is visited by a vehicle \( k \) then the delivery vertex \( h^m \) of the demand is also visited by the vehicle \( k \). Constraints (2.50) ensure that the pickup vertex of a demand \( m \) is always visited before the delivery vertex of \( m \).

In some problems the demand may not need to be delivered by one single route. In those cases it might be possible to utilize the capacity of the vehicles better allowing better solutions by splitting up a single demand and transporting the partial demands on different routes. Allowing the splitting up of a single demand is generally called **split delivery** or **split load** see [17]. Moreover in some problems it might be allowed to move some demand over from one vehicle to another so that the vehicle picking up the demand is not the same as the one delivering the demand. This is also called transshipping or cross docking see [2] and [21].

In problems where transshipment and split delivery are allowed the problem of the routing of the demands becomes a multi commodity flow problem which can be formulated as a linear programming problem. In this case a variable \( x^m_{ij} \) indicating the flow on each arc is used. We let the parameter \( l'_m \) be the change in the flow of demand \( m \) at vertex \( i \) so that for \( a_m \) the \( l'_{o_m} \) is the amount of \( m \) to be shipped. Then \( l'_{o_m} = -l'_{o_m} \) and zero at any other vertex. The constraints keeping track of the demand can look as follows:

\[
\begin{align*}
   &\sum_{m \in M} \sum_{j:(i,j) \in A} x^m_{ij} - \sum_{m \in M} \sum_{j:(j,i) \in A} x^m_{ji} = l'_m \quad \forall i \in N, \forall m \in M \\
   &\sum_{m \in M} x^m_{ij} \leq y^k_{ij} C_k \quad \forall (i,j) \in A, \forall k \in K \\
   &x^m_{ij} \in \mathbb{R}_q^+
\end{align*}
\]
where the capacity constraints (2.52) replace the constraints (2.48).

In this case the constraints (2.41) from the VRP are needed to ensure connectivity. In the real-life PDP described in Chapter 5 both transhipment and split delivery are allowed.

### 2.2.3 Dial-a-ride problems

The dial-a-ride problem (DRP) is a PDP where the objects transported are people. The fact that it is people that are transported generates a set of special constraints. These special constraints are connected to the time aspect. A person generally dislikes spending an excessive amount of time in the vehicle whereas the primary concern of a package is to be delivered on time. Therefore a good solution for freight PDP is often not a good solution for transporting humans. The DRP includes constraints such as a limit on the travel time between pickup and delivery of a person. Moreover the objective is often changed so that a service level is included in the objective by for example minimizing the excess travel time used. As for the PDP the commonly considered case for the DRP is the one where transhipment and split delivery are not allowed since a single demand often corresponds to one person whom can not be split. The constraint added to the PDP is

\[
t_{hm}^k - t_{om}^k - \hat{t}_m^k \leq H \quad k \in K, m \in M
\]

where \( \hat{t}_m^k \) is the minimum amount of time required to go from \( o_m \) to \( h_m \) and \( H \) is a limit on the excess time allowed. The constraints (2.54) ensures that a hard time limit is put on the excess time used on the journey from \( o_m \) to \( h_m \).

In Chapter 6 a real-life DRP which contains transhipment at predetermined points is presented. An excellent survey on the DRP problem can be found in Cordeau and Larporte [3].
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Chapter 4: Multi-Objective and Multi-Constrained Non-Additive Shortest Path Problems.
In this paper, non-additive shortest path paroblems with multiple objectives are studied. A general framework for dominance tests for problems involving a number of non-additive criteria is presented. These dominance tests can help eliminate paths in a dynamic programming framework when using multiple objectives. Results on real-life multi-objective problems containing non-additive criteria are reported. It is shown that in many cases the framework can be used to efficiently reduce the number of generated paths. This paper was publish in Computer & Operations Research volume 38, issue 3, March, 2011. A preliminary version of this paper has been published as a technical report at DTU Management.

Chapter 5: A Branch and Cut algorithm for the container shipping network design problem.
A model and solution method for the network design problem in liner shipping is presented. The network design and fleet assignment problems are combined into a mixed integer linear programming model minimizing the overall cost. To better reflect the real-life situation we take into account the cost of transhipment, a heterogeneous fleet, route dependent capacities, and butterfly routes. To the best of our knowledge it is the first time an exact solution method considers transhipment cost. The problem is solved with branch-and-cut using clover and transhipment inequalities. Computational results are reported for instances with up to 15 ports. This paper has been conditionally accepted to the Flexible Services and Manufacturing Journal special issue on Maritime Container Logistics and Onshore Transportation Systems. A preliminary version has been published as a technical report at DTU Management and has been presented at the Global Maritime & Intermodal Logistics Conference 2007 in Singapore and later version at Optimization days 2010 in Montreal.

Chapter 6: Dial-a-ride with synchronization for handicap assistance at airports
The problem of transporting passengers with reduced mobility in major transit airports is described, modeled and solved. In major airports, a significant number of people and busses are assigned to provide transportation for passengers with reduced mobility. It is often necessary for a passenger with reduced mobility to use several different modes of transport during their journey through the airport. Synchronization occurs at the locations where transport modes are changed as to not leave passengers unattended. A simulated annealing based heuristic for solving the problem is presented. The algorithm makes use of an abstract representation of a candidate solution which in each step is transformed to an actual schedule by use of a greedy heuristic. Local search is performed on the abstract representation using advanced neighborhoods which modify large parts of the candidate solution. Computational results are reported showing that the algorithm is able to find good solutions within a couple
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of minutes, making the algorithm applicable for dynamic scheduling. Moreover high-quality solutions can be obtained by running the algorithm for 15 minutes. This paper is submitted to European Journal of Operations Research. A preliminary version has been published in a technical report at DTU Management and presented at the 4th Nordic Optimization Symposium.

Chapter 7: The vehicle routing problem with edge set costs.
An important generalization of the vehicle routing problem with time windows in which a fixed cost must be paid for accessing a set of edges is considered. This fixed cost can reflect payment for toll roads, investment in new facilities, the need for certifications and other costly investments. The certificates and contributions impose a cost for the company while they also give unlimited usage of a set of roads to all vehicles belonging to the company. Alternative versions for defining the edge sets are discussed and formulated. A MIP-formulation of the problem is presented, and a solution method based on branch-cut-and-price is applied to the problem. The computational results presented in the paper show that instances with up to 50 customers can be solved in reasonable time, and that the branch-cut-and-price algorithm generally outperforms CPLEX. Another observation is that instances get more difficult when the penalized edge sets form a spanning tree, compared to when they are randomly scattered. This paper has been submitted to Networks and preliminary results have been presented at the 24th European Conference on Operational Research 2010.

Chapter 8: Bounding component sizes of two-connected Steiner networks.
In this paper the problem of constructing a shortest Euclidean 2-connected Steiner network in the plane for a set of \( n \) required terminals. This problem has natural applications in the design of survivable communication networks. Combining several previous results it is in this paper shown that no full Steiner tree in a two-connected Steiner network spans more than \( \lfloor n/3 \rfloor + 1 \) terminals. This paper was published in Information Processing Letters volume 104, issue 5, 30 November 2007. A preliminary version of this paper has been published in the proceedings of the 13th Computing: The Australasian Theory Symposium (CATS2007), Ballarat, Australia.

Chapter 9: Root Balanced Minimum Spanning Graph: Algorithm and Complexity.
In a cycle-free graph where \( V = \{0, 1, \ldots, n+1\} \) is the vertex set, and \( E = \{(i, j) | i, j \in V\} \) is the set of edges. The Minimum Root Balanced Spanning Graph Problem is to find a minimum weight subgraph which contains a spanning tree on the vertices 0 to \( n \) vertices where the number of edges between the vertex sets \( \{1, \ldots, n\} \) and \( \{n+1\} \) is equal to the number of edges between \( \{0\} \) and \( \{1, \ldots, n\} \). This problem is interesting as it appears as a subproblem in some decompositions of the vehicle routing problem. In this paper an algorithm to solve this problem in \( O(|E| \alpha(|E|, |V|) + |V| \log |V|) \) time where \( \alpha \) is the classical functional inverse of the Ackermann’s function is presented. It is proven that the shortest spanning arborescence with time windows is NP-complete. This paper is a working paper and the research on the topic has not been completed before the deadline of this thesis.
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Shortest path problems appear as subproblems in numerous optimization problems. In most papers concerning multiple objective shortest path problems, additivity of the objective is a de-facto assumption, but in many real-life situations objectives and criteria, can be non-additive. The purpose of this paper is to give a general framework for dominance tests for problems involving a number of non-additive criteria. These dominance tests can help eliminate paths in a dynamic programming framework when using multiple objectives. Results on real-life multi-objective problems containing non-additive criteria are reported. We show that in many cases the framework can be used to efficiently reduce the number of generated paths.
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4.1 Introduction

The shortest path problem can be formulated on a directed graph $G = (V,E)$ where $V$ is a finite set of vertices and $E$ is a finite set of edges. The problem is to find a shortest path between a source $s \in V$ and a destination $t \in V$. In the multi-objective shortest path problem there are $r$ criteria. An edge $e_{ij} \in E$ from vertex $i \in V$ to vertex $j \in V$ has associated values $c_{ij}^k$, $k \in \{1,\ldots,r\}$ for each criterion $k = 1,\ldots,r$. In order to have a well-defined problem it is assumed that there are no negative cycles for the criteria being minimized, or positive cycles for the criteria being maximized.

The general additive multi-objective shortest path problem with positive costs $c_{ij}$ on the edges and where there is an additive objective function for each criterion can be described by the following
integer model (Martins [18]):

\[
\begin{align*}
\text{minimize: } & \quad z = \left( \sum_{(i,j) \in V} c^1_{ij}e_{ij}, \ldots, \sum_{(i,j) \in V} c^r_{ij}e_{ij} \right) \\
\text{s.t. } & \quad \sum_{j \in V} e_{sj} - \sum_{j \in V} e_{js} = 1 \\
& \quad \sum_{j \in V} e_{ti} - \sum_{j \in V} e_{jt} = -1 \\
& \quad \sum_{j \in V} e_{ij} - \sum_{j \in V} e_{ji} = 0 \quad \forall i \in V \setminus \{s,t\} \\
& \quad e_{ij} \in \{0, 1\} \quad \forall (i,j) \in E
\end{align*}
\]  

Constraint (4.2) states that there must be exactly one edge leaving \( s \) that is not on a cycle. Constraint (5.3.2) states that there must be exactly one edge entering \( t \) that is not on a cycle. Constraint (4.4) is the ordinary flow conservation constraint. The solution \( z \) is an \( r \) vector which contains the values of the \( r \) objective functions for the path.

In real-life problems the objective functions may be non-additive and they may be functions of several criteria. In general the objective function has the following form:

\[
\begin{align*}
\text{minimize: } & \quad z = \left( C^1(P), \ldots, C^r(P) \right)
\end{align*}
\]  

where \( P \) is a path \( \{s, \ldots, t\} \) and \( C^1, \ldots, C^r \) are cost functions which for a given path \( P \) return a real number. We call this the \textit{value vector}. A solution to the above problem is a set of all Pareto optimal paths. A path \( P \) is \textit{Pareto optimal} if there is no other path \( P' \) between the same two vertices which is better or equal on all entries of the \textit{value vector} and where at least one entry is better. The solution set where there is exactly one path for each Pareto optimal \textit{value vector} is called the \textit{minimal complete} set of Pareto optimal solutions.

Shortest path problems are among the most well-studied problems [1], however, results concerning multi-criteria problems are rare. This may be due to the fact that the monotonicity assumption of dynamic programming seldom holds for these problems. In [4] Carraway et al. describe monotonicity as the property of objectives preserving preferences for partial solutions in the dynamic programming recursion. This is not to be confused with non-decreasing or non-increasing functions. In shortest path problems the monotonicity criterion means that if \( P \) is a shortest path then the subpaths of \( P \) must also be shortest paths. For real life multi-criteria problems monotonicity only holds for special cases.

One of the reasons for the recent interest in multi-objective optimization is that optimization is being applied in public services and business applications. Therefore research in multi-objective shortest path and attempts to circumvent the monotonicity assumption is of immediate interest.

Hansen [10] presented solution methods to monotone bicriteria and biobjective path problems using a label setting algorithm. Martins [18] generalized the label setting algorithm to an arbitrary number of objectives, however, monotonicity was still assumed. Brumbaugh-Smith and Shier [3] presented a label correcting algorithm to the multi-objective problem under the monotonicity assumption. As Ehrgott and Gandibleux mention [8], these problems were not extensively researched before the nineties. Several recent papers discuss approximation algorithms such as the FPTAS outlined by Tsaggouris and Zaroliagis [25]. For the exact solution methods Tsaggouris and Zaroliagis have studied nonadditive paths with a single objective [24]. This objective is the sum of several criteria weighted by linear or non-linear coefficients. An early paper by Lengauer and Theune [17] mentions the problem of non-monotone cost structures with two criteria and shows that by changing the domination criteria the problems can be solved by using a standard shortest path algorithm such as Dijkstra’s. Another paper considering a non-additive weighted objective is Carraway et al. [4] where the distance is minimized, and the probability of successfully reaching the destination is maximized. We will later show that both the probability and the
distance criteria are monotone even though the sum of the two is not. It is shown in Carraway et al. [4] that it can be difficult to determine whether a multicriteria objective function is monotone. To circumvent the problem of not satisfying the monotonicity assumption Carraway et al. [4] introduced the concept of *generalized dynamic programming*, and presented a framework for solving multi-criteria shortest path problems. The framework, however, leaves it to the concrete application to define a local preference relation, that can be used to remove dominated states in the dynamic programming recursion. In this paper we present a number of such preference relations for the listed criteria functions. Moreover we give a general framework for how to define a local preference relation for non-additive objectives with certain general properties.

The contribution of this paper is to present a number of different criteria functions motivated by real-life applications and to develop an algorithm which finds all Pareto optimal solutions for a multi-objective shortest path problem. We present a general framework for dominance tests with all the presented criteria functions $f$ and report computational experiments on a real-life instance with multiple criteria (addition, maximization, multiplication). Finding all Pareto-optimal solutions to a multi-objective shortest path problem has several similarities with the solution of multi-constrained shortest-path problems [6, 9, 13, 14, 15, 21, 26]. The techniques developed in this paper can therefore be applied to several variants of multi-constrained shortest-path problems with non-additive constraints.

The paper differs from previous work as follows: Müller-Hannemann and Schnee [19] solve the nonadditive price problem by generally relaxing the Pareto optimality. The algorithm by Carraway et al. [4] only determines the *minimal complete* set of the Pareto optimal paths, and therefore does not find all Pareto optimal paths. Carraway uses a function $u$ which maps all criteria to a real number and thereby only has one objective function. His framework does not specify how the dominance function should be implemented, but leaves it open to the concrete application. Irnich and Villeneuve [15] presented an algorithm for finding all Pareto-optimal solutions to a resource constrained shortest path problem with $k$-cycle eliminations. The considered (constrained and unconstrained) resources are all additive.

In the following Section 4.2, we present a number of multi-objective shortest path problems encountered in practice. Next, in Section 4.3, we formally define the set of Pareto optimal solutions and the corresponding dominance criterion. In Section 4.4, we present the fundamental dynamic programming algorithm used to solve the multi-objective shortest path problem for various cost functions. Section 4.5 provides a number of dominance rules for various cost functions that can be used to prune labels in a dynamic programming algorithm. Various monotone as well as non-monotone cost functions are considered. In Section 4.6, we return to the problems considered in Section 4.2 and discuss how the framework developed can be used to determine all Pareto-optimal solutions. Finally, Section 4.7 reports on computational experiments on real-life data from a shipping company. The paper concludes in Section 4.8.

### 4.2 The Multi-Objective Shortest Path Problems

Multi-criteria shortest path problems are well-studied for additive objective functions. However, in several real-life settings one cannot assume that the objective function is additive, neither can one assume that it is monotonously increasing. Let $w : E \to \mathbb{R}$ be an additive weight function on the edge weight and let $f$ be a function from real numbers to real numbers, $f : \mathbb{R} \to \mathbb{R}$. The objective functions we will consider often contain the function $f \circ w$. The following list describes a number of objective functions which might be encountered in real life multi-criteria and multi-objective problems. Note that all of the objectives listed are non-additive:

A *Probability of reaching destination*. Carraway et al. [4] consider the objective of maximizing the probability of successfully reaching the destination. Each edge has an associated cost (length) and a probability for successful traversal. Assuming that probabilities are independent across edges, the probability of successfully reaching the destination is the product of the probabilities of the edges traversed. In Section 4.5, we will show how the product of probabilities can be converted to a function of the form $f \circ w$. 
B Combined distance and probability function. In [4] Carraway et al. consider an objective that is a combination of the distance \(d\) and the probability \(p\). The objective is described as \(-d + \lambda p\), \(\lambda \in \mathbb{R}_+\), where the aim is to maximize the objective and thereby minimize the length of the journey and maximize the probability. However, if the two criteria contradict each other the value of \(\lambda\) will affect how the two criteria are weighted. Referring to the objective of real life problem A, it is easy to see that this objective function will be of the form \(-w_1 + f \circ w_2\) where \(w_1, w_2 : E \rightarrow \mathbb{R}\) are additive.

C Maximum of commissions. Blander Reinhardt [2] describes a real life multi-objective cargo transportation problem in which each vertex corresponds to a hub port. Each time a vertex is visited (i.e. the cargo is reloaded) an agent is paid a commission. An agent may be responsible for several hubs, but will only be paid one commission. The commission paid will correspond to the largest commission the agent is entitled to on the path. The cost of a path is then the price of the edges plus the commission paid to agents. However, only paying the agents the largest commission on the path complicates the objective. The objective function for the price objective is then \(w + \sum_{a \in Agents} \max_a \{c^a_e | e \in E_P\}\), where \(E_P\) is the set of edges visited on the path \(P\) and \(c^a_e\) is the commission paid to agent \(a\) on edge \(e\).

D Number of zones visited. Public transport in e.g. Copenhagen operates on a zone system [11]. Each zone covers a number of vertices (stations) and edges, and if a ticket is issued to a given zone, then it gives unlimited access to all vertices and edges in the zone. In other words our cost function implies that a cost is paid only the first time a zone is visited. A holder of a monthly card may buy access to any zone needed, hence the objective is to minimize the number of different zones on the path. Here the problem is that a price is only paid the first time an edge in the given zone is visited. The objective function can be represented as \(\sum_{h \in Zones} \max\{0, w_z | e \in E_{Z_h} \land e \in P\}\), where \(E_{Z_h}\) is the edges in the zone \(Z_h\) and \(P\) is the path travelled. The value \(w_z\) is 1 for all \(e\).

E Maximum zone distance from origin. The cost of a single-trip ticket in public transport may depend on the maximum zone distance from the origin \(s\), as in Copenhagen [11]. Here the vertices and the edges again belong to a zone. A one-zone ticket gives access to the zone containing \(s\). A two-zone ticket gives access to all zones adjacent to the first zone. A three-zone ticket furthermore gives access to all zones adjacent to the previous zones. This means that if the non-starting zones visited on a trip are neighboring to the starting zone \(s\) then a two zone ticket is needed even though more than two different zones maybe visited. The objective is to minimize the maximum zone distance between the zone of the edges on the path and the origin \(s\) to the destination \(t\). In this case the objective function is as in D. However the zones are defined differently (see Section 4.6).

F Zone distance and time. In several public transportation ticket fare systems, one buys access to some zones in a given time period, hence it may be relevant to take both distance and time into consideration. A 1-zone ticket can be traversed within a time limit \(t_1\), a 2-zone ticket can be traversed within a time limit \(t_2 \geq t_1\), etc. The objective is to minimize travel cost. In this case the cost function takes a time and a number of zones and returns a cost. Here the objective function \(obj\) takes the maximum of a time function \(t\) and a zone function \(z\), \(obj = \max\{t, z\}\), where the zone function is as described in E and the time function \(t\) is of the form \(f \circ w\).

G Modulo \(k\) penalties. Jepsen et al. [16] consider a shortest path problem where an additional penalty cost is paid for each of the \(k\) times nodes from a given set \(S\) have been visited. The objective is the cost of the edges plus a penalty depending on the number of times nodes from the set \(S\) have been visited. Here, the complicating factor is the penalty. This shortest path problem stems from the addition of Subset-Row inequalities [16] in a branch-and-price algorithm for the Vehicle Routing Problem. The objective function is as in B, \(w_1 + f \circ w_2\), where \(f\) is the penalty function.
In the following sections we describe a general framework for solving multi-criteria shortest path problems. Then in Section 4.5 we develop general schemes for non-additive functions of the form $f \circ w$. In Section 4.6, we return to the above problems and discuss how they can be solved using the schemes developed in Section 4.5.

### 4.3 Pareto Optimal Paths and Value Vectors

A path from $s$ to $t$ is denoted $P_{st} = \{s, \ldots, t\}$. A sub-path $P_{ij}$ of $P_{st} = \{s, \ldots, i, \ldots, j, \ldots, t\}$ is the path $\{i, \ldots, j\}$.

The optimal solution to the multi-objective shortest path problem (4.1) is a set of all Pareto optimal paths. A path is **Pareto optimal** if the value vector of that path is not *dominated* by the value vector of another path between the same two vertices. Let $x = (x_1, \ldots, x_r)$ and $y = (y_1, \ldots, y_r)$ be two real valued $r$ vectors then for a minimization problem $x$ dominates $y$ if $x_k \leq y_k$ for all $k \in \{1, \ldots, r\}$ and $x_k < y_k$ for at least one $k \in \{1, \ldots, r\}$.

The set of **Pareto optimal paths** from a source $s$ to a destination $t$ is the set of paths from $s$ to $t$ with non-dominated value vectors. It should be noted that there can be several Pareto optimal paths with the same value vector.

If the problem has more than one objective then there can be an exponential number of Pareto optimal paths where each has a unique value vector. In Hansen [10] a graph is presented where there is an exponential number of paths from $x_1$ to $x_n$ which are all Pareto optimal and have unique value vectors. However, as observed by Müller-Hannemann and Weihe [20], the number of Pareto optimal paths in real-life problems is usually quite small. This observation is also confirmed in the real-life problems we have studied.

In some problems only the set of **minimal complete** Pareto optimal paths are sought. The **minimal complete** set of Pareto optimal paths was defined in [10] for bicriteria problems. The **minimal complete** Pareto optimal paths are as defined in Section 4.1 the set containing exactly one path per Pareto optimal value vector. Note that the **minimal complete** set of Pareto optimal paths also can contain exponentially many paths, see [10]. When a shortest path problem contains only two objective functions the **minimal complete** set of Pareto optimal paths can be found using an integer programming method called the Ranking method. At each iteration of the ranking method a Pareto optimal value vector and a path satisfying the value vector is found (see [8] for further details). However, we have no knowledge of a constructive way of finding the **minimal complete** set of Pareto optimal paths for problems with more than two objective functions.

It should be mentioned that in quite a few real life problems it would be desirable to find not only the **minimal complete** set of Pareto optimal paths but *all* the Pareto optimal paths. This is in particular true in cases where there is a decision maker who selects the most desirable solution. It is reasonable to assume that there are factors unknown to the program and depending entirely on the specific decision maker which have influence on the choice, and therefore two different paths with the same objective values might be viewed differently by the decision maker.

### 4.4 Dynamic Programming

Dynamic programming relies on the **principle of optimality**. For multi-objective problems where one or more objectives does not satisfy the monotonicity property, one must use the **weak principle of optimality** as defined by Carraway et al. [4]

**Principle of optimality** An optimal path must be composed of optimal subpaths.

**Weak principle of optimality** An optimal path must be composed of subpaths that can be part of an optimal path.

Irnich and Villeneuve [15] defined a similar weak principle of optimality for multi-constrained shortest path problems based on the concept of *extensions* $E(P)$ of a given subpath $P$. 

There are two general dynamic programming algorithms for additive multi-objective shortest path problems which are based on Dijkstra’s algorithm for the single objective shortest path problem [5]. These algorithms are the Label-Setting algorithm [18] and the Label-Correcting algorithm [22]. The Label-Setting algorithm does not allow negative edge costs. The Label-Correcting algorithm does allow negative edge costs but no negative cycles. We will apply the Label-Correcting algorithm in the sequel.

In the pseudocode for this algorithm let $C^1(P) \ldots C^r(P)$ be the cost function of a path $P$ and let $\text{Merge}$ be a function which, given two sets of labels, returns only the undominated labels of the union of the two sets. The set $Q$ consists of the vertices with undominated labels that have not yet been used to generate other labels. Each label is given as the tuple $(C^1(P), \ldots, C^r(P), \text{pred}(P))$, where pred($P$) is a pointer to the label it was generated from. The label correcting algorithm is outlined in the following pseudocode, inspired by [3] and [22]. In each node $v$ we maintain a list $L_v$ of labels. Clearly, by following the pred($P$) pointers backward from a vertex $v$ to $s$ one gets the subpath the label represents. Thus each label in the lists $L_v$ represents a subpath $P = \{s, \ldots, v\}$ which is not dominated by other subpaths from $s$ to $v$. The set $Q$ can with advantage be implemented as an ordered list ordered lexicographically.

```
LABEL-CORRECTING(G, s, t)
1: $L_v \leftarrow \emptyset$ for all $v \in V \setminus \{s\}$
2: $L_s \leftarrow \{(0, \ldots, 0, \{s\})\}$
3: $Q \leftarrow \{s\}$
4: while $Q \neq \emptyset$ do
5:   $u \leftarrow$ extract vertex from $Q$
6:   for all edges $e_{uv}$ do
7:     $L'_v \leftarrow \text{Merge}(L_v, L_u \circ \{e_{uv}\})$
8:     if $L'_v \neq L_v$ then
9:       $L_v \leftarrow L'_v$
10:      $Q \leftarrow Q \cup \{v\}$
11:   end if
12: end for
13: end while
14: return $L_v$ for all $v \in V$
```

The label correcting algorithm repeatedly extracts a vertex $u$ from the set $Q$, and for each outgoing edge $e_{uv}$ extends the labels $(C^1(P_{sv}), \ldots, C^r(P_{sv}), \text{pred}(P_{sv}))$ in $L_u$ to $(C^1(P_{sv}), \ldots, C^r(P_{sv}), \text{pred}(P_{sv}))$. These new labels $L_u \cup \{e_{uv}\}$ are then $\text{Merge}$’d together with the old labels $L_v$ of $v$. The merging eliminates dominated labels. If the set of labels at $v$ has been changed during the $\text{Merge}$, then $v$ is added to $Q$. This is repeated until the set $Q$ is empty. The $\circ$ operator in line 7 must match the objective functions, and the dominance criterion used implicit in $\text{Merge}$ must be tailored to return the undominated labels. We will in the next section propose various sufficient criteria for removing dominated labels.

### 4.5 Non-Additive Objectives in Dynamic Programming

As mentioned before, the essence of the dynamic programming algorithms on shortest path problems is the monotonicity requirement. The monotonicity requirement ensures that subpaths of a Pareto optimal path are Pareto optimal and therefore the subpaths that are not Pareto optimal can be eliminated from the search. Clearly the additive case is monotone, however there exists other monotone objective functions. Theorem 1 covers a set of objective functions which satisfies the monotonicity requirement. It should be noted that Theorem 1 is not exhaustive, as other objectives may exist that satisfy the monotonicity requirement.

Section 4.5.1 defines a dominance criterion for problems where the objective function is based on two or more additive weight functions. Section 4.5.2 defines dominance criteria for problems where
the objective function is defined as the maximum of a set of edge weights visited on the path. The recently published example of optimizing the mean and variance of a random variable associated with an edge described in [12] by Hutson and Shier shows a non-additive objective of the structure described in Section 4.5.1. Weight functions evaluate a single criterion along a path. However, an objective can include several criteria. Thus several weight functions including the weight of a criterion on a path can be transformed by one function in the objective. An additive objective requires that the weight functions (also called criteria) included in it are additive, however, an objective on one or more additive weight functions is not necessarily additive as the additive weight function can be part of a non-additive function in the objective.

**Theorem 1.** Given a weighted directed graph \( G = (V, E) \) with an additive weight function \( w : E \to \mathbb{R}^k \) (\( w_\ell : E \to \mathbb{R}, \ \ell \in \{1, \ldots, k\} \)) where \( k \) is the number of objective functions, let the objective functions be \( C_\ell = f_\ell \circ w_\ell \) where \( f_\ell : \mathbb{R} \to \mathbb{R} \) is a strictly increasing or strictly decreasing function. Let \( P_{st} \) be a Pareto optimal path from \( s \) to \( t \), then any subpath \( P_{ij} \) of \( P_{st} \) is a Pareto optimal path from \( i \) to \( j \).

The theorem shows that if the objective functions are strictly increasing or strictly decreasing, then the normal principle of optimality holds, and hence we can use an ordinary dominance rule in the label correcting algorithm.

**Proof.** First assume that the objective functions are to be minimized. Assume that \( P_{ij} \) is not a Pareto minimal path, then there would be a path \( P'_{ij} \) that dominates the path \( P_{ij} \). Decompose the Pareto minimal path \( P_{st} \) into three subpaths \( P_{si}, P'_{ij} \) and \( P_{jt} \). Then, because of the additive structure of the weight function, we have \( w(P_{st}) = w(P_{si}) + w(P_{ij}) + w(P_{jt}) \). Let the path \( P'_{st} \) be defined by subpaths \( P_{si}, P'_{ij} \) and \( P_{jt} \). Clearly the weight of \( P'_{st} \) is \( w(P'_{st}) = w(P_{si}) + w(P'_{ij}) + w(P_{jt}) \). Since \( P'_{ij} \) dominates \( P_{ij} \), we have \( f_\ell(w(P'_{ij})) = f_\ell(w(P_{ij})) \) where the inequality is strict for at least one \( \ell \in \{1, \ldots, k\} \). Then, in the case where \( f_\ell \) is strictly increasing, one gets the following inequalities where for at least one \( \ell \) the inequality is strict:

\[
\begin{align*}
    f_\ell(w(P'_{ij})) &< f_\ell(w(P_{ij})) \quad \Rightarrow \quad w_\ell(P'_{ij}) < w_\ell(P_{ij}) \quad \Rightarrow \\
    w_\ell(P'_{st}) &\leq w_\ell(P_{st}) \quad \Rightarrow \quad f_\ell(w(P'_{st})) \leq f_\ell(w(P_{st}))
\end{align*}
\]

In the case where \( f_\ell \) is strictly decreasing one gets a similar result by reversing the appropriate inequalities. Therefore the path \( P'_{st} \) dominates the path \( P_{st} \), which contradicts the Pareto minimality of the path \( P_{st} \). For maximization the proof is similar. \( \Box \)

Note that Theorem 1 also holds for graphs with negative weights and that an additive objective function with nonnegative edge costs \( c_{ij}^k \) is a special case of the strictly increasing function.

### 4.5.1 Objectives Based on Additive Weight Functions

We will start by showing the case of an objective based on a finite number of additive weight functions. The problem for non-additive objectives is that the value of \( C(P_{st}) \) can vary depending on the path taken from \( s \) to \( t \). This is also the case when the non-additive objective is based on additive weight functions.

Only the single objective case is considered, although the results easily can be generalized to the multi-objective case by using the definition of Pareto optimality.
Theorem 2 (Gradient domination). Given a weighted directed graph $G = (V, E)$ let $w_i : E \to \mathbb{R}, i \in \{1, \ldots, n\}$ be additive weight functions on $G$. Let there be an objective function of the form: $C(P) = \sum_{i=1}^{n} f_i(w_i(P))$. Let $\mathcal{P}_{st}$ be composed of subpaths $\mathcal{P}_{sj}$ and $\mathcal{P}_{jt}$ and let $\mathcal{P}_{st}'$ be composed of $\mathcal{P}_{sj}'$ and $\mathcal{P}_{jt}'$ (see Figure 4.1). Let

$$
\mathcal{M}_i = \frac{f_i(w_i(\mathcal{P}_{st}')) - f_i(w_i(\mathcal{P}_{st}))}{w_i(\mathcal{P}_{st}')} - \frac{f_i(w_i(\mathcal{P}_{st}))}{w_i(\mathcal{P}_{st})} \leq \mathcal{M}_i^+, \quad i \in \{1, \ldots, n\}, \quad w_i(\mathcal{P}_{st}) \neq w_i(\mathcal{P}_{st}')
$$

where $\mathcal{M}_i^+, \mathcal{M}_i^- \in \mathbb{R}$. Moreover let:

$$
\sum_{i=1}^{n} \mathcal{M}_i w_i(\mathcal{P}_{st}) < \sum_{i=1}^{n} \mathcal{M}_i w_i(\mathcal{P}_{sj})
$$

with strict inequality for at least one $i$, where

$$
\mathcal{M}_i = \begin{cases} 
\mathcal{M}_i^+ & \text{if } w_i(P_{sj}') > w_i(P_{sj}) \\
1 & \text{if } w_i(P_{sj}') = w_i(P_{sj}) \\
\mathcal{M}_i^- & \text{if } w_i(P_{sj}') < w_i(P_{sj})
\end{cases}
$$

Then $C(\mathcal{P}_{st}') < C(\mathcal{P}_{st})$.

Proof. Assume that (4.8) holds. For each $i$ where $w_i(\mathcal{P}_{sj}) \neq w_i(P_{sj}')$ we have:

$$
\frac{f_i(w_i(P_{st}')) - f_i(w_i(\mathcal{P}_{st}))}{w_i(P_{st}') - w_i(\mathcal{P}_{st})} = \frac{f_i(w_i(P_{st}')) - f_i(w_i(\mathcal{P}_{st}))}{w_i(\mathcal{P}_{jt}) + w_i(P_{sj}') - (w_i(\mathcal{P}_{sj}) + w_i(\mathcal{P}_{jt}))} = \frac{f_i(w_i(P_{st}')) - f_i(w_i(\mathcal{P}_{st}))}{w_i(P_{st}') - w_i(\mathcal{P}_{st})}
$$

which is less than or equal to $\mathcal{M}_i^+$ if $w_i(P_{sj}') > w_i(P_{sj})$ and which is greater than or equal to $\mathcal{M}_i^-$ if $w_i(P_{sj}') < w_i(P_{sj})$. This implies that

$$
f_i(w_i(P_{st}')) - f_i(w_i(\mathcal{P}_{st})) \leq \mathcal{M}_i(w_i(P_{st}') - w_i(\mathcal{P}_{st}))
$$

(4.9)

It is easy to see that inequality (4.9) also will hold if $w_i(\mathcal{P}_{sj}) = w_i(P_{sj}')$. This means that

$$
\sum_{i=1}^{n} (f_i(w_i(P_{st}')) - f_i(w_i(\mathcal{P}_{st}))) \leq \sum_{i=1}^{n} (\mathcal{M}_i(w_i(P_{st}') - w_i(\mathcal{P}_{st})))
$$

and hence

$$
\sum_{i=1}^{n} (f_i(w_i(P_{st}'))) \leq \sum_{i=1}^{n} (\mathcal{M}_i(w_i(P_{st}') - w_i(\mathcal{P}_{st}))) + \sum_{i=1}^{n} f_i(w_i(\mathcal{P}_{st}))
$$

(4.10)

Now, adding inequalities (4.8) and (4.10) we get:

$$
\sum_{i=1}^{n} (f_i(w_i(P_{st}'))) < \sum_{i=1}^{n} (f_i(w_i(\mathcal{P}_{st})))
$$

and hence $C(\mathcal{P}_{st}') < C(\mathcal{P}_{st})$ which proves the theorem. \qed

In the next corollary we consider problems with additive weight functions where an objective function is based on two additive criteria. This case is relevant for some of the real life problems considered in Section 4.6.

Corollary 1 (minimization of objective). Given a weighted directed graph $G = (V, E)$ let $w_1 : E \to \mathbb{R}$ and $w_2 : E \to \mathbb{R}$ be two additive weight functions on $G$. Let there be an objective function of the form: $C(P) = w_1(P) + f(w_2(P))$ which is to be minimized. Let $\mathcal{P}_{sj}$ be composed of subpaths $\mathcal{P}_{sj}$ and $\mathcal{P}_{jt}$ and let $\mathcal{P}_{st}'$ be composed of subpaths $\mathcal{P}_{sj}'$ and $\mathcal{P}_{jt}'$ (see Figure 4.1). Let

$$
\mathcal{M}^- \leq \frac{f(w_2(P_{st}')) - f(w_2(P_{st}))}{w_2(P_{st}') - w_2(P_{st})} \leq \mathcal{M}^+, \quad w_2(\mathcal{P}_{st}') \neq w_2(\mathcal{P}_{st})
$$

(4.11)
where \( M^-, M^+ \in \mathbb{R} \). Moreover let:

\[
\begin{align*}
    w_1(p_{s_j}^l) + M^+ w_2(p_{s_j}^l) < w_1(p_{s_j}) + M^+ w_2(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) > w_2(p_{s_j}) \\
    w_1(p_{s_j}^l) + M^- w_2(p_{s_j}^l) < w_1(p_{s_j}) + M^- w_2(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) < w_2(p_{s_j}) \\
    w_1(p_{s_j}^l) < w_1(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) = w_2(p_{s_j})
\end{align*}
\]

Then \( C(p_{st}^l) < C(p_{st}) \).

Corollary 1 states that if two subpaths \( p_{s_j} \) and \( p_{s_j}^l \) ending at the same node \( j \) satisfy inequality (4.12), then for minimization problems the path \( p_{s_j}^l \) dominates \( p_{s_j} \) and the latter may be deleted.

**Proof.** This is the special case of Theorem 2 where \( n = 2 \) and \( f_1 \) is the identity function. \( \square \)

The dominance rule (4.12) was defined for a minimization problem. In the case of maximization Corollary 1 is changed to

**Corollary 2** (maximization of objective). Given a weighted directed graph \( G = (V, E) \) let \( w_1: E \to \mathbb{R} \) and \( w_2: E \to \mathbb{R} \) be two additive weight functions on \( G \). Let there be an objective function of the form: \( C(p) = w_1(p) + f(w_2(p)) \) which is to be maximized. Let \( p_{st} \) be composed of subpaths \( p_{s_j} \) and \( p_{st} \) and let \( p_{st} \) be composed of \( p_{s_j}^l \) and \( p_{st} \) (See Figure 4.1). Let

\[
\mathcal{M}^+ \leq \frac{f(w_2(p_{s_j}^l)) - f(w_2(p_{st}))}{w_2(p_{s_j}^l) - w_2(p_{st})} \leq \mathcal{M}^-, \quad w_2(p_{s_j}^l) \neq w_2(p_{st})
\]

where \( \mathcal{M}^-, \mathcal{M}^+ \in \mathbb{R} \). Moreover let:

\[
\begin{align*}
    w_1(p_{s_j}^l) + M^+ w_2(p_{s_j}^l) > w_1(p_{s_j}) + M^+ w_2(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) > w_2(p_{s_j}) \\
    w_1(p_{s_j}^l) + M^- w_2(p_{s_j}^l) > w_1(p_{s_j}) + M^- w_2(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) < w_2(p_{s_j}) \\
    w_1(p_{s_j}^l) > w_1(p_{s_j}) & \quad \text{if} \quad w_2(p_{s_j}^l) = w_2(p_{s_j})
\end{align*}
\]

Then \( C(p_{s_j}^l) > C(p_{st}) \).

In finding \( \mathcal{M}^- \) and \( \mathcal{M}^+ \) the goal is to maximize \( \mathcal{M}^- \) and minimize \( \mathcal{M}^+ \) so that the number of paths kept for investigation is minimized.

**Remark 1.** When \( f \) is differentiable and there exists \( \mathcal{M}^- \) and \( \mathcal{M}^+ \) such that \( \mathcal{M}^- \leq f'(x) \leq \mathcal{M}^+ \) for all \( x \) in the domain of \( f \), then by the Mean Value Theorem we have

\[
\mathcal{M}^- \leq \frac{f(w_2(P_{s_j}^l)) - f(w_2(P_{st}))}{w_2(P_{s_j}^l) - w_2(P_{st})} \leq \mathcal{M}^+.
\]

Note that on a fixed weight graph \( G \) the domain of \( f \) can be restricted to a closed interval \([a, b]\) such that \( f(w_2(P)) \in [a, b] \) for every simple path \( P \) in \( G \). Moreover there could be a lower bound on how much \( w_2(P_{s_j}^l) - w_2(P_{st}) \) can be for two different paths. This could for example be the smallest cost of an edge in \( G \).

Such upper bound on \( f(w_2(p_{s_j}^l)) - f(w_2(P_{st})) \) and lower bound \( w_2(P_{s_j}^l) - w_2(P_{st}) \) could be used to find a possible value for \( \mathcal{M}^+ \). In the same way possible values for \( \mathcal{M}^- \) can be found. Clearly if \( f \) is a differentiable bounded function then \( \mathcal{M}^+ \) can be the maximum of the derivative and \( \mathcal{M}^- \) the minimum of the derivative in the bounded region.

**Remark 2.** When \( f \) is convex and \( w_2: E \to \mathbb{R}_0^+ \) then

\[
\frac{f(w_2(P_{s_j}^l)) - f(w_2(P_{st}))}{w_2(P_{s_j}^l) - w_2(P_{st})} \leq \frac{f(w_2(P_{st})) - f(w_2(P_{s_j}^l))}{w_2(P_{st}) - w_2(P_{s_j}^l)} = \frac{f(w_2(P_{s_j}^l)) - f(w_2(P_{s_j}^l))}{w_2(P_{s_j}^l) - w_2(P_{st})}
\]

and thus \( \mathcal{M}^- \) can be chosen as:

\[
\mathcal{M}^- = \frac{f(w_2(P_{s_j}^l)) - f(w_2(P_{s_j}^l))}{w_2(P_{s_j}^l) - w_2(P_{s_j}^l)}
\]
Remark 3. When substituting the value of $M^-$ into the portion containing $M^-$ (both in the minimization and maximization versions) then regular dominance (principle of optimality) is achieved in that portion.

Moreover if $w_2(P_{it}) \leq b$ for all simple paths $P_{it}$ from $i$ to $t$ in $G$ then we can choose $M^+$ as follows:

$$M^+ = \frac{f(b + w_2(P_{st}')) - f(b + w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})} \geq \frac{f(w_2(P_{st}')) - f(w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})}$$

Similarly when $w_2 : E \to \mathbb{R}^-$ then $M^+$ can be chosen as

$$M^+ = \frac{f(w_2(P_{st}')) - f(w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})} \geq \frac{f(w_2(P_{st}')) - f(w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})}, \quad (4.17)$$

which in the portion containing $M^+$ reduces to regular dominance in the dominance definition of Corollary 1. If $\exists a \leq w_2(P_{it})$ for all simple paths $P_{it}$ from $i$ to $t$ in $G$ then $M^-$ can be chosen as

$$M^- = \frac{f(a + w_2(P_{st}')) - f(a + w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})} \leq \frac{f(w_2(P_{st}')) - f(w_2(P_{si}))}{w_2(P_{st}') - w_2(P_{si})}, \quad (4.18)$$

Remark 3. When $f$ is concave, $-f$ is convex and therefore we can apply Remark 2 to $-f$ to find suitable values of $M^-$ and $M^+$ for $f$.

These remarks will be used when returning to the objective functions described in Section 4.2.

Another function used in the objectives described in Section 4.6 is the floor function. Clearly the floor function fulfills the requirements of Corollary 1, however, $M^+$ is infinite. Using the floor dominance stated by Jepsen et al. in [16], we present a general form of domination.

**Theorem 3** (Floor domination). Given a weighted directed graph $G = (V, E)$ let $w_1 : E \to \mathbb{R}$ and $w_2 : E \to \mathbb{R}$ be two additive weight functions on $G$. Let there be an objective function of the form: $C(P) = w_1(P) + f(w_2(P))$. Let the function $f : \mathbb{R} \to \mathbb{R}$ satisfy $f(a + c) - f(a) - d \leq f(b + c) - f(b)$ for all $a, b, c$ in the domain of $f$ (see Figure 4.2) where $a, b$ satisfy some property $D$ and $d \in \mathbb{R}_0^+$. Let $P_{st}$ be composed of subpaths $P_{sj}$ and $P_{jt}$ and let $P_{st}'$ be composed of $P_{sj}'$ and $P_{jt}'$ (see Figure 4.1). Then:

$$C(P_{sj}') + d \leq C(P_{sj}) \Rightarrow C(P_{st}') \leq C(P_{st}) \quad (4.19)$$

when $w_2(P_{sj})$, $w_2(P_{sj}')$ are satisfying property $D$.

**Proof.** Assume $w_1(P_{sj}') + f(w_2(P_{sj}')) + d \leq w_1(P_{sj}) + f(w_2(P_{sj}))$ and that $w_2(P_{sj})$, $w_2(P_{sj}')$ satisfy a property $D$. Then by the additivity of $w_1$ we have that:

$$w_1(P_{sj}') + f(w_2(P_{sj}')) + d \leq w_1(P_{st}) + f(w_2(P_{sj})) \quad (4.20)$$
By the property of \( f \) we have:
\[
f(w_2(P'_{si}) + w_2(P_{j})) - d \leq f(w_2(P_{si}) + w_2(P_{j})) - f(w_2(P_{j}))
\]
(4.21)
by adding the previous two inequalities we get:
\[
w_1(P'_{si}) + f(w_2(P'_{si})) \leq w_1(P_{si}) + f(w_2(P_{si}))
\]
(4.22)

Theorem 3 is applied to real life problems in Sections 4.6.6 and 4.6.7. See Sections 4.6.6 and 4.6.7 for examples of the determination of \( d \) and property \( D \) in a real life problem.

### 4.5.2 Objectives Based on the Max and Min Function

In this subsection we consider a non-monotone objective function defined as the maximum of a set of edge weights visited on the path \( P \). Theorem 4 and its proof is a generalization of the work in [2].

**Theorem 4** (Max domination). Given a weighted directed graph \( G = (V, E) \) let \( w_1 : E \rightarrow \mathbb{R} \) be an additive weight function and \( a_j : E \rightarrow \mathbb{R} \). \( j \in \{1, \ldots, n\} \) be a map from the edges of \( G \) into \( \mathbb{R} \) and let \( e \in E \) be an edge in \( G \). Then let \( w_2(P) = \sum_{j=1}^{n} \max_{e \in P} a_j(e) \). Let there be an objective function of the form \( C(p) = w_1(p) + w_2(p) \) to be minimized. Let \( P_{si} \) be composed of subpaths \( P_{si} \), and \( P_{it} \), and let \( P'_{si} \) be composed of \( P'_{si} \) and \( P_{it} \). Moreover let:
\[
w_1(P'_{si}) + \sum_{j=1}^{n} \max_{e \in P'_{si}} \{ a_j(e) \} < w_1(P_{si}) + \sum_{j=1}^{n} \max_{e \in P_{si}} \{ a_j(e) \} - F(P_{si}, P_{si}')
\]
(4.23)
where
\[
F(P, P') = \sum_{j=1}^{n} \max_{e \in P} \{ 0, \max_{e \in P} a_j(e) - \max_{e \in P} a_j(e) \}.
\]
Then \( C(P_{si}') < C(P_{si}) \).

In other words if two subpaths \( P_{si} \) and \( P'_{si} \) end at the same node \( i \) and (4.23) is satisfied, then the label corresponding to subpath \( P'_{si} \) dominates the label corresponding to subpath \( P_{si} \) and hence the latter may be deleted.

**Proof.** With some trivial case studies it is easy to see that for each \( j = 1, \ldots, n \) we have
\[
\max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P'_{si}} \{ a_j(e) \} \right\} - \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P_{si}} \{ a_j(e) \} \right\}
\]
\[
\leq \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P_{si}} \{ a_j(e) \} \right\}
\]
Adding these inequalities for \( j = 1, \ldots, n \) together, we obtain
\[
\sum_{j=1}^{n} \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P'_{si}} \{ a_j(e) \} \right\} - \sum_{j=1}^{n} \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P_{si}} \{ a_j(e) \} \right\}
\]
\[
\leq \sum_{j=1}^{n} \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P'_{si}} \{ a_j(e) \} \right\}
\]
By the definition of \( F(P, P') \), the above inequality is the same as:
\[
\sum_{j=1}^{n} \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P'_{si}} \{ a_j(e) \} \right\}
\]
\[
\leq \sum_{j=1}^{n} \max \left\{ 0, \max_{e \in P_{si}} \{ a_j(e) \} - \max_{e \in P_{si}} \{ a_j(e) \} \right\} + F(P_{si}, P_{si}')
\]
(4.24)
Adding inequality (4.24) to the assumption (4.23) we achieve:

$$
w_1(P'_t) + \sum_{j=1}^{n} \max_{e \in P_{si}} \{a_j(e)\} + \sum_{j=1}^{n} \max_{e \in P_{si}} \left\{0, \max_{e \in P_{si}} \{a_j(e)\} - \max_{e \in P_{si}} \{a_j(e)\}\right\} < w_1(P_{si}) + \sum_{j=1}^{n} \max_{e \in \mathcal{P}_{si}} \left\{0, \max_{e \in \mathcal{P}_{si}} \{a_j(e)\} - \max_{e \in \mathcal{P}_{si}} \{a_j(e)\}\right\}
$$

It is easy to check that this is the same as:

$$w_1(P'_{si}) + \sum_{j=1}^{n} \max_{e \in P_{si}} \{a_j(e)\} \leq w_1(P_{si}) + \sum_{j=1}^{n} \max_{e \in \mathcal{P}_{si}} \{a_j(e)\}$$

which is equivalent to

$$w_1(P'_t) + \sum_{j=1}^{n} \max_{e \in P_{si}} \{a_j(e)\} < w_1(P_{si}) + \sum_{j=1}^{n} \max_{e \in \mathcal{P}_{si}} \{a_j(e)\}$$

By adding $w_1(P_{si})$ to both sides we get the desired result $C(P'_t) < C(P_{si})$. \hfill \Box

**Theorem 5** (Min domination). Given a weighted directed graph $G = (V,E)$ let $w_1 : E \to \mathbb{R}$ be an additive weight function and $a_i : E \to \mathbb{R}$, $i \in \{1, ..., n\}$ be a map from the edges of $G$ to the reals. Then let $w_2(P) = \sum_{i=1}^{n} \min_{e \in P} a_i(e)$. Let there be an objective function of the form $C(P) = w_1(P) - w_2(P)$ to be minimized. Let $\mathcal{P}_{st}$ be composed of subpaths $P_{si}$ and $P_{it}$ and let $P_{si}'$ be composed of $P_{si}$ and $P_{it}$. Let $F(P, P') = \sum_{i=1}^{n} \max \{0, \min_{e \in P} a_i(e) - \min_{e \in P'} a_i(e)\}$. Moreover let:

$$C(P_{si}) < C(P_{si}) - F(P_{si}, P_{si}')$$

Then $C(P_{si}') < C(P_{si})$.

In the cases where domination (4.25) of Theorem 5 holds we can when minimizing $C(P)$ eliminate paths $C(P_{si})$.

**Proof.** Clearly, since $\max_{e \in P} \{a_j(e)\} = -\min_{e \in P} \{-a_j(e)\}$ and therefore

$$C(P) = w_1(P) - \sum_{i=1}^{n} \min_{e \in P} \{-a_i(e)\} = w_1(P) + \sum_{i=1}^{n} \max_{e \in P} a_i(e).$$

By Theorem 4, it follows that Theorem 5 holds. \hfill \Box

In Section 4.6.3 and 4.6.4 the Theorem 4 is applied to real life problems. For an example of how $F(P, P')$ is determined see Sections 4.6.3 and 4.6.4.

### 4.5.3 Goal domination

Goal domination is a well known and commonly used way of eliminating labels (see [19]). This domination does not require monotonicity, however it can only be used for objectives $C(P)$, that are non-decreasing or non-increasing and a feasible solution to the problem must be found before goal domination can be used. The goal domination checks each new label created for whether it is dominated by a label at the destination.

To improve the goal domination one can find lower bounds (upper bounds in the case of a maximization problem) on all objectives and pairs of vertices. This can be done by preprocessing the graph data. When using preprocessing, the goal domination can be extended so that the lower bound of the remaining path is added to the label when testing whether it is dominated by labels at the destination.
Dumitrescu and Boland [7] show that preprocessing can reduce computation time significantly on resource constrained shortest path problems. Preprocessing is useful in graphs where the edge weights seldom change. Nevertheless, the storage requirements increase as there can be a quadratic number of lower bounds. However, each lower bound will not be very space-consuming as it is a simple number. Lower bounds generated “on the fly” are often used in graphs where the vertices are placed in a coordinate system and therefore the Euclidean distance between nodes can be calculated “on the fly” [19]. Another lower bound method [19] is to make simplified versions of the graph in which a specific lower bound can be found at a given shortest path request.

### 4.6 Solving Real Life Shortest Path Problems

With the properties covered in previous section we now return to the objectives (A) through (G) listed in Section 4.2. We describe how the developed framework can be adapted to the considered objectives.

#### 4.6.1 Multiplicative cost function

The multiplicative objective described in (A) is given as follows: Each edge $e_{ij}$ has a probability $\pi_{ij} \in (0, 1]$ for being traversed successfully, and the corresponding objective is

$$C(\mathcal{P}) = \prod_{e_{ij} \in \mathcal{P}} \pi_{ij}$$

The objective is monotone since we have ([23] Example 6.3.2)

$$\max \log C(\mathcal{P}) = \max \log \prod_{e_{ij} \in \mathcal{P}} \pi_{ij} = \max \sum_{e_{ij} \in \mathcal{P}} \log \pi_{ij} \quad (4.26)$$

Defining $w_1 : E \to \mathbb{R}_0^+$ as $w_1(e_{ij}) = \log \pi_{ij}$ and choosing $f = e^x$, Theorem 1 gives that the objective is monotone. Therefore all subpaths are also optimal, and if the problem contains several monotone objective functions all subpaths are Pareto optimal. Notice that $w_1(e_{ij}) \geq 0$ since all $0 < \pi_{ij} \leq 1$.

#### 4.6.2 Combined distance and probability function

The second objective (B) is a combination of the two criteria distance $d$ and probability $\pi \in (0, 1]$. The objective is written as $-d + \lambda \pi$ with $\lambda > 0$ which is to be maximized. Let $f(x) = \lambda x^z$ so that $f(\log_\pi(\pi(\mathcal{P}))) = \lambda \pi(\mathcal{P})$. Let $w_1(\mathcal{P}) = -d(\mathcal{P})$ and $w_2(\mathcal{P}) = \log_\pi(\pi(\mathcal{P}))$. Since $\log_\pi(\pi(\mathcal{P}))$ is additive, we can use Corollary 2. Since $\log_\pi(\pi(\mathcal{P})) : E \to \mathbb{R}_0^+$ and $f$ is convex, we can use Remark 2. By Remark 2 the only case where the principle of optimality does not work is the case where $w_2(\mathcal{P}_{si}) > w_2(\mathcal{P}_{si})$. Therefore, we need to find a good $\mathcal{M}^- = (f(b + w_2(\mathcal{P}_{si})) - f(b + w_2(\mathcal{P}_{si}))) / (w_2(\mathcal{P}_{si}) - w_2(\mathcal{P}_{si}))$ where $b \leq w_2(\mathcal{P}_{si})$ for all simple paths $\mathcal{P}_{si}$ from $i$ to $t$ on $G$ as suggested in Remark 2 Equation (4.18). Inserting this value into the definition of dominance for the case $w_2(\mathcal{P}_{si}) > w_2(\mathcal{P}_{si})$ in Corollary 2 we get:

$$w_1(\mathcal{P}_{si}) > w_1(\mathcal{P}_{si}) + f(b + w_2(\mathcal{P}_{si})) - f(b + w_2(\mathcal{P}_{si})) \quad (4.27)$$

A lower bound $L$ for $\pi(\mathcal{P}_{si})$ where $\mathcal{P}_{si}$ is an arbitrary simple path from $i$ to $t$ on $G$ results in $\log_\pi(L)$ being a lower bound for $\log_\pi(\mathcal{P}_{si})$. Therefore we can substitute $b$ with $\log_\pi(L)$. Moreover, we can use that $f(x) = \lambda x^z$, $w_1(\mathcal{P}) = -d(\mathcal{P})$ and $w_2(\mathcal{P}) = \log_\pi(\pi(\mathcal{P}))$ to rewrite (4.27) as:

$$w_1(\mathcal{P}_{si}) > w_1(\mathcal{P}_{si}) + \lambda \log_\pi(L) + \log_\pi(\pi(\mathcal{P}_{si})) - \lambda \log_\pi(L) + \log_\pi(\pi(\mathcal{P}_{si}))$$

this inequality is the same as

$$w_1(\mathcal{P}_{si}) > w_1(\mathcal{P}_{si}) + \lambda L \pi(\mathcal{P}_{si}) - \lambda L \pi(\mathcal{P}_{si}),$$
and hence
\[-d(P'_s) > -d(P_s) + \lambda L\pi(P_s) - \lambda L\pi(P'_s)). \quad (4.28)\]
This means that the dominance of Corollary 2 in this case is:

If
\[-d(P'_s) + \pi(P'_s) > -d(P_s) + \pi(P_s) \quad \text{and} \quad \pi(P'_s) \leq \pi(P_s) \quad (4.29)\]
\[-d(P'_s) > -d(P_s) + \lambda L\pi(P_s) - \lambda L\pi(P'_s)) \quad \text{and} \quad \pi(P'_s) > \pi(P_s) \quad (4.30)\]
then \(C(P'_s) > C(P_s)\).

Carraway et al. [4] propose the following algorithm for solving the dominance test. Let \(P\) be a path from a vertex \(s\) to a vertex \(i\) then \(d\) is the distance of the path \(P\) and \(\pi\) is the probability of the path \(P\). Let the path \(P'\) be a path from \(s\) to \(i\) different from \(P\) and let \(\hat{d}\) and \(\hat{\pi}\) be the distance and probability on that path.

**Algorithm by Carraway et al.:**

**Step 0.** Designate \((d, \pi)\) and \((\hat{d}, \hat{\pi})\) such that \(d \leq \hat{d}\).

**Step 1.** If \(d = \hat{d}\) and \(\pi \leq \hat{\pi}\) then delete \((d, \pi)\) and stop; else if \(d = \hat{d}\) and \(\pi > \hat{\pi}\) then delete \((\hat{d}, \hat{\pi})\) and stop.

**Step 2.** If \(\pi = \hat{\pi}\), delete \((\hat{d}, \hat{\pi})\) and stop.

**Step 3.** If \(\hat{d} - d \leq \lambda b_j(\hat{\pi} - \pi)\) where \(b_j\) is the minimum of the probability on the remaining path. Delete \((d, \pi)\) and stop.

**Step 4.** If \(d - \hat{d} \leq \lambda m_j(\pi - \hat{\pi})\) where \(m_j\) is the maximum of the probability on the remaining path. Delete \((d, \pi)\) and stop.

**Step 5.** Retain both returns and stop.

In [4] Step 2 was written as follows: *If \(\pi \leq \hat{\pi}\), delete \((\hat{d}, \hat{\pi})\) and stop.* As this does not hold, it is presumed to be a typing error and we have inserted = instead of \(\leq\). Note that by using a non-strict inequality, Carraway et al. only get the minimal complete set of solutions. Clearly, by making the inequality non-strict, our dominance method, (4.29) and (4.30), will find exactly the minimal complete set of Pareto optimal solutions.

We now show that Theorem 2 allows for the elimination of all of the paths eliminated by the algorithm of Carraway et al.

It can easily be shown that all paths deleted by step 1 and 2 are eliminated by Corollary 2, inequalities (4.29) and (4.30).

In order to prove the same for step 3 we have to show that when \(d \leq \hat{d}\) and \(\hat{d} - d \leq \lambda b_j(\hat{\pi} - \pi)\), where \(b_j\) is the minimum of the probabilities, on the remaining path \((\pi(P_s))\), then one of the domination statements (4.29) and (4.30) holds. Let \((d, \pi)\) be the pair \((d(P_s), \pi(P_s))\) and \((\hat{d}, \hat{\pi})\) be the pair \((d(P'_s), \pi(P'_s))\). Since \(b_j > 0\) we can choose the lower bound \(L = b_j > 0\). When \(\hat{\pi} < \pi\) no path is deleted in step 3. Now insert the values in the inequality of step 3:

\[d(P'_s) - d(P_s) \leq \lambda L(\pi(P'_s) - \pi(P_s)) \quad \Rightarrow \quad -d(P'_s) + d(P_s) \geq \lambda L(-\pi(P'_s) + \pi(P_s))\]  \[\Rightarrow \quad -d(P'_s) \geq -d(P_s) + \lambda L(\pi(P_s) - \pi(P'_s))\]  \[\Rightarrow \quad (4.31)\]

which by (4.30) means that Corollary 2 eliminates \((d, \pi)\) when \(\hat{\pi} > \pi\). In the case where \(\hat{\pi} = \pi\) it is easy to show that Corollary 2 eliminates \((d, \pi)\).

To show that a path deleted in step 4 is also deleted by (4.29) and (4.30), set \((d, \pi) = (d(P'_s), \pi(P'_s))\) and \((\hat{d}, \hat{\pi}) = (d(P_s), \pi(P_s))\) and note that in the case where \(\pi > \hat{\pi}\), the inequality (4.30) is trivially true. If \(\pi \leq \hat{\pi}\), then we must show that the inequality of step 4 implies (4.29). But this must be true as (4.29) amounts to the principle of optimality (regular domination).
4.6.3 Maximum of commissions

The objective described in (C) is taken from [2]. The cost of a path is calculated as the price of the edges (transports) plus some commission to agents.

Let the set of agents be \(A\) and let \(S_a\) be the edges covered by agent \(a \in \{1, \ldots, A\}\). Each edge is covered by at most one agent. Each edge \(e_{ij}\) has a corresponding commission \(c_{ij}^{a}\). An agent is paid the largest commission he is entitled to on the path \(P\). The objective is then

\[
C(P) = \sum_{e_{ij} \in P} c_{ij} + \sum_{a=1}^{A} \max_{e_{ij} \in S_a \cap P} \{0, c_{ij}^{a}\}
\]

In this case we can use Theorem 4 to obtain that

\[
\sum_{e_{ij} \in P_{sh}} c_{ij} + \sum_{a=1}^{A} \max_{e_{ij} \in S_a \cap P_{sh}} \{0, c_{ij}^{a}\} < \sum_{e_{ij} \in P_{sh}} c_{ij} + \sum_{a=1}^{A} \max_{e_{ij} \in S_a \cap P'_{sh}} \{0, c_{ij}^{a}\} - F(P_{sh}, P'_{sh})
\]

where

\[
F(P_{sh}, P'_{sh}) = \sum_{a=1}^{A} \max_{e_{ij} \in S_a \cap P_{sh}} \{0, \max_{e_{ij} \in S_a \cap P_{sh}} \{0, c_{ij}^{a}\} - \max_{e_{ij} \in S_a \cap P'_{sh}} \{0, c_{ij}^{a}\}\}
\]

implies \(C(P') < C(P)\).

4.6.4 Number of zones visited

In the zone system objective described in (D) the price is calculated depending entirely on the zones passed on the journey. More formally let the set of edges be divided into zones \(Z_1, \ldots, Z_n\). Without loss of generality we may assume that each edge only corresponds to one zone, as we otherwise may split the edge. Let \(w_e\) have the value 1 for all edges \(e\).

The objective then is to minimize the number of different zones on a path \(P\). The objective can be written as follows:

\[
\min : C(P) = \sum_{h=1}^{n} \max_{e \in Z_h \cap P} \{0, w_e\}
\]

To use Theorem 4 on the zone system each edge must be assigned the zones it travels through. Let

\[
F(P, P') = \sum_{h=1}^{n} \max_{e \in Z_h \cap P} \{0, \max_{e \in Z_h \cap P'} \{0, w_e\} - \max_{e \in Z_h \cap P'_{si}} \{0, w_e\}\}
\]

By Theorem 4 we get that

\[
\sum_{h=1}^{n} \max_{e \in Z_h \cap P_{si}} \{0, w_e\} < \sum_{h=1}^{n} \max_{e \in Z_h \cap P_{si}} \{0, w_e\} - F(P_{si}, P'_{si})
\]

implies that \(C(P_{si}') < C(P_{si})\).

However for objectives of the form \(\sum_{h=1}^{n} \max_{e \in Z_h \cap P} \{0, w_e\}\) where \(w_1(P)\) is 0 for all paths, Theorem 4 will not be able to eliminate any simple subpaths from the investigation. This means that in this case no subpath will be eliminated by the dominance of Theorem 4. In this case goal domination must be used to eliminate paths that are not Pareto optimal compared to a solution that is already found. This, however, requires that a solution is found. Another way to circumvent the problem is to combine an additive criterion with the price in the objective so that \(w_1(P)\) will have a value greater than zero. The other criterion could for example be time or distance.
4.6.5 Maximum zone distance from origin

The objective (E) of finding the maximum zone distance from a origin can be handled by creating new zones around the source \( s \). Let \( Z'_1 \) be the zone in which \( s \) is located. Let \( Z'_2 \) be the set of zones that are adjacent to \( Z'_1 \). In general \( Z'_h \) is the set of zones adjacent to \( Z'_{h-1} \). Note that to get to the distance of three zones of the origin one must have passed zones distance two and one from origin. Let the cost function \( c_{ij} = c_h \) where \( c_{ij} \in Z'_h \) so that \( h \) is the number of zones visited. In this case the objective function is:

\[
C(\mathcal{P}) = \max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \}
\]

(4.35)

Clearly in this case if

\[
\max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \} \leq \max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \}
\]

(4.36)

then \( C(\mathcal{P}'_d) \leq C(\mathcal{P}'_s) \). Notice that it is possible for the domination to eliminate paths if only the minimal complete set is desired. If all paths of minimum value are desired then goal domination must be used.

4.6.6 Zone distance and time

The objective (F) is another version of objective (E). However this objective takes a time and a number of zones and returns a cost. As in the Copenhagen ticket system, we suppose the cost function is the number of time intervals times a factor \( \sigma \). Let us suppose that the time intervals all are of some size \( k \). The time is clearly additive and, as in the model of (E), the zones are not.

It is a general assumption that the cost function is monotonously increasing. Moreover the time and zone criteria are not independent in the objective function as the cost is the maximum of the cost of the ticket for the time used and the cost of the ticket for the traveled number of zones.

The objective now becomes:

\[
C(\mathcal{P}) = \max \left\{ c \left( \sum_{e_{ij} \in \mathcal{P}} t_{ij} \right), \max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \} \right\}
\]

(4.37)

From the dominance of objective (E) we have that:

\[
\max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \} \leq \max_{e_{ij} \in Z' \cap \mathcal{P}'} \{ c_{ij} \} \Rightarrow \max_{e_{ij} \in Z' \cap \mathcal{P}} \{ c_{ij} \} \leq \max_{e_{ij} \in Z' \cap \mathcal{P}'} \{ c_{ij} \}
\]

(4.38)

Since the cost function is the product of a factor \( \sigma \) and the number of time intervals, and all time intervals are of same size \( k \), we get

\[
c \left( \sum_{e_{ij} \in \mathcal{P}} t_{ij} \right) = \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in \mathcal{P}} t_{ij} \right]
\]

(4.39)

It is easy to see that:

\[
\sigma \left[ \frac{a + c}{k} \right] - \sigma \left[ \frac{a}{k} \right] + \sigma \geq \sigma \left[ \frac{b + c}{k} \right] - \sigma \left[ \frac{b}{k} \right]
\]

(4.40)

When \( a \mod k \geq b \mod k \) and for all other cases regular domination holds.

For two paths \( \mathcal{P} \) and \( \mathcal{P}' \), we now by Theorem 3 have that:

\[
\sigma \left[ \frac{1}{k} \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \right] - \sigma \geq \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \right] \Rightarrow \sigma \geq \frac{1}{k} \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \geq \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \right]
\]

(4.41)

holds when \( \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \mod k \geq \sum_{e_{ij} \in \mathcal{P}'} t_{ij} \mod k \). Clearly if:
\[ \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in P} t_{ij} \right] \leq \begin{cases} \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in P} t_{ij} \right] - \sigma & \text{for } \sum_{e_{ij} \in P} t_{ij} \mod k \geq \sum_{e_{ij} \in P} t_{ij} \mod k \\ \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in P} t_{ij} \right] & \text{otherwise} \end{cases} \]

and

\[ \max_{e_{ij} \in Z \cap P} \{ c_{ij} \} \leq \max_{e_{ij} \in Z \cap P} \{ c_{ij} \} \]  

(4.42)

then \( C(P_{st}) \leq C(P'_{st}) \).

### 4.6.7 Modulo \( k \) penalties

Let \( S \) be a given set of edges. We consider a shortest path problem where we pay an additional penalty \( \sigma \geq 0 \) each time the set \( S \) has been visited \( k \) times. Our objective is hence

\[
C(P) = \sum_{e_{ij} \in P} w_{ij} + \sigma \left[ \frac{1}{k} \sum_{e_{ij} \in S \cap P} c_{ij} \right] = W(P) + \sigma \left[ \frac{1}{k} C_S(P) \right]
\]

(4.43)

Jepsen et al. [16] handle this problem by using a dominance criterion that takes into account when the cost \( \sigma (c_{ij}/k) \) is to be paid. In other words, if two subpaths \( P_{si} \) and \( P'_{si} \) end at the same node \( i \) and either

\[
C(P'_{si}) + \sigma \leq C(P_{si}) \quad \text{and} \quad C_S(P'_{si}) \mod k \geq C_S(P_{si}) \mod k
\]

(4.44)

\[
C(P'_{si}) \leq C(P_{si}) \quad \text{and} \quad C_S(P'_{si}) \mod k \leq C_S(P_{si}) \mod k
\]

(4.45)

then \( P'_{si} \) dominates \( P_{si} \).

We have previously seen that:

\[
\sigma \left[ \frac{a + c}{k} \right] - \sigma \left[ \frac{a}{k} \right] - \sigma \left[ \frac{b + c}{k} \right] - \sigma \left[ \frac{b}{k} \right]
\]

(4.46)

holds when \( a \mod k \geq b \mod k \) and for all other cases regular domination holds.

By Theorem 3 we now have that:

\[
W(P_{si}) + \sigma \left[ \frac{1}{k} C_S(P_{si}) \right] + \sigma \leq \sigma \left[ \frac{1}{k} W(P'_{si}) + C_S(P'_{si}) \right]
\]

\[
\Rightarrow W(P_{st}) + \sigma \left[ \frac{1}{k} C_S(P_{st}) \right] \leq W(P'_{st}) + \sigma \left[ \frac{1}{k} C_S(P'_{st}) \right]
\]

(4.47)

holds when \( C_S(P_{si}) \mod k \geq C_S(P'_{si}) \mod k \) and otherwise regular domination holds. Since Theorem 3 was inspired by the domination found in Jepsen et al. [16] it is not a surprise that it holds for their case.

### 4.7 Computational Results

In this section we show that even though non-additive criteria functions are hard to solve in theory, several real-life problems are tractable in practice. The label-correcting algorithm was implemented in C++ and all tests were carried out on a 2.1 GHz Pentium processor.
The considered instances are based on real-life data from a shipping company which wants to find the Pareto optimal paths for transporting a container from \( s \) to \( t \) when considering various objectives. The given network data contained 15 vertices and 125 edges. In order to construct larger instances, the network has been upscaled.

In all tests we have restricted the number of transfers to at most 10. This number is quite large and in reality could be set lower. For comparison, we have run tests where the Pareto optimal solutions are found without using the nonadditive domination. In some of the graph instances the tests not using nonadditive domination while using goal dominance only were omitted from the test set as they were too time consuming.

To improve the performance of the algorithm we have applied some extra methods for eliminating undesirable paths such as goal dominance described in Section 4.5.3. In the case of goal dominance the standard elimination is used for all objectives. Another way to improve elimination is to preprocess the data by creating lower bounds between all pairs of vertices for all objectives. This method is described in Section 4.5.3. The lower bounds can be used to see if a subpath will be sure to yield a dominated path. This process uses the subpath values combined with the lower bounds of all objectives from the current vertex to the destination to check for dominance against a path already found.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Number of Pareto optimal solutions found on 100 random requests</th>
<th>Time for preprocessing (sec)</th>
<th>Number of hubs</th>
<th>Number of departures</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>571</td>
<td>3.96</td>
<td>91</td>
<td>1176</td>
</tr>
<tr>
<td>R2</td>
<td>491</td>
<td>137.24</td>
<td>221</td>
<td>4176</td>
</tr>
<tr>
<td>R3</td>
<td>583</td>
<td>2934.72</td>
<td>321</td>
<td>40176</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>No optimization</th>
<th>Goal dominance</th>
<th>Lower bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>0.24</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>R2</td>
<td>0.94</td>
<td>0.40</td>
<td>0.23</td>
</tr>
<tr>
<td>R3</td>
<td>4.297</td>
<td>1.98</td>
<td>1.05</td>
</tr>
<tr>
<td>Average</td>
<td>0.54</td>
<td>0.39</td>
<td>0.25</td>
</tr>
<tr>
<td>Longest time (sec)</td>
<td>9.23</td>
<td>7.11</td>
<td>4.84</td>
</tr>
<tr>
<td>Average of labels #</td>
<td>2.36368e+06</td>
<td>1.21166e+06</td>
<td>5.32142</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Instance</th>
<th>Goal dominance</th>
<th>Lower bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>15.74</td>
<td>3.71</td>
</tr>
<tr>
<td>R2</td>
<td>-</td>
<td>3.87</td>
</tr>
<tr>
<td>R3</td>
<td>-</td>
<td>7.06</td>
</tr>
<tr>
<td>Average</td>
<td>543.94</td>
<td>147.18</td>
</tr>
<tr>
<td>Longest time (sec)</td>
<td>-</td>
<td>141.82</td>
</tr>
<tr>
<td>Average of labels #</td>
<td>416319</td>
<td>458275</td>
</tr>
</tbody>
</table>

Table 4.1: This table shows the running times and the number of labels generated when finding the Pareto optimal paths in a graph. The tests are done with 100 random requests where one of the objectives contains a max function.

The tests reported in Table 4.1, considers a real-life shipping problem similar to case C described in Section 4.2. The shipping company wants to find the Pareto optimal paths for transporting a container from \( s \) to \( t \) when considering the time, the number of transfers, and the cost. The cost is non-additive as it includes payments to agents along the path. Even though the same agent may be responsible for several vertices on a path, the agent only gets paid once, corresponding to the largest commission the agent is entitled to along the path taken. To solve this problem we have used max-dominance (Theorem 4) for the cost objective and regular dominance (Theorem 1) for the time and transfer objectives.

To illustrate the strength of the domination presented in this paper we have compared the results with results where we only eliminate a path at an intermediate point if all the commissions
to agents on the eliminated path are smaller than or equal to the commissions paid on the dominating path. Note that the random request are different for the different test instances. The fact that the request are different for the instances may explain the surprising result that the longest time it takes to solve a problem without using \textit{max-dominance} takes longer for the smaller $R_1$ instance than for the other two larger instances.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
\textbf{Instance} & \textbf{Number of Pareto optimal solutions found on 100 random requests} & \textbf{Time for preprocessing (sec)} & \textbf{Number of hubs} & \textbf{Number of departures} \\
\hline
$R_1$ & 652 & 0.24 & 21 & 176 \\
$R_2$ & 3665 & 9.9 & 91 & 1176 \\
$R_3$ & 3242 & 55.15 & 121 & 2176 \\
\hline
\end{tabular}
\caption{Transfer, time, price with maximum of commissions and probability objectives}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
\textbf{Instance} & \textbf{Transfer with probability} & \textbf{Without weighted domination} \\
\hline
$R_1$ & 36978 & 0.06 & 7.18 & 15.60 & 0.04 & 2.19 & 6.66 & 0.02 & 0.46 & 1.01 \\
$R_2$ & 992223 & 0.18 & 32.83 & 70.04 & 0.18 & 19.17 & 61.33 & 0.08 & 4.77 & 14.26 \\
$R_3$ & 2.37416e+06 & 36978 & 0.06 & 7.18 & 15.60 & 0.04 & 2.19 & 6.66 & 0.02 & 0.46 & 1.01 \\
\hline
\textbf{Average} of labels & 0.07 & 34.41 & 55.02 \\
\hline
\textbf{Average} of labels & 1.08 & 2244.09 & 2174.12 \\
\hline
\textbf{Average} of labels & 143011 & 22690 & 454276 & 9003371 \\
\hline
\end{tabular}
\caption{Table 4.2: This table shows the running times and the number of labels generated when finding the Pareto optimal paths in a graph. The tests are done with 100 random requests where one of the objectives is the probability function.}
\end{table}

In the second test, reported in Table 4.2, the four objectives of time, transfers, cost and the probability of reaching destination are considered. The probability objective is described in case A of Section 4.2. As we did not have access to real-life probability data, the probability of each edge was uniformly randomly distributed. It is clear that with an additional objective the complexity of the problem will increase. This can be seen from the fact that the average number of Pareto optimal paths in Table 4.2 for instance $R_2$ and $R_3$ is more than 32 per request, where real-life instances typically have fewer. Note that the probability objective uses regular domination as it has the monotonicity property. However, the price objective is the nonadditive objective from case C described in Section 4.2. To solve this problem we have used \textit{max-dominance} (Theorem 4) for the cost objective and regular \textit{dominance} (Theorem 1) for the time, transfers and probability objectives. In the comparison without using nonadditive domination we have changed the nonadditive domination on the price objective as in Table 4.1. It is clear that the \textit{max-dominance} has a significant impact on the running time as does the lowerbound method even though the the time used on preprocessing increases significantly with the instance size.

In the third test, reported in Table 4.3, the three objectives time, price and the weighted objective of transfers and probability was considered. The weighted function of an additive function and the probability function is described for the distance and probability in case B of Section 4.2. The price objective is the nonadditive objective from case C described in Section 4.2. To solve this problem we have used Corollary 2 for the weighted transfer and probability objective and regular \textit{dominance} (Theorem 1) for the time objective and the \textit{max-dominance} (Theorem 4) for the price objective.

For comparison tests reported in Table 4.1, 4.2 and 4.3 are also run without using the domina-
Table 4.3: This table shows the running times and the number of labels generated when finding the Pareto optimal paths in a graph. The tests are done with 100 random requests where one of the objectives is the probability combined with transfer function.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Number of Pareto optimal solutions found on 100 random requests</th>
<th>Time for preprocessing (sec)</th>
<th>Number of hubs</th>
<th>Number of departures</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>408</td>
<td>0.23</td>
<td>21</td>
<td>176</td>
</tr>
<tr>
<td>R2</td>
<td>700</td>
<td>9.9</td>
<td>91</td>
<td>1176</td>
</tr>
<tr>
<td>R3</td>
<td>799</td>
<td>54.12</td>
<td>121</td>
<td>2176</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>With weighted domination</th>
<th>No optimization</th>
<th>Goal dominance</th>
<th>Lower bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
<td>R3</td>
</tr>
<tr>
<td>Average time (sec)</td>
<td>0.04</td>
<td>0.37</td>
<td>1.40</td>
</tr>
<tr>
<td>Longest time (sec)</td>
<td>0.11</td>
<td>0.84</td>
<td>9.44</td>
</tr>
<tr>
<td>Average # of labels</td>
<td>20067</td>
<td>209156</td>
<td>477149</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Without weighted domination</th>
<th>Goal dominance</th>
<th>Lower bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R1</td>
<td>R2</td>
</tr>
<tr>
<td>Average time (sec)</td>
<td>0.84</td>
<td>-</td>
</tr>
<tr>
<td>Longest time (sec)</td>
<td>28.59</td>
<td>-</td>
</tr>
<tr>
<td>Average # of labels</td>
<td>54585</td>
<td>-</td>
</tr>
</tbody>
</table>

The results clearly indicate that the presented tightened dominance methods for non-additive objectives significantly decrease the number of labels generated. In fact for the large graphs, less than a third of the labels are generated when using the non-additive domination methods for objectives. The data used for the lower bound method generated during preprocessing can be used for all requests as long as the graph and objectives are the same. The time used on preprocessing clearly depends on the graph size. If the graph seldom is changed, it is computationally cheap to find the lower bounds. In the case of Table 4.2 instance R3 it is evident that preprocessing reduces the running time and number of generated labels significantly.

Comparing instances R2, R3 in the Tables 4.2 and 4.3 it is, not surprisingly, clear that adding objectives has an impact on the complexity of the problem with a significant increase in the number of Pareto optimal solutions. For all the tests, the tightened domination reduces the average running time by at least a factor three and the longest running time by at least a factor two. One can also see that the improvement increases as the graph gets larger.

4.8 Conclusion

This paper has presented some general techniques to restrict the subpaths that need to be investigated in a dynamic programming algorithm, when solving shortest path problems with several non-additive functions. The dynamic programming method for shortest path is simple and easy to adjust when the complicated cost functions that arise in real-life applications are encountered. The domination criteria presented in the theorems can, as shown in Section 4.6, be used on different real-life applications. However it should be noted that there are still many non-additive
Based on the experimental results we may conclude that the tightened domination method significantly lowers the number of labels generated for each problem. Using better data structures which make it possible to quickly test for domination may further improve the running times.

Being able to handle non-additive objectives, the shortest path algorithms can more widely be applied to real-life problems. We believe that the tightened domination criteria given in this paper can be a tool box for others when defining such criteria for other real-life problems. Our method is a contribution in the process of optimizing more and more real-life problems and thereby using our resources optimally and minimizing waste both in the literal and metaphorical sense.
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Abstract

The network design problem in liner shipping is of increasing importance in a strongly competitive market where potential cost reductions can influence market share and profits significantly. In this paper the network design and fleet assignment problems are combined into a mixed integer linear programming model minimizing the overall cost. To better reflect the real-life situation we take into account the cost of transhipment, a heterogeneous fleet, route dependent capacities, and butterfly routes. To the best of our knowledge it is the first time an exact solution method to the problem considers transhipment cost. The problem is solved with branch-and-cut using clover and transhipment inequalities. Computational results are reported for instances with up to 15 ports.

5.1 Introduction

Liner shipping routes are characterized by the cyclic routes repeatedly sailed during the scheduled horizon and the transhipment of cargo in hub ports. The process of designing the route network of a liner shipping company is essential for the competitiveness of the company and its ability to sustain and possibly improve the share of the global containerized freight market. The problem of determining the structure of the route network we call the liner shipping network design problem (LS-NDP). Designing efficient routes can reduce the overall cost and the CO$_2$ emission per container shipped.

To provide a competitive product a liner shipping company must at a minimal cost be able to satisfy the requests from customers for shipment of containers. Liner shipping companies usually have a forecast period over which the shipping demands are predicted based on historic data

\footnote{1This research is partly supported by the Danish Maritime Fund}
\footnote{2This research was supported by the Danish Council for Strategic Research (ENERPLAN)}
and recent development. The LS-NDP consists of designing vessel routes so that the forecasted requests are satisfied with a minimal cost for the company.

A vessel will repeatedly sail the assigned route throughout the entire planning horizon. This means that the routes are cyclic and the capacity of a link on a route depends on the number of times the link is sailed in the planning horizon.

The LS-NDP gained increasing attention about three decades ago when the container freight started to increase significantly. Recently the interest in the area has further increased due to the large focus on CO$_2$ emission generated by the vessels, and the dramatic change in demands created by the current financial crisis, which has resulted in a need to focus on lowering the costs.

The similarity between LS-NDP, network design and routing problems leads us to the assumption that methods that work well for other scheduling and network design problems will also work well for the LS-NDP. An example of such a method is the branch-and-cut method which has been successfully applied to the vehicle routing problem with time windows (VRPTW) problem, see Bard et al. [4] and Kallehauge et al. [12].

In this paper we present a mathematical formulation of the problem which includes transhipment, transhipment cost and allows a mix of simple and butterfly routes. An exact method using branch-and-cut has been developed for solving the presented model. The developed branch-and-cut method has been run on a set of test instances and compared to the CPLEX MIP solver. To our knowledge it is the first time an exact method has been applied to a problem which includes transhipment and the results show that small instances can be solved to optimality. The developed branch-and-cut method clearly outperforms CPLEX. The test results presented in the computational experiments, Section 7.7, document that the developed algorithm can be used for planning the routes of a smaller shipping company or a concrete region of the network of a bigger liner shipping company. The LS-NDP problems we solve to optimality are comparable in size to the test instances presented in recent literature on shipping network design using heuristic solution methods (see Agarwal and Ergun [1] and Alvarez [2]).

We will start with a literature review in Section 5.2. In Section 5.3, the problem is formulated as a graph theoretical problem and a mathematical model of the LS-NDP is presented. In Section 5.4 the branch-and-cut algorithm is described, and separation algorithms for the introduced transhipment cuts and connectivity cuts are presented. In Section 7.7, the tests and results are discussed. Finally, we make some concluding remarks and suggest areas for further research in Section 5.6.

### 5.2 Literature review

In this section we summarize the literature which has been used directly in our work. For a detailed literature review of cargo shipping optimization problems we refer the reader to the survey papers, Ronen [18], Ronen et al. [19], and Christiansen et al. [6]. The reader is also referred to Christiansen et al. [5] for a comprehensive introduction to the areas of optimization in maritime transportation.

In 1991 Rana and Vickson [17] presented a state-of-the-art model for container shipping on the North Atlantic trade routes. They worked with an outbound-inbound principle which, until recently, has been a standard principle in the liner shipping industry. The outbound-inbound principle means that the ports are listed in a predefined order and that a vessel goes through the list in one direction visiting selected ports and upon return goes through the list in the reverse direction until reaching the first port visited on the list. The liner shipping companies still have an inbound-outbound way of viewing some of their routes. However, there is no requirement that the routes must be scheduled this way. For shipping routes along a somewhat straight coastline such as the US West Coast investigated in [17] this is a natural setup. For inter continental routes or routes in enclosed seas such as the Baltic, Mediterranean and Black Sea the overall structure is usually not inbound-outbound. As a result, better routes may be found by relaxing the inbound-outbound restriction.

Rana and Vickson [17], Christiansen and Nygreen [7], Fagerholt [8], Agarwal and Ergun [1] and Alvarez [2] allow for several visits to a port. The allowance of several visits to a port is, in the
mentioned papers (with the exception of [1]) achieved by combining simple routes. In a simple route each port is visited at most once. Agarwal and Ergun [1] solve the problem by using a time-space graph where a port can be visited several times as long as the visit is not on the same weekday.

The shipping companies often wish to schedule the frequency of a departure at a port so that it corresponds to the demand at the port. Fagerholt [8] and Christiansen and Nygreen [7], and Agarwal and Ergun [1] have a weekly frequency requirement on the routes. Fagerholt [8] and Christiansen and Nygreen [7] formulate the weekly frequency by restricting the time of an route to be less than a week. This is applicable to small shipping routes such as regional routes. However, it is clear that when it comes to intercontinental shipping the routes are usually longer than a week. This is handled in Agarwal and Ergun [1] by covering the weekly departures with a sufficient number of vessels of the same type.

The use and influence of transhipment on the liner shipping network design is described by Notteboom and Rodrigue [16]. However only a few decades ago the use of transhipment was much less common. Therefore older articles such as Rana and Vickson [17] do not include transhipment in their route planning. The model solved in [17] was extended in the recent work by Shintani et al. [20], where the restrictive visiting order of Rana and Vickson [17] is relaxed as to represent a more realistic set of routes. Moreover, the repositioning of empty containers is included by Shintani et al. [20]. To solve the problem presented in [20] a genetic algorithm is used, however, transhipment is not considered. Christiansen and Nygreen [7] use column generation to solve the routing problem for ammonia shipping in Norway. In the problem solved in [7] only ammonia is shipped and therefore transhipment is not considered. Fagerholt [8] apply column generation for solving the liner shipping problem along the Norwegian coast. Others, such as Gelareh and Meng [10] exclusively deal with the fleet deployment on a predefined set of routes. In the recent paper by Agarwal and Ergun [1], the authors solve larger problems by using a heuristic based on Benders' Decomposition and compare it to a similar solution method which uses column generation. Recently an article on liner shipping network design optimization has been publish by Alvarez [2] using tabu search and column generation. The model has transhipment costs as part of the overall cost evaluation. Rana and Vickson [17], Christiansen and Nygreen [7] and Fagerholt [8] do not consider transhipment. Even though Notteboom and Rodrigue in [16] emphasize the importance of transhipment in the shipping networks, Agarwal and Ergun in [1] are the first to include transhipment in the liner shipping network design problem. However, they do not include transhipment cost and Alvarez in [2] from 2009 is to our knowledge the first to consider the cost of transhipment when designing the shipping network. In models where each port is represented by one vertex at the points where two cycles are connected a transhipment from an early visit of a vessel to a later visit of the same vessel can occur. As will be discussed in Section 5.3.2 this results in complications in the calculation of transhipment costs. To our knowledge the exact cost of transhipment has not been calculated at the cycle connection points earlier. Note that Argawal and Ergun [1] do not use a single vertex for representing a port and that they do not include transhipment cost. Clearly, increasing the number of vertices and thereby the number of edges in the graph will significantly increase the complexity of the problem even though it gives more flexibility in the route structure.

The models by Agarwal and Ergun [1] and Alvarez [2] are so far the most comprehensive representations of the problem faced by liner shipping companies. Alvarez [2] include many relevant parameters in the objective while Agarwal and Ergun [1] only include cost.

Even though shipping companies often have several vessels of the same type it is not always an optimal solution to force the routes to be sailed by the same vessel type and in real-life routes there are some smaller ports which, due to low demand, only require a bimonthly departure and some busy ports might require a biweekly departure.

To the best of our knowledge no results for the LS-NDP, using branch-and-cut, have been presented in the literature. As mentioned in Section 5.1 good results have been achieved by [4] and [12] when applying branch-and-cut to the VRPTW. Since the VRPTW is somewhat similar to the LS-NDP with its heterogeneous fleet and cyclic routes it is natural to assume that branch-and-cut will also result in good solutions for the LS-NDP.
5.3 Problem formulation

Let $G$ be a directed graph and let $G(N, A, V, M, t_{\text{max}})$ represent the network with vertex set $N$, arc set $A$, a set of vessels $V$, a set of demands $M$ and a forecast period with length $t_{\text{max}}$. Each vertex $n \in N$ represents a port. Each arc $(i, j) \in A$ is a direct connection between two ports for a given vessel $v \in V$. Each demand $m \in M, m = (i_m, j_m, d_m, t_m)$ is the amount $d_m \in \mathbb{Z}$ of type $t_m$ to be shipped from an origin port $i_m$ to a destination port $j_m$. Even though the container type is ignored in the tests it can easily be included and is relevant as the cost of shipping and transhipping a reefer container can be very different from the cost of a normal container.

Each vertex $j$ has a cost of transhipping demand $m$, depending on the type of demand, $c_j^m$ and a service time $t_j$. Each arc $a$ has a cost $c_{ij}^m$ of carrying demand $m$ on a direct connection from port $i$ to port $j$. Each arc $(i, j)$ also has an associated time $t_{ij}^v$ reflecting the prefixed time it takes for vessel $v$ to sail a direct connection from port $i$ to port $j$. Each vessel $v \in V$ has a capacity $C_v$.

The liner shipping network design problem is to find a connected route for each vessel $v \in V$ where the customer demands are satisfied and the overall cost is minimized. Since a vessel assigned a route sails continuously during the whole planning horizon, the cost to be minimized is a linear function of the cost of using a selected vessel, the cost of transporting a demand on the arcs and the cost of transhipping at ports. It can be argued that the cost of transporting a demand is negligible. However by introducing a small cost corresponding to time, one can be assured that unnecessary extra time or travel is avoided for the demand. In the cost of transporting a demand we only include the time the demand spend on the vessel and not the time the demand uses at a port during transhipment. In the model the objective is to minimize the overall cost so that the required demand can be shipped from their origin to their destination within the time interval of length $t_{\text{max}}$.

Figure 5.1 shows an example of a network containing two liner shipping routes. Both routes visit a port twice. Routes visiting a single port twice are denoted Butterfly routes. In Figure 5.1 the edges of each route are numbered in sailing order starting at the port visited twice. In the figure, transhipment can occur at the ports $A, B$ and $C$. At ports $A$ and $B$ transhipment can occur between the two routes moreover at port $A$ transhipment can occur between two visits of route 2 and at port $C$ transhipment can occur between two visits of route 1.

![Figure 5.1: An example of two routes in a liner shipping network. Each route can be constructed by following the arcs in increasing order starting with arc number 1. Transhipment can take place at port A, B and C.](image)

5.3.1 Mathematical Model

There is no standard mathematical formulation of the liner shipping problem since each liner shipping company has specific constraints based on strategic decisions. As a result of this, several formulations and models have been presented in the literature.
In this section we first present a comprehensive mathematical model for the liner shipping problem which includes transhipment, transhipment cost, simple routes, butterfly routes and a heterogeneous vessel fleet.

5.3.2 The Network Design Problem

In the model presented by Agarwal and Ergun in [1] a time-space graph structure is used, where the time is the day of week and weekly departures by vessels of the same type is enforced on the same weekday. However, in the here presented version of the liner shipping problem a port is allowed to be visited less than once a week and different vessel types are permitted to sail the same route. Allowing for other than weekly departure and different vessel types on a route may result in lower cost. Moreover, in the model presented here, we have chosen to have a cost for using a vessels, as opposed to Agarwal and Ergun in [1] who use a cost for sailing a route. Shipping companies usually wish to cover the demand with the least number of vessels. The model is presented first and in the following subsections selected areas of the model are described.

We have the following variables:

- \( x_{ij}^m \) the amount of demand \( m \) shipped on arc \((i, j)\) by vessel \( v \),
- \( u_{ij}^v \) a binary variable which is 1 if arc \((i, j)\) is the first or the last arc on a route of vessel \( v \) with two loops, 0 otherwise,
- \( e_{ij}^v \) a positive integer variable enumerating the order of the arcs on the route for \( v \), \( e_{ij}^v \in \{0, \ldots, |N|\} \),
- \( y_{ij}^v \) a binary variable which is 1 if arc \((i, j)\) is in the route of vessel \( v \), 0 otherwise,
- \( f_{ij}^vm \) the amount of demand \( m \) from vessel \( v \) transhipped at port \( j \),
- \( s_i^v \) a binary variable which is 1 if \( i \) is the port which may connect two loops for vessel \( v \), denoted centerpoint,
- \( f_{jih}^vm \) the amount of demand \( m \) from vessel \( v \) entering \( i \) from \( j \) and not leaving on the arc from \( i \) to \( h \),
- \( \tau_v \) the route travel time of vessel \( v \),
- \( h^v \) a binary variable which is 1 if vessel \( v \) is sailing and 0 otherwise,

We use the following parameters:

- \( C^v \) the capacity of vessel \( v \),
- \( t_{ij}^v \) the time it takes for vessel \( v \) to sail arc \((i, j)\),
- \( t_{max} \) the duration of the forecast period,
- \( t_j \) the time at quay at port \( j \).

The demands are defined as:

\[
b_{ij}^m = \begin{cases} 
  d_m & \text{if } i \text{ is origin of demand } m \\
  -d_m & \text{if } i \text{ is destination of demand } m \\
  0 & \text{otherwise}
\end{cases} \quad m \in M, i \in N
\]

The four "big-M" coefficients \( M_1, M_2, M_3 \) and \( M_4 \) are sufficiently large constants. We operate with three different costs: \( c^v \) the cost of vessel \( v \) sailing, \( c_{ij}^m \) the unit cost of shipping demand \( m \) on connection \((i, j)\), and \( c_i^m \) the unit cost of transhipping demand \( m \) at port \( i \). This leads to the model:
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Min: \[ \sum_{m \in M} \sum_{(i,j) \in A} c_{i,j} \sum_{v \in V} x_{ij}^v + \sum_{m \in M} \sum_{j \in N} c_j \sum_{v \in V} f_{j}^{mv} + \sum_{v \in V} c_v h_v \]  \hspace{1cm} (5.1)

s.t.

(Flow) \[ \sum_{v \in V} x_{ij}^{mv} - \sum_{v \in V} x_{ji}^{mv} = b_i^m \]  \hspace{1cm} i \in N, m \in M  \hspace{1cm} (5.2)

(Trans 0) \[ f_i^{mv} \geq \sum_{j \in N, v \in V} x_{ij}^{mv} - \sum_{j \in N, v \in V} x_{ji}^{mv} \]  \hspace{1cm} m \in M, i \in N, v \in V  \hspace{1cm} (5.3)

(Trans 1) \[ f_i^{mv} \geq \sum_{j \in N, v \in V} f_{jih}^{mv} - M (1 - s_i^v) \]  \hspace{1cm} m \in M, i \in N, v \in V  \hspace{1cm} (5.4)

(Trans 2) \[ f_{jih}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M (2 - y_{jhi} - y_{jhi} - s_{jhi} + s_{jhi}) \]  \hspace{1cm} m \in M, j, i, h \in N, v \in V  \hspace{1cm} (5.5)

(Trans 3) \[ f_{jih}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M (4 - u_{jhi} - u_{jhi} - y_{jhi} - y_{jhi}) \]  \hspace{1cm} m \in M, j, i, h \in N, v \in V  \hspace{1cm} (5.6)

(Capacity) \[ \frac{t_{max}}{\tau_v} C_v y_{ij}^v \geq \sum_{m \in M} x_{ij}^{mv} \]  \hspace{1cm} (i, j) \in A, v \in V  \hspace{1cm} (5.7)

(Center) \[ \sum_{i \in N} s_i^v = 1 \]  \hspace{1cm} v \in V  \hspace{1cm} (5.8)

(First arc) \[ \sum_{(i,j) \in A} u_{ij}^v = 2 \]  \hspace{1cm} v \in V  \hspace{1cm} (5.9)

(Out arc) \[ s_i^v = \sum_{j : (j,i) \in A} u_{ij}^v \leq 0 \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.10)

(In arc) \[ s_i^v = \sum_{j : (i,j) \in A} u_{ij}^v \leq 0 \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.11)

(Cyclic) \[ \sum_{j : (i,j) \in A} y_{ij}^v - \sum_{j : (j,i) \in A} y_{ji}^v = 0 \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.12)

(Connect 0) \[ \sum_{j : (i,j) \in A} y_{ij}^v - s_i^v \leq 1 \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.13)

(Connect 1) \[ e_{i,j}^v - e_{i,h}^v + M (y_{i,h}^v + y_{j,i}^v - 2 - u_{jhi}^v - u_{jhi}^v) \leq -1 \]  \hspace{1cm} i,j,h \in N, v \in V  \hspace{1cm} (5.14)

(Ships) \[ y_{ij}^v - h_v \leq 0 \]  \hspace{1cm} (i, j) \in A, v \in V  \hspace{1cm} (5.15)

(Time 0) \[ \tau_v \leq t_{max} \]  \hspace{1cm} v \in V  \hspace{1cm} (5.16)

(Time 1) \[ \tau_v = \sum_{i,j : (i,j) \in A} y_{ij}^v (t_{ij}^v + t_j^v) \]  \hspace{1cm} v \in V  \hspace{1cm} (5.17)

\[ u_{ij}^v, y_{ij}^v \in \{0, 1\} \]  \hspace{1cm} (i,j) \in A, v \in V  \hspace{1cm} (5.18)

\[ f_{jih}^{mv} \geq 0 \]  \hspace{1cm} m \in M, j, i, h \in N, v \in V  \hspace{1cm} (5.19)

\[ f_{j}^{mv} \geq 0 \]  \hspace{1cm} m \in M, j \in N, v \in V  \hspace{1cm} (5.20)

\[ e_i^v \in \mathbb{Z}^+ \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.21)

\[ x_{ij}^{mv} \geq 0 \]  \hspace{1cm} (i,j) \in A, m \in M, v \in V  \hspace{1cm} (5.22)

\[ s_i^v \in \{0,1\} \]  \hspace{1cm} i \in N, v \in V  \hspace{1cm} (5.23)

\[ h_v \in \{0,1\} \]  \hspace{1cm} v \in V  \hspace{1cm} (5.24)

\[ \tau_v \geq 0 \]  \hspace{1cm} v \in V  \hspace{1cm} (5.25)

The objective (5.1) minimizes the sum of the cost of transporting the demand, the cost of transshipping demand and the cost of using the vessels. Constraints (5.2) ensure flow conservation and that all demand \( m \in M \) is satisfied. Constraints (5.3) ensure that \( f_{i}^{mv} \) is larger than the difference between the incoming demand \( m \) and outgoing demand \( m \) on a vessel \( v \). Since the objective is to minimize the cost and \( c_i^m f_{i}^{mv} \) is positive then \( f_{i}^{mv} \) will be equal to the amount
transhipped. Constraints (5.4), (5.5) and (5.6) together with the constraints (5.9), (5.10), (5.11) and (5.14) for \( u_{ij}^v \) ensure that \( f_{ij}^{mv} \) at the vertex \( i \) connecting two loops sailed by the same vessel also includes the amount left at the port to be picked up later by the same vessel.

The capacity constraints (5.7) ensure that the amount shipped on vessel \( v \) on arc \((i,j)\) is less than the capacity of the vessel \( v \) multiplied by the number of trips which can be completed in the schedule period \( t_{\text{max}} \). Note that the value of \( \tau_c \) is determined in constraints (5.17) where the right hand side is the time of the route sailed by vessel \( v \). The constraints (5.8) ensure that for each route exactly one vertex is selected as centerpoint. Note, that a centerpoint is the port which may be visited multiple times, although it is not required to be visited more than once. The constraints (5.12) ensure that for every port, every vessel which enters the port also leaves the port. Constraints (5.13) ensure that a vessel \( v \) does not visit its selected start port more than twice.

Constraints (5.14) ensure that all parts of a route sailed by vessel \( v \) is connected to the start port \( s_i^v \) of vessel \( v \). if \( y_{ji}^v = 1, y_{ih}^v = 1, u_{ij}^v = 0 \) and \( u_{ih}^v = 0 \), then the variable \( e_{ij}^v \) is one greater than variable \( e_{ji}^v \). Otherwise, \( e_{ij}^v \) can be any positive integer satisfying constraint (5.14). Constraints (5.15) ensure that there will be a cost for using vessel \( v \) in the objective. Constraints (5.16) ensure that no route is longer than the schedule period.

In the following sections we will discuss how the requirements special to the LS-NDP can be formulated in a linear model.

Transhipment cost in the Liner Shipping Network Design

Agarwal and Ergun [1] argued that transhipment is the core of liner shipping. We would like to add that transhipment of goods is frequently occurring in liner shipping and the associated cost should not be ignored when designing the network. Transhipment are allowed in the model presented in [1], however the expenses of transhipment were not included in the cost calculation before the work by Alvarez in [2]. To calculate the transhipment cost when satisfying demands in a specific network design one must know the amount of containers, which is transhipped. We define a variable \( f_{ij}^{mv} \) which is the amount of containers in demand \( m \) transhipped at port \( i \) from vessel \( v \).

In the objective function (5.1) the cost \( c_{ij}^v \) of transhipping one unit at port \( i \) is included. To find the value of \( f_{ij}^{mv} \) we have the constraints (5.3). When the routes are simple the amount transshipped can be calculated by constraint (5.3) alone. However when butterfly routes exists there can be cargo transhipped at the centerpoint which is not calculated by the constraint (5.3). This cargo is the containers transhipped between two visits of the same route to the port. Therefore, to ensure that a cost is charged for the containers transhipped between two visits of the same route at a port, it is important to be able to distinguish between the two visits to the centerpoint. This can be achieved by enumerating the edges on the route and marking the first and last edge on the entire route. The integer variables \( e_{ij}^v \) enumerates the edges on the route and the binary variables \( u_{ij}^v \) marks the first and last edge on a butterfly route. The following constraints ensure that the first and last edge on a butterfly route are found:

\[
\text{(First arc)} \quad \sum_{(i,j) \in A} u_{ij}^v = 2 \quad v \in V \quad (5.26)
\]

\[
\text{(Out arc)} \quad s_i^v - \sum_{(i,j) \in A} u_{ij}^v \leq 0 \quad i \in N, v \in V \quad (5.27)
\]

\[
\text{(In arc)} \quad s_i^v - \sum_{(j,i) \in A} u_{ji}^v \leq 0 \quad i \in N, v \in V \quad (5.28)
\]

\[
\text{(Connect 1)} \quad e_{ji}^v - e_{ih}^v + M_d(y_{ji}^v + y_{ij}^v - 2 - u_{ji}^v - u_{ih}^v) \leq -1 \quad i, j, h \in N, v \in V \quad (5.29)
\]

Where \( s_i^v \) is the port selected as centerpoint for the route. The constraints (5.29) ensure that if the route is a butterfly route then the last edge \((j,i)\) on the route has \( u_{ji}^v = 1 \) and the first edge \((i,h)\) on the route has \( u_{ih}^v = 1 \).
To find the demand transhipped from one visit to another visit of the same vessel we introduce the variable \( f_{jih}^{mv} \) indicating the transhipment in \( i \) when arriving form port \( j \) and departing to port \( h \). Then on a butterfly route the two visits to a centerpoint \( i \) are the one where \( u_{ji}^v = u_{ih}^v = 1 \) and \( y_{ji}^v = y_{ih}^v = 1 \) and the one where \( u_{ki}^v = u_{il}^v = 0 \) and \( y_{ki}^v = y_{il}^v = 1 \). Clearly if \( u_{ji}^v = u_{ih}^v = 1 \) and \( y_{ji}^v = y_{ih}^v = 1 \) then the transhipment at one visit to the port \( i \) is \( x_{ji}^{mv} - x_{ih}^{mv} \), which can be formulated as:

\[
(\text{Trans 3}) \quad f_{jih}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M_3(4 - u_{ji}^v - u_{ih}^v - y_{ji}^v - y_{ih}^v) \quad m \in M, j, i, h \in N, v \in V
\]

(5.30)

If \( u_{ki}^v = u_{il}^v = 0 \) and \( y_{ki}^v = y_{il}^v = 1 \) then the transhipment at one visit to the port \( i \) is \( x_{ki}^{mv} - x_{il}^{mv} \), which can be formulated as:

\[
(\text{Trans 2}) \quad f_{kil}^{mv} \geq x_{ki}^{mv} - x_{il}^{mv} - M_2(2 - y_{ki}^v - y_{il}^v + u_{ki}^v + u_{il}^v) \quad m \in M, k, i, l \in N, v \in V
\]

(5.31)

This must be included in the value of the \( f_i^{mv} \) used in the objective. However the \( f_i^{mv} \) only need to be adjusted for the centerpoint of the route. The port \( i \) is a centerpoint if \( s_i^v = 1 \). At the centerpoint the transhipment amount is the sum of the transhipment on the two visits. This can be formulated as:

\[
(\text{Trans 1}) \quad f_i^{mv} \geq \sum_{j, h \in N, v \in V} f_{jih}^{mv} - M_1(1 - s_i^v) \quad m \in M, i \in N, v \in V
\]

(5.32)

Constraints (5.30) calculates the amount unloaded from the vessel at the visit to port \( i \) from the end edge to the start edge of the route. Constraints (5.31) calculates the amount unloaded from the vessel at the other visit to port \( i \). Constraints (5.32) ensure that this is included in the transhipment on route \( v \) at a centerpoint \( i \). The number of constraints in (5.31) and (5.30) is \( O(|N^3||M||V|) \), which is a significantly large number. The additional binary and integer variables \( u_{ij}^v \) and \( e_{ij}^v \) may increase the size of the branch-and-bound tree.

The cyclic structure of liner shipping routes

In the liner shipping network design problem a vessel must leave each port it enters. This is called flow conservation and is modeled by constraints (5.12).

Clearly it is important to ensure that a route is connected so that it can be sailed by a single vessel and avoid having several disconnected subtours, for example two separate cycles, representing a route. When modeling the constraint that the route must be connected it is often assumed that the route is simple. Although the routes are simple in [1], the time-space graph used by Agarwal and Ergun in [1] allows for multiple visits to a port as long as the visits do not happen on the same day of the week.

In the model presented here we let each route have a port which may be visited at most twice, in order to model the real life situation where a port is used as a hub. Noteboom notes in [15] that this form of design is used by Maersk Line. This can also be confirmed by studying the mapped services of Maersk, available online (see [14]). Figure 5.2 shows the distribution of the route types in [14], where we have looked apart from routes which are presented as one-way strings. There are 58 connected routes, of which 42 routes were simple or butterfly routes and the remaining 16 routes contained multiple ports with more than one visits. This shows that 72% of the routes studied are simple or butterfly routes.

To model butterfly routes the binary variable \( s_i^v \) is introduced indicating which port on the route may be used as Hub. To have a polynomial number of constraints ensuring that the routes are connected we have used the approach proposed by Tucker et al. [13] for enumerating the vertices on a simple path. In constraints (5.14) the arcs on the route are enumerated instead of the ports using the \( u_{ij}^v \) variables to mark the start and end arc of the route. The constraints presented by Tucker et al. [13] are used in vehicle routing problems and variances with simple routes. However in the presented model for the LS-NDP a single port on the route may be visited twice. Allowing the possibility of two visits to the hub port it could be formulated as:
5.3. Problem formulation

![Histograms showing the distribution of the route types.](image)

Figure 5.2: Histograms showing the distribution of the route types.

(Center) \[ \sum_{i \in N} s^v_i = 1 \quad v \in V \] (5.33)

(Butterfly) \[ z^v_i - z^v_j + M_4(y^v_{ij} - s^v_i) \leq M_4 - 1 \quad i, j \in N, v \in V \] (5.34)

Where \( z^v_i \) is a positive integer. The variable indicates the order in which the ports are visited on each loop seen in isolation, but does not indicate which loop is visited first. However, since the cost of transhipment is included as described in previous Section 5.3.2 it is needed to know the start and end edges of the route at the hub port. Therefore the constraint is formulated as:

(Connect 1) \[ e^v_{ji} - e^v_{ih} + M_4(y^v_{ih} + y^v_{ji} - 2 - u^v_{ji} - u^v_{ih}) \leq -1 \quad i, j, h \in N, v \in V \] (5.35)

This means that constraints concerning \( s^v_i \) and \( u^v_{ij} \) must be included. Therefore to model connected butterfly routes while allowing for calculating the transhipment cost the constraints (5.9), (5.10), (5.11), (5.12), (5.13), (5.33) and (5.35) are needed. Note that there is an overlap with the constraints needed for calculating the exact transhipment cost.

The number of times a route can be completed in a schedule period

The number of times a link is sailed during the time period affects the capacity on the given link.

In our model a route can at most contain a link once. However, every link on a given route is sailed the number of times the route can be completed by the assigned vessel in the schedule period. Since a link can be sailed on several different routes, the number of times a link is sailed also depends on the number of routes the link appears in.

For example a vessel with the capacity to carry 1000 containers and sailing a route which takes 30 days can in a 30 day forecast period only ship 1000 containers on each leg of the route. However if the same vessel sailed a route which only takes 5 days it could on each leg of the route, ship 6000 containers during the same period. Therefore we include the route length in the capacity constraint in the LS-NDP model. The consideration of route length in liner shipping network design was first introduced by Agarwal and Ergun [1], where vessels of the same type are assigned to a route so that there is always a weekly departure. As mentioned earlier weekly departures are not a strict requirement for all shipping companies. In real-life shipping, ports with smaller demands are visited bi-monthly. Moreover it may happen that a shipping company does not have the right number of ships of a specific type to cover a weekly departure on a route. It is also likely that a better solution has different vessel types assigned to a route.
To include the time of the route in the calculation of the capacity, we multiply the capacity of a vessel with the number of times the route can be completed during the forecast period. This requirement is formulated by the constraints (5.7) where the partial route is included in the capacity calculation as a partial vessel capacity. These constraints are not linear and thus to solve this problem using an integer programming solver it is necessary to linearize the constraints.

We here linearize the equation expressed by constraints (5.7). This is done by introducing the following variables:

\[ q^v \quad t_{max}/\tau_v, \text{ the schedule period divided by the route time.} \]
\[ r_{gh}^v \quad \text{Some real number greater than the travel time of vessel } v \text{ on arc } (g, h) \text{ plus service time at port } h \text{ multiplied by the times the route can be completed} \]
\[ M \quad \text{Upper bound for the maximum capacity times maximum route time on any arc.} \]

If \( y_{ij}^v = 0 \) the flow \( x_{ij}^{mv} \) must be equal to 0. Thus we introduce the constraints:

\[ (\text{Capacity 2}) \quad \sum_{m \in M} x_{ij}^{mv} \leq y_{ij}^v M \quad (i, j) \in A, v \in V \tag{5.36} \]

These constraints ensure that nothing can be transported on an arc not included in a route. Now we look at the remaining case where the arc \((i, j)\) is traversed. Since \( y_{ij}^v = 1 \) and \( t_{ij}^v + t_j > 0 \) then we know that \( \tau_v > 0 \).

We introduce the variable \( q^v \) so that:

\[ t_{max}/\tau_v \geq q^v \quad v \in V \tag{5.37} \]

Where \( q^v \in \mathbb{R}_{+}^+ \). Note that the constraint (5.37) is not linear. Since \( \tau_v > 0 \) for all \( v \in V \), we can express constraint (5.37) as:

\[ t_{max} \geq q^v \tau_v \quad v \in V \tag{5.38} \]

However, constraints (5.38) are still not linear. An entry in the sum over \((g, h) \in A\) on the righthand side is \( q^v (t_{gh}^v + t_h) \) when \( y_{gh} \) is one, and zero when \( y_{gh} \) is zero. Therefore to linearize this by the "Big M" method from [21] we write the following constraints:

\[ (\text{Cap 3}) \quad r_{gh}^v + M (1 - y_{gh}^v) - q^v (t_{gh}^v + t_h) \geq 0 \quad (g, h) \in A, v \in V \tag{5.39} \]
\[ (\text{route time}) \quad t_{max} - \sum_{(g, h) \in A} r_{gh}^v \geq 0 \quad v \in V \tag{5.40} \]
\[ q^v \geq 0 \quad v \in V \tag{5.41} \]
\[ r_{gh}^v \geq 0 \quad (g, h) \in A, v \in V \tag{5.42} \]

Constraints (5.39) ensure that when \( y_{gh}^v \) is one then \( r_{gh}^v \geq q^v (t_{gh}^v + t_h) \). When \( y_{gh}^v \) is zero then: \( r_{gh}^v \geq q^v (t_{gh}^v + t_h) - M \). Note that \( M \) must be chosen so that \( q^v (t_{gh}^v + t_h) - M \leq 0 \), and that constraints (5.40) can replace constraints (5.16) in the model.

Now we can let \( q^v \) replace \( t_{max}/\tau_v \) in the constraint formulation (5.7) and thereby we get inequality:

\[ q^v C^v y_{ij}^v \geq \sum_{m \in M} x_{ij}^{mv} \quad (i, j) \in A, v \in V \tag{5.43} \]

which we again must linearize. Here we note that the left hand side is equal to \( q^v C^v \) when \( y_{ij}^v = 1 \) and zero otherwise. Hence

\[ (\text{Capacity 1}) \quad q^v C^v + M (1 - y_{ij}^v) \geq \sum_{m \in M} x_{ij}^{mv} \quad (i, j) \in A, v \in V \tag{5.44} \]
The constraints of type (5.44) ensure that the flow on all by \( v \) sailed arcs is less than \( q_v C_v \). For all arcs not sailed by \( v \) constraints (5.44) does not add any restrictions given that \( M \) is chosen big enough. Recall that constraints (5.36) ensure that there is not assigned flow to arcs which are not sailed. We include constraints (5.36), (5.39), (5.40), (5.44) and variable definitions (5.41) and (5.42) to replace the non-linear capacity constraints (5.7) and constraints (5.16) and (5.17).

These constraints are included in the integer linear programming (ILP) model used in the test for the branch-and-bound and branch-and-cut method.

The Compact model for Liner Shipping

The linear model for the liner shipping problem, which here is named the compact model is the model presented in the beginning of this section where constraints (5.7), (5.16) and (5.17) are replaced by the constraints (5.36), (5.39), (5.40), (5.44) and variable definitions (5.41) and (5.42). As the name indicates the compact model has a polynomial number of constraints. Since this model is linear it can be solved directly by an ILP solver. The problem is NP hard as it includes the model [1] as a special case, and the 'big-M' constraints (5.4),(5.5),(5.6),(5.14),(5.39) and (5.44) together with the large number of variables make the problem hard to solve for ILP solvers.

5.4 The Solution Method

The compact model can be solved using branch-and-bound but the 'big-M' constraints may result in large integrality gaps and poor bounds resulting in large search trees. Moreover the many variables make the problem combinatorically hard. As mentioned earlier the branch-and-cut method has successfully been applied to vehicle routing problems (Ascheuer et al. [3]) and other transportation network design problem, (Gendreau et al. [11]). Therefore it is interesting to investigate the possibilities for using the branch-and-cut method on the LS-NDP and compare it with a branch-and-bound method.

5.4.1 Branch-and-cut

The branch-and-cut method generally gives good results on problems with complicating constraints such as non linear constraints or problems with an exponential number of constraints. As in Ascheuer et al. [3] and Gendreau et al. [11] we gradually add the transhipment and connectivity constraints to the formulation when they are violated.

Transhipment cuts

Calculating the amount unloaded from a vessel at a port to be loaded onto the same vessel at a later visit to the port is quite cumbersome. For calculating the transhipment to be picked up at a port by the same vessel we use the constraints (5.4),(5.5) and (5.6). Note that constraints (5.5) and (5.6) each represents \(|N|^2|M||V|\) constraints. We wish to remove the constraints (5.4),(5.5) and (5.6) and introduce them as cuts when they are violated. Note that these constraint can only be violated in the model when the route is a butterfly route as transhipment can only be picked up at a port by the same vessel at the point the two loops meet on a butterfly route. The point where the two loops meet are the centerpoint of the route and it is indicated by \( s_v^t = 1 \).

We have constructed a cut so that if all arcs in a set of arcs \( T \) are sailed by a vessel \( v \) then if it is a butterfly route with the centerpoint \( s_v^t = 1 \), we have two arcs \((j,i)\) and \((i,h)\) in \( T \) which are not on the same loop that can be selected as the start and end arc of the route. This is formulated as:

\[
\begin{align*}
    u_{ji}^v + u_{ih}^v + 2(|T| - y_v(T)) & \geq 2,
\end{align*}
\]

where the \( (j,i) \) and \((i,h)\) are the first and last arc on the route. The function \( y_v(T) \) returns the arcs in \( T \) sailed by vessel \( v \) and \(|T|\) is the number of arcs in the set \( T \). For calculating the
transhipment between two visits by the same vessel on this route we add the following constraints as cuts:

\[
\text{Tranship 1: } f_{ij}^{mv} \geq \sum_{j,h \in \mathbb{N}, v \in \mathcal{V}} f_{jih}^{mv} - M(1 - s_{ij}^v) \tag{5.46}
\]

\[
\text{Tranship 2: } f_{hij}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M(2 - y_{ji}^v - y_{ih}^v + u_{ji}^v + u_{ih}^v) \tag{5.47}
\]

\[
\text{Tranship 3: } f_{hij}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M(4 - u_{ji}^v - u_{ih}^v - y_{ji}^v - y_{ih}^v) \tag{5.48}
\]

Note that for each of the constraints (5.45) added one of each constraint (5.46), (5.47) and (5.48) is added.

**Connectivity cuts**

In the network design cases where branch-and-cut has been applied it is assumed that routes are simple. For simple routes in the generalized traveling salesman problem the connectivity constraints have been formulated by Fischetti et al. [9] as:

\[
\sum_{i,j \in S} y_{ij}^v \leq \sum_{h \in \mathbb{N}, g \in S \setminus \{k\}} y_{hg}^v - \sum_{e \in \mathbb{N}} y_{el}^v + 1 \quad v \in \mathcal{V}, \emptyset \subset S \subset \mathbb{N}, k \in S, l \in \mathbb{N} \setminus S \tag{5.49}
\]

As mentioned before the real routes of the shipping companies are often not simple and we have introduced the concept of butterfly routes in Section 5.3.2. This extension introduces new and weaker connectivity constraints. Since the first and last edge are selected by the transhipment (see Section 5.4.1) the edge order can be ignored here.

The connectivity constraints from [9] have been modified to allow butterfly routes. We will present a connectivity cut which will allow for \(\psi + 1\) subtours which all have exactly one point in common. Connected routes with \(\psi + 1\) subtours which all have exactly one point in common are denoted pseudo-simple routes. Because the subtours must go through exactly one common point, we call this type of cut a clover-cut. The clover-cut removes any route which is not connected but it keeps routes which are pseudo-simple.

**Lemma 1.** For any cyclic disconnected clover path there exists a set \(S\), and two vertices \(k\) and \(l\) for which the following clover-cut inequality is violated. Moreover no \(S, k\) and \(l\) violating a connected clover path exists. This can be expressed as:

\[
\sum_{i,j \in S} y_{ij}^v \leq \sum_{h \in \mathbb{N}, g \in S \setminus \{k\}} y_{hg}^v + \psi s_k^v - \sum_{e \in \mathbb{N}} y_{el}^v + \psi s_l^v + 1 \quad v \in \mathcal{V}, \emptyset \subset S \subset \mathbb{N}, k \in S, l \in \mathbb{N} \setminus S \tag{5.50}
\]

**Proof.** Let \(v_1\) be the route. First we prove that we cannot find a \(S, k\) and \(l\) for which the clover-cut inequality does not hold for a connected pseudo-simple route.

**Case 1 on \(S\):** Assume that there is no part of the route \(v_1\) outside of \(S\), where \(v_1\) is a connected pseudo-simple route. Then \(\sum_{e \in \mathbb{N}} y_{el}^{v_1} = 0\). Moreover by constraints (5.13) we have that all vertices with \(s_k^{v_1} = 0\) has at most one ingoing arc and the one vertex with \(s_l^{v_1} = 1\) has at most \(\psi\) ingoing arcs. Therefore for all \(k \in S\) and \(l \in \mathbb{N} \setminus S\) it must holds that

\[
\sum_{i,j \in S} y_{ij}^{v_1} \leq \sum_{h \in \mathbb{N}, g \in S \setminus \{k\}} y_{hg}^{v_1} + \psi s_k^{v_1} - \sum_{e \in \mathbb{N}} y_{el}^{v_1} + \psi s_l^{v_1} + 1 \tag{5.51}
\]

**Case 2 on \(S\):** Assume that there is a part of the route for \(v_1\) outside of \(S\) and that \(v_1\) is a pseudo-simple route. In this case clearly there must be at least one arc \(y_{ij}^{v_1}\) where \(i \in \mathbb{N} \setminus S, j \in S\).

\(s_k^{v_1} = 0 \land s_l^{v_1} = 0\): Then \(0 \leq \sum_{e \in \mathbb{N}} y_{el}^{v_1} \leq 1\). In this case the clover-cut holds if the following inequality holds \(\sum_{i,j \in S} y_{ij}^{v_1} \leq \sum_{h \in \mathbb{N}, g \in S \setminus \{k\}} y_{hg}^{v_1}\). Since \(s_k^{v_1} = 0\) and therefore there is at most one arc entering vertex \(k\) and since the whole route is not in \(S\) this inequality is trivially true for connected pseudo-simple routes.
5.4. The Solution Method

\( s_k^v = 1 \land s_l^v = 0 \): The inequality becomes \( \sum_{i,j \in S} y^v_{ij} \leq \sum_{h \in S, g \in S \setminus \{k\}} y^v_{hg} - \sum_{e \in S} y^v_{el} + 1 + \psi. \)

In this case \( 0 \leq \sum_{e \in N} y^v_{el} \leq 1 \). Therefore it is enough to show that \( \sum_{i,j \in S} y^v_{ij} \leq \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} + \psi \) which clearly holds for a connected \textit{pseudo-simple} route since \( \psi \geq \sum_{h \in N} y^v_{hk}. \)

\( s_k^v = 0 \land s_l^v = 1 \): Since \( \sum_{e \in N} y^v_{el} \leq \psi \). Then clearly if \( \sum_{i,j \in S} y^v_{ij} - 1 \leq \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} + \sum_{m \in N, n \in S} y^v_{mn} - 1. \)

Where \( \sum_{m \in N, n \in S} y^v_{mn} \geq 0 \) and thus \( \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} \geq \sum_{i,j \in S} y^v_{ij} - 1. \)

Therefore this cut holds for all connected \textit{pseudo-simple} paths.

Now we will prove that there exists \( S, k \) and \( l \) so that the clover-cut does not hold when \( v_1 \) is disconnected.

Let \( v_{11} \) and \( v_{12} \) be two disconnected components of \( v_1 \). Let \( S \) contain exactly the vertices of \( v_{11} \). Clearly by constraints (5.12) \( v_{11} \) and \( v_{12} \) are cyclic. Since \( v_{12} \) is in \( N \setminus S \) and since \( N \setminus S \geq 2 \) and \( S \geq 2 \), we can choose \( l \) on \( v_{12} \) so that \( s_l^v = 0 \) and \( k \) on \( v_{11} \) so that \( s_k^v = 0 \).

By the choice of \( S \) there are no arcs entering \( S \) and therefore we have that \( \sum_{i,j \in S} y^v_{ij} > \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} \). Moreover as \( l \) is on \( v_{12} \) and \( s_l^v = 0 \) then \( \sum_{e \in N} y^v_{el} = 1 \). Thus clearly \( \sum_{i,j \in S} y^v_{ij} > \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} + \psi s_k - \sum_{e \in N} y^v_{el} + \psi s_l^v + 1. \)

For our case with \textit{butterfly} routes \( \psi = 1 \) and the cut becomes:

\[
\sum_{i,j \in S} y^v_{ij} \leq \sum_{h \in N, g \in S \setminus \{k\}} y^v_{hg} + s_k - \sum_{e \in N} y^v_{el} + s_l^v + 1 \quad v \in V, \emptyset \subset S \subset N, k \in S, l \in N \setminus S \tag{5.52}
\]

Initial Problem for the branch-and-cut Algorithm

When solving the problem using branch-and-cut the following relaxed problem is used as the initial problem to which the violated capacity and connectivity constraints are added.

\[
\text{LSNDPR} = \text{Min:} \quad \sum_{m \in M, (i,j) \in A} c^m_{ij} \sum_{v \in V} x^m_{ij} + \sum_{m \in M, j \in N} c^m_j \sum_{v \in V} f^m_{j} + \sum_{v \in V} e^v h^v \tag{5.53}
\]

\( s.t. \)

(Transshipment) \( f_i^m \geq \sum_{j: (i,j) \in A} x^m_{ji} - \sum_{j: (j,i) \in A} x^m_{ij} \quad m \in M, i \in N, v \in V \tag{5.54} \)

(Flow) \( \sum_{v \in V} \sum_{j: (i,j) \in A} a^m_{ij} - \sum_{v \in V} \sum_{j: (j,i) \in A} x^m_{ji} = b^m_i \quad i \in N, m \in M \tag{5.55} \)

(Cap 0) \( \sum_{m \in M} x^m_{ij} \leq y^v_{ij} M \quad (i,j) \in A, v \in V \tag{5.56} \)

(Cap 2) \( v^v_{gh} + M(1-y^v_{gh}) - q^v(t_{gh} + t_h) \geq 0 \quad (g,h) \in A, v \in V \tag{5.57} \)

(route time) \( t_{max} - \sum_{(g,h) \in A} v^v_{gh} \geq 0 \quad v \in V \tag{5.58} \)

(Cap 1) \( q^v C^v + M(1-y^v_{ij}) \geq \sum_{m \in M} x^m_{ij} \quad (i,j) \in A, v \in V \tag{5.59} \)

(Cyclic) \( \sum_{j: (i,j) \in A} y^v_{ij} - \sum_{j: (j,i) \in A} y^v_{ji} = 0 \quad i \in N, v \in V \tag{5.60} \)
(connected) \[ \sum_{j:(i,j) \in A} y_{ij}^v - s_i^v \leq 1 \quad i \in \mathbf{N}, v \in \mathbf{V} \] (5.61)

(Start vertex) \[ \sum_{i \in \mathbf{N}} s_i^v = 1 \quad v \in \mathbf{V} \] (5.62)

(Ships) \[ y_{ij}^v - h^v \leq 0 \quad (i, j) \in \mathbf{A}, v \in \mathbf{V} \] (5.63)
\[ y_{ij}^v \in \{0, 1\} \quad (i, j) \in \mathbf{A}, v \in \mathbf{V} \] (5.64)
\[ x_{ij}^{mv} \geq 0 \quad (i, j) \in \mathbf{A}, m \in \mathbf{M}, v \in \mathbf{V} \] (5.65)
\[ f_{ij}^{mv} \geq 0 \quad m \in \mathbf{M}, i \in \mathbf{N}, v \in \mathbf{V} \] (5.66)
\[ s_i^v \in \{0, 1\} \quad v \in \mathbf{V} \] (5.67)
\[ q^v \geq 0 \quad v \in \mathbf{V} \] (5.68)
\[ r_{yh}^v \geq 0 \quad (g, h) \in \mathbf{A}, v \in \mathbf{V} \] (5.69)

Note that the problem has been relaxed by removing the constraints:

(Butterfly-Cut:)
\[ \sum_{i,j \in S} y_{ij}^v - \sum_{h \in \mathbf{N}, g \in S \setminus \{k\}} y_{gh}^v + s_k^v - \sum_{e \in \mathbf{E}} y_{el}^v + s_i^v + 1 \quad v \in \mathbf{V}, \emptyset \subset S \subset \mathbf{N}, k \in S, l \in \mathbf{N} \setminus S \] (5.61)

(Transhipment Cuts:)
\[ u_{ij}^v + u_{ih}^v + 2([|T| - y^v(T)] + 2 \geq 0 \quad (j, i), (i, h) \in T \in B(A), S((j, i), T) \neq S((i, h), T) \] (5.62)
\[ f_{ij}^{mv} \geq \sum_{j, h \in \mathbf{N}, v \in \mathbf{V}} f_{jih}^{mv} - M(1 - s_i^v) \quad m \in \mathbf{M}, i \in \mathbf{N}, v \in \mathbf{V} \] (5.63)
\[ f_{jih}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M(2 - y_{ji}^v - y_{ih}^v + u_{ji}^v + u_{ih}^v) \quad m \in \mathbf{M}, j, i, h \in \mathbf{N}, v \in \mathbf{V} \] (5.64)
\[ f_{jih}^{mv} \geq x_{ji}^{mv} - x_{ih}^{mv} - M(2 - y_{ji}^v - y_{ih}^v + u_{ji}^v + u_{ih}^v) \quad m \in \mathbf{M}, j, i, h \in \mathbf{N}, v \in \mathbf{V} \] (5.65)

Where \( B(A) \) is the set of butterfly routes on the set of arcs \( A \) and \( T \) is a set of edges representing a butterfly route in \( B(A) \). Let \( S((j, i), T) \) be the simple tour of \( T \) on which arc \((j, i)\) is located. Then, \( S((j, i), T) \neq S((i, h), T) \) indicates that the arcs \((j, i)\) and \((i, h)\) are not on the same simple cycle of \( T \). The cuts are added during the branching process on the initially relaxed variables \( y_{ij}^v \) and \( s_i^v \). Clearly the violated cuts should be added as early as possible. However the cuts are defined for integer variables and for non-integer values the cuts may not be violated.

**Connectivity cut separation algorithm**

As mentioned earlier a cut is added when the corresponding constraint is violated. The cut added is the first found violated cut. To check if the connectivity is violated we can use depth first search to check if all ports assigned to a vessel can be reached from any other port assigned to the same vessel. The depth first algorithm needs to be run for each vessel and therefore has complexity \( O(|\mathbf{V}|(|\mathbf{N}| + |\mathbf{A}|)) \). The variables \( y_{ij}^v \) are used to define a connection between two ports. Since the integrality of variables \( y_{ij}^v \) and \( s_i^v \) is relaxed the cut of the form:

\[ \sum_{i,j \in S} y_{ij}^v \leq \sum_{h \in \mathbf{N}, g \in S \setminus \{k\}} y_{gh}^v + \psi s_k^v - \sum_{e \in \mathbf{E}} y_{el}^v + \psi s_i^v + 1 \quad v \in \mathbf{V}, \emptyset \subset S \subset \mathbf{N}, k \in S, l \in \mathbf{N} \setminus S \] (5.70)

may not be violated by the solution. Therefore additional conditions must be determined before adding the cut to the problem. The following conditions must hold when the connectivity cut (5.70) is violated for the integer relaxed problem.

- There are two vertices \( i \) and \( j \) visited by vessel \( v \) for which \( y_{ij}^v = 0 \).
- The flow on two disconnected components of a route when added must be greater than 1.
• There exists two disconnected vertices $i$ and $j$ visited by vessel $v$ such that $s^v_i = 0$ and $s^v_j = 0$.

When all of the three conditions listed above are fulfilled a cut for every vessel and every $l \in T$ and $k \in S$ is added to the relaxed integer program.

Given a graph $G$, the separation algorithm is run for each vessel $v$ as follows:

**Connectivity-Separation-Algorithm** $(G, v)$

1: $i \leftarrow$ a port with $y^v_{ij} > 0$;
2: $\text{numberconnected} \leftarrow \text{DFS}(i, v)$;
3: if $\text{numberconnected} = \text{ports on route for } v$ then
4: for all ports $i, j$ visited by $v$ where $s^v_i = 0$ and $s^v_j = 0$ and $\sum_{h \in N} y^v_{ih} + \sum_{h \in N} y^v_{jh} > 1$ do
5: for all vessels $v$ do
6: Add cut: $\sum_{g, h \in S} y^v_{gh} \leq \sum_{g \in N, h \in S \setminus \{i\}} y^v_{hg} + \psi s^v_i - \sum_{e \in N} y^v_{eh} + \psi s^v_j + 1$
7: end for
8: end for
9: end if

Where $f(i) = \sum_{h \in N} y^v_{hi}$, for $i \in N$ is the flow on vessel $v$ through the vertex $i$. The depth first search $\text{DFS}$ in line 2 selects a vertex with an edge which has an edge weight greater than zero and uses the edges with edge weight greater than zero for the depth first search from this vertex.

The $\text{DFS}$ returns the number of ports the $\text{DFS}$ has visited. The set of ports on route $v$ is the ports with an in-edge with edge weight greater than zero.

Test results using this algorithm are reported in Section 7.7.

**Transhipment cut separation algorithm**

For finding transhipment cuts only butterfly routes are checked. For a butterfly route an arc leaving the center point is selected as start arc and by using this the last arc on the route is found. Then it is investigated if the difference in flow on the last and the first arc plus the difference of flow of the two other arcs at the centerpoint is greater than the the transhipment variable $f^\text{mv}_i$. If so the transhipment cuts are added. The transhipment cuts are of the form:

$$ u^v_{ji} + u^v_{ih} + 2(|T| - y^v(T)) = 2 $$

$$ f^\text{mv}_i \geq \sum_{j, h \in N, v \in \mathcal{V}} f^\text{mv}_{jih} - M(1 - s^v_i) $$

$$ f^\text{mv}_{ji} \geq x^v_{ji} - x^v_{ih} - M(2 - y^v_{ji} - y^v_{ih} + u^v_{ji} + u^v_{ih}) $$

$$ f^\text{mv}_{hij} \geq x^v_{ji} - x^v_{ih} - M(4 - u^v_{ji} - u^v_{ih} - y^v_{ji} - y^v_{ih}) $$

The set $T$ must contain all arcs in the butterfly route. The cuts are only introduced if the solution is integer.

Given a graph $G$ and a vessel $v$ the capacity cut separation algorithm can be written as follows:

**Transhipment-Separation-Algorithm** $(G, v)$

1: $\text{firstloop} \leftarrow \text{true}$;
2: for all vertices $i$ do
3: if $s^v_i \geq 1$ then
4: $\text{centerpoint} \leftarrow i$;
5: end if
6: end for
7: if less than 2 arcs leaving $\text{centerpoint}$ used by vessel $v$ then
8: return "No cut found";
9: end if
10: startarc ← an arc \((i, j)\) used by vessel \(v\) leaving centerpoint = \(i\);  
11: Arc ← startarc;  
12: \(T \leftarrow T \cup \text{Arc}\);  
13: while Arc \((ij)\) exists \(\land (j \neq \text{centerpoint} \lor \text{firstloop})\) do  
14: if \(j = \text{centerpoint}\) then  
15: firstloop ← false;  
16: flend ← Arc;  
17: Arc ← arc leaving \(j\) used by vessel \(v\) which is not startarc;  
18: slstart ← Arc;  
19: else  
20: Arc ← arc used by vessel \(v\) leaving \(j\);  
21: end if  
22: \(T \leftarrow T \cup \text{Arc}\);  
23: end while  
24: if (Arc \((ij)\) exists) \(\land (j = \text{centerpoint}) \land (\neg \text{firstloop})\) then  
25: endarc ← Arc;  
26: for all \(m \in M\) do  
27: if \(f_{vm}^{\text{centerpoint}} < \max\{x_{vm}^{\text{flend}} - x_{vm}^{\text{slstart}}, 0\} + \max\{x_{vm}^{\text{endarc}} - x_{vm}^{\text{startarc}}, 0\}\) then  
28: return \(\text{(startarc, endarc, slstart, flend, } T)\);  
29: end if  
30: end for  
31: end if  
32: return "No cut found";

In the algorithm the start and the centerpoint of a butterfly-route is found at lines 2 to 6. It is checked at line 7 if the route of the vessel \(v\) is a butterfly-route. If it is not a butterfly-route then we will not need transhipment cuts. Then an arc exiting the start vertex is selected as the start arc for the route and the while loop walks through the route until all arcs have been visited and the last arc is then selected as the last arc on the route. In lines 24 to 32 it is investigated if there is a transhipment at the start vertex going between the two visits of vessel \(v\). If this is the case then the cuts are added.

Note that the while loop is a depth first search and therefore the algorithm has complexity \(O(|N|)\) for line 1 to 6 and \(O(|A|)\) for line 7 to 23 and \(O(|M|)\) for line 24 to 32. This gives a running time of \(O(|N| + |A| + |M|)\) for the algorithm. Note that if the route of vessel \(v\) is not a butterfly route the algorithm will terminate after an asymptotic running time of \(O(|N|)\).

### 5.5 Computational Experiments

The branch-and-cut algorithm was implemented in C++ using CPLEX version 10.2 and Concert version 2.4 where the Connectivity and Transhipment cuts were added when violated. This is compared with CPLEX version 10.2 MIP-solver on the compact model. Tests have been run on a dual Intel CPU with 2.67 GHz.

#### 5.5.1 Test cases

We have constructed randomly generated cases that reflect real-life network design problems. The graphs have 5 to 15 ports and include up to 6 vessels. The forecast includes up to 12 demands.

In all of the test cases simple and butterfly routes are permitted, and the time of the evaluated period is 150 days. In the tests we use three different vessel types. Inspired by Agarwal and Ergun [1] the demands in the tests are selected randomly from the complete set of origin destination pairs, and the size of the demand is randomly selected between 1% and 80% of the capacity of the biggest vessel. The time of sailing between ports varies between 5 and 45 days. The cost of sailing
between two ports is dependent on the vessel type and the time it takes to sail the distance. The cost of transhipment at a port is randomly selected between two predefined extreme values. The ports are in all tests fully connected and the arcs are directed. The tests are terminated after 20 000 seconds which corresponds to 333.33 minutes. In order to ensure that the algorithms are tested without bias a new network is randomly generated for each test case.

5.5.2 Results

In Table 5.1 the test results for test cases with 5 and 7 ports are shown.

<table>
<thead>
<tr>
<th>test</th>
<th>ports</th>
<th>vessels</th>
<th>demands</th>
<th>Branch-and-cut</th>
<th>CPLEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Cuts</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>con</td>
<td>trans</td>
</tr>
<tr>
<td>a</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>6</td>
<td>149</td>
</tr>
<tr>
<td>b</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>13</td>
<td>196</td>
</tr>
<tr>
<td>c</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>16</td>
<td>252</td>
</tr>
<tr>
<td>d</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>21</td>
<td>364</td>
</tr>
<tr>
<td>e</td>
<td>5</td>
<td>3</td>
<td>9</td>
<td>11</td>
<td>252</td>
</tr>
<tr>
<td>a</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>29</td>
<td>560</td>
</tr>
<tr>
<td>b</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>29</td>
<td>476</td>
</tr>
<tr>
<td>c</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>30</td>
<td>504</td>
</tr>
<tr>
<td>d</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>17</td>
<td>280</td>
</tr>
<tr>
<td>e</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>67</td>
<td>1204</td>
</tr>
<tr>
<td>a</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>4</td>
<td>84</td>
</tr>
<tr>
<td>b</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>29</td>
<td>364</td>
</tr>
<tr>
<td>c</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>38</td>
<td>700</td>
</tr>
<tr>
<td>d</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>39</td>
<td>532</td>
</tr>
<tr>
<td>e</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>168</td>
</tr>
<tr>
<td>a</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>40</td>
<td>962</td>
</tr>
<tr>
<td>b</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>18</td>
<td>370</td>
</tr>
<tr>
<td>c</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>5</td>
<td>111</td>
</tr>
<tr>
<td>d</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>66</td>
<td>1628</td>
</tr>
<tr>
<td>e</td>
<td>7</td>
<td>3</td>
<td>12</td>
<td>26</td>
<td>740</td>
</tr>
</tbody>
</table>

Table 5.1: Test results with 5 to 7 ports and 9 to 12 demands given in the column of the same name. Comparing the described Branch and cut algorithm and the CPLEX branch and bound algorithm.

The first four columns in Table 5.1 indicate respectively the instance name, number of ports, vessels and demands in the test instance. The next four columns contain information related to solving the problem using branch-and-cut. The first two columns report the number of connectivity cuts added and the number of transhipment cuts added when solving the instance with the developed branch-and-cut algorithm. The next column, column 7 reports the gap between the upper and lower bound when the algorithm terminates. Column 8 reports time in minutes needed to solve the test instance. The next columns report the gap and the time in minutes needed to solve the test instance with CPLEX MIP-solver.

As in [1] the solution time is reported in minutes. It should be noted that it is not possible to directly compare our results to the results presented in [1] as the costs in the objective are different, the cost of transhipment is not included in [1], the solutions in [1] are heuristic, and we terminate the algorithms after 333.33 minutes whereas [1] allows the algorithm to run 1000 to 5000 minutes on instances with 20 ports. For instance, an instance with 6 ports and 6 demands, is in [1] covered by 30 vessels, where we focus on minimizing the number of vessels used.

All instances with 5 ports are in Table 5.1 solved to optimality within a minute, both using a branch-and-cut approach and CPLEX MIP-solver. However, the branch-and-cut algorithm terminates faster than the CPLEX MIP-solver. In fact for all tests cases in Table 5.1 the branch-and-cut algorithm outperforms the CPLEX MIP-solver, and CPLEX reaches the time out limit in four instances.

Table 5.2 reports the results for larger test cases with 10 to 15 ports. The columns are the same as in Table 5.1, except that two columns representing lower-bound (LB) and upper-bound (UB) for the branch-and-cut and for CPLEX are included. The bounds are reported, as some of the test instances are not solved to optimality. For each configuration of ports, ships and vessels two different instances are solved. The tests are stopped after 20 000 seconds and the best
feasible solution found is reported. A gap between the best found feasible solution and the best known lower-bound is reported. When calculating the gap, the best known lower-bound is the maximum of the lower-bounds found by the branch-and-cut algorithm and the standard CPLEX MIP-solver. For all of the test cases with 15 ports, CPLEX was not able to find a feasible solution within the given time limit. For the cases reported in Table 5.2 the branch-and-cut algorithm in general performs at least as well as the CPLEX MIP-solver, both with respect to time and solution quality. However, for the very last instance listed in Table 5.2 with 15 ports the lower-bound of the CPLEX MIP-solver is slightly better than that of the branch-and-cut algorithm even though the CPLEX-MIP solver was not able to find a feasible solution. This may be due to the fact that CPLEX-MIP has all the transhipment and connectivity cuts included in the model, where the branch-and-cut approach gradually add the constraints, when violated. This results in higher lower bound early on, but results in a slower process of finding good feasible solutions. From the tests reported in Table 5.1 and 5.2 it is clear that increasing the number of ports considerably enhance the solution time of the problem. Therefore a time-space graph may not result in good solutions even though the connectivity cuts would be tightened.

The test results in general show improvements of the branch-and-cut scheme over CPLEX, and cases with 15 ports and a reasonable demand set can be solved to acceptable precision using this method. The problem size and solution time is, given the differences in problem structure, comparable to the tests reported in Agarwal and Ergun [1]. However, more vessels are needed in the solutions presented in [1] due to a difference in the objective function.

### 5.6 Conclusion

In this paper we have formulated a new model of the liner shipping network design problem. We have included *butterfly* routes in the route structure, included cost of transhipment in the objective and we have included the time of the route in the calculations of the capacity to present a realistic model. On the presented model we have generalized clover-cuts and transhipment cuts. We have described and implemented a separation algorithm for the branch-and-cut method. The proposed algorithm is so far the only exact solution method allowing transhipment and calculating the transhipment cost. To the best of our knowledge, branch-and-cut methods have not been applied to the liner shipping network design problem before. The test results show that the branch-and-cut method is promising for the liner shipping network design problem. Possible extensions of the model could be to include time windows for demand so that the real-life requirements for demand is investigated.

The contributions of this paper is a general formulation of the problem including transhipment and transhipment costs. Moreover, by applying the branch-and-cut method, we have developed an exact solution method which can solve instances of the same size as solved by some of the recently developed heuristic methods. The developed branch-and-cut method can be used for planning the routes of a smaller shipping company such as a feeder company or for planning a region of the network of a bigger liner shipping company. Since the algorithm finds optimal solutions it can
also be used to benchmark heuristic algorithms.
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Abstract
The largest airports have a daily average throughput of more than 500 passengers with reduced mobility. The problem of transporting these passengers is in some cases a multi-modal transportation problem with synchronization constraints. A description of the problem together with a mathematical model is presented. The objective is to schedule as many of the passengers as possible, while ensuring a smooth transport with short waiting times. A simulated annealing based heuristic for solving the problem is presented. The algorithm makes use of an abstract representation of a candidate solution which in each step is transformed to an actual schedule by use of a greedy heuristic. Local search is performed on the abstract representation using advanced neighborhoods which modify large parts of the candidate solution. Computational results show that the algorithm is able to find good solutions within a couple of minutes, making the algorithm applicable for dynamic scheduling. Moreover high-quality solutions can be obtained by running the algorithm for 10 minutes.

6.1 Introduction

Around 1% of all passengers arriving at an airport need special assistance. Such passengers may be passengers returning from vacation with an injury, elderly or weak passengers, blind and deaf passengers, and passengers with other disabilities. We will refer to passengers needing assistance as passengers with reduced mobility (PRM). At the 31st biggest airport London Gatwick there was a throughput of 32 million passengers in 2009, of which around 900 each day needed assistance [10].

The support provided for the PRMs can be dedicated transport through the airport, and assistance at boarding. When assisting PRMs through an airport the PRM is picked up at the arriving location, e.g. check-in or gate of arrival, and delivered at the destination location, e.g. arrival hall or gate of departure.

Airports often have several terminals. At the studied airport the transport between the terminals is done in special buses solely for PRMs. Such buses will have a specific location for picking up
PRMs at each terminal. Moreover, for aircrafts not located at a gate, the PRM will be transported in a special bus between the gate and the aircraft. Therefore, the pickup and delivery of a PRM is represented as a number of pickup and delivery segments. The airport and airlines require that the PRMs are not left alone at any point during their journey through the airport, and the PRMs are required to be in their assigned flight seat at a fixed pre-specified time before departure. However, the PRM may be left alone for a while before boarding at the departing terminal in a supervised area. It may be possible to assist more than one PRM at a time depending on whether they are able to walk and orient themselves or the PRM is in a wheelchair. Each PRM is assigned a weight depending on their disability and the personnel and vehicles are assigned a capacity depending on their type.

Given a fixed set of transporters, the objective is to minimize the number of PRMs not delivered and to minimize the total unnecessary travel time used on the journeys. PRMs which cannot be delivered on time must be scheduled for a later flight. We view the problem of assisting PRMs as a dial-a-ride problem (DARP), which is a generalization of the pickup and delivery problem (PDP).

The DARP is NP-hard by reduction from the Hamiltonian cycle problem see Baugh et al. [1].

Between each delivery and pickup of a PRM the transporter delivering the PRM must meet the transporter picking up the PRM. This vehicle synchronization is called a temporal dependency, therefore the problem is a dial-a-ride problem with temporal dependencies (DARPTD). The concept of synchronization in routing was used by Ioachim et al. [11] for the fleet assignment problem and later extended to the more general temporal dependencies by Dohn et al. [9]. In pickup and delivery problems the similar problem of cross docking has been considered. In cross docking there is a transfer of goods between vehicles at the synchronized points. The pickup and delivery with cross docking is used in supply chain and planning city logistics systems [2], [7].

Pickup and delivery with cross docking was studied by Wen et al. [18] and Chen et al. [2]. In the cross docking problems the cross docking is optional for the vehicles. This is not the case in the problem of assisting PRMs at an airport, as the cross-docking points for each PRM are known and fixed. Moreover, even though cross docking problems often include a cost for the time the transshipped items spend at the cross docking facility, there is no requirement of synchronization. In the cross docking example considered by Chen et al. in [2] the demand is not a single pickup and delivery location pair. Instead, the demand is represented by a source and a sink for a given product and therefore the demand can be picked up at several different locations or delivered to several different locations. In the cross docking problems considered in [18] and [2] there will be at most one cross docking between the pickup and delivery of a resource. This also differs from the problem discussed in this paper as up to 4 synchronization points can be included in a transit journey through the airport. Other closely related problems are the pickup and delivery problem with transfers solved by Cortés et al. [6] in 2010 and the pickup and delivery with transfers and split delivery solved for liner shipping by Blander Reinhardt and Pisinger [16] in 2011. The PDP with transfers described in [6] contains a limited number of transfer points where the vehicles are synchronized. A model is presented and instances with up to 6 requests, 2 vehicles and 1 transfer point are solved to optimality using a combinatorial Benders decomposition method. The problem considered by Reinhardt and Pisinger in [16] does not consider synchronization at transfer points and is solved by branch and cut for instances a little larger than those of Cortes et al. [6].

The synchronization constraints and the objective also separate the transportation of PRMs in airports from the rich pickup and delivery problem described in [15]. In the survey by Cordeau and Laporte [3] from 2007 a list of some of the methods used for the dial-a-ride problem with multiple vehicles is provided. In this list the only exact methods are, a branch and cut method optimizing on vehicle travel cost by Cordeau [5], and an improvement on this method by Ropke et al. [17]. The exact method has been tested on a maximum 96 requests and 8 vehicles, which was solved in 71 minutes.

The dial-a-ride problems are usually solved by heuristics, as the studied problems often are real-life cases. Real life problems generally contain some additional constraints, which can be complicating and the objective varies. Moreover, in real-life, there can be constraints or desires not defined in the problem, and the size of the problems is often large. Due to this an optimal
solution may actually not be the best solution for the users.

Since the problem covered here is a dial-a-ride problem with complicating synchronization constraints and contains a large number of requests, vehicles and transfer locations, it is natural to consider heuristic solution methods. Moreover, there is a solution time requirement of 2 minutes given by the studied service provider. When solving instances with between 900 and 1500 requests within 2 minutes a heuristic method seems to be the only option.

For more details on the definition of DARP see Cordeau and Laporte [3] from 2007 and the more recent paper by Parragh et al. [14] where the variable neighborhood search heuristic is applied to a standard formulation of the dial-a-ride problem. Parragh et al. [14] report competitive solution for problems with up to 144 request based on the test sets delivered by Cordeau and Laporte [4]. Jaw et al. [12] in 1986 report finding good solutions to their dial-a-ride problem on an instance with 2617 requests and 28 vehicles using an insertion sort method. When run on present computers the method would satisfy the solution time requirement. Other heuristic methods, which are able to find good solutions for dial-a-ride problems with a large number of requests, are the regret insertion method by Diana and Dessouky [8] solving problems with 1000 requests, and a local search heuristic by Xiang et al. [19] solving problems with 2000 requests.

In this paper we present a local search heuristic for the specific problem based on simulated annealing. The algorithm makes use of an abstract representation, which is transformed to an actual schedule by use of a greedy heuristic. Local search is performed on the abstract representation using large neighborhoods. In each iteration, the resulting candidate solution is evaluated and accepted according to the standard criteria in simulated annealing. Computational results are reported showing that the algorithm is able to construct high-quality solutions in 10 minutes.

The main contribution of the paper is to present a highly relevant multi-modal transportation problem. With still more passengers traveling by air, we may expect increasing need for transport planning of passengers with reduced mobility. The problem is a true multi-modal transportation problem with synchronization, which may be used to model several other coupled pickup-and-delivery problems appearing in real-life problems. Finally, the proposed local search based on an abstract representation is generally applicable for other tightly constrained problems, and it shows promising results for the considered instances.

This paper is organized as follows. Section 6.2 contains a detailed problem description to ensure a thorough understanding of the operational process. In Section 6.3 a mathematical model of the problem is presented. Section 6.4 presents the solution method used. Section 6.5 contains the specifications of the data instances received. In Section 6.6 the tuning of the parameters for simulated annealing is described. Section 6.7 contains the results of the solution method applied to the real-life instances received. Finally in Section 6.8 the results and future work are discussed.

### 6.2 Problem Description

We will denote the considered problem the *Airport passenger with reduced mobility transport problem* (APRMTTP). The APRMTTP has been defined in cooperation with a service company providing the assistance for PRMs at a major transit airport. The company has 120 employees assisting between 300 and 500 PRMs through the airport each day. Each employee has a prespecified working area such as a specific terminal, driving between the terminals bus stop locations or driving between aircrafts and gates. An employee assigned to one area may not move into another area. Therefore, the journey of the PRM is split into a pickup and delivery for each of these areas. We call the pick up and delivery in a specific area for a *segment* and the ordered set of segments of a given PRM for a *journey*. The path of a bus or a foot personnel is referred to as *route*. On average there are three segments per PRM, and hence with 300 to 500 PRMs each shift we get a total of between 900 and 1500 pick up and delivery segments. This also includes assistance when boarding, which we have represented as a pickup and delivery request with special conditions. We will refer to the boarding assistance as *embarkment*. The employee assigned to an embarkment cannot go to another location between pickup and delivery of the embarkment segment. However, an employee may assist as many PRMs embarking on to the same flight as their capacity allows.
It should be noted that all of the pickup and delivery locations for every segment of the journey are predetermined.

As mentioned in the previous section, the PRM may not be left alone except at special supervised areas located in the departing terminal. This means that the employee delivering the PRM to a bus must wait with the PRM for the bus to arrive before being able to initiate the next task. The bus also has to wait for the employee to come and pick up the delivered PRM before continuing the route.

The company wants to make sure that they deliver the best service possible with the given number of employees and the current employee working area assignments. The PRMs are split into two categories: Those who are prebooked and those who are immediate. The prebooked PRMs order the service when purchasing the ticket or at least a few days in advance. Immediate PRMs request the service at check-in. If they are departing from the airport, the request is not known before the moment it has to be carried out. Immediate PRMs arriving on flights may be known down to half an hour before flight arrival. It is not always possible for the company to assist all PRMs and in such cases the prebooked PRMs have higher priority. The company also wishes to minimize unnecessary time the PRM spends on the journey segments. This could be time spent waiting to be picked up by the employee of the succeeding segment or extra travel time caused by picking up or delivering other PRMs before being delivered. Note, that the time spent at the supervised area of the departing terminal is not included in the service evaluation. The unnecessary time spent on the segments is called excess time. Clearly, when minimizing the overall traveling time there is a risk of having a few PRMs with very large traveling times. Therefore, it is important to limit the traveling times of the different segments so that the journey never becomes very unsatisfactory.

Many additional constraints concerning the pick-up and delivery times, assistance at embarkment, and transport to and from aircrafts not located at a gate, are imposed by the airport and airlines. Such constraints are listed in Table 6.1. The last two constraints in the table mean that embarkment cannot start later than 40 minutes before departure. When the aircraft is parked away from gate the embarkment must start even earlier than 40 minutes before departure.

<table>
<thead>
<tr>
<th>Additional constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 An arriving PRM must be picked up exactly upon arrival</td>
</tr>
<tr>
<td>2 A terminal transfer is done by bus between the bus stop locations of the terminals</td>
</tr>
<tr>
<td>3 The PRM may not be left unsupervised</td>
</tr>
<tr>
<td>4 The PRM must not use more than 30 minutes of excess time on each segment</td>
</tr>
<tr>
<td>5 Embarkment lasts 20 minutes and cannot start earlier than 60 minutes before departure</td>
</tr>
<tr>
<td>6 The PRM must be seated in the aircraft exactly 20 minutes before departure</td>
</tr>
</tbody>
</table>

Table 6.1: List of constraints which are additional to the usual constraints in the standard dial-a-ride problem. The constraints often originate from a service contract agreement between the service provider, the airport and the airlines.

Note, that the person assisting the PRM through embarkment will not be able to leave the PRM until 20 minutes before departure if the aircraft is located at the gate, or before the PRM is picked up by a special vehicle if the aircraft is located away from the gate. In the latter case the special vehicle cannot leave the PRM before 20 minutes before departure.

The different transportation forms such as vehicles and assistance on foot have different capacities. Moreover the PRMs are assigned a volume depending on their disability. For example it is very hard for one person to push two wheelchairs, while two hearing or sight impaired persons easily can be assisted by the same employee.
6.2.1 Example of a journey of an PRM

Figure 6.1: Illustration of a journey with six segments: (1) the PRM is picked up at arriving aircraft by vehicle at the exact time of arrival and delivered at gate, (2) the PRM is picked up at the gate by an employee. The bus in segment 1 cannot leave the gate before the PRM is picked up. The PRM is delivered at the bus stop for the inter-terminal busses, (3) The PRM is picked up by an inter-terminal bus and delivered to the bus stop at the terminal of the departing flight (the employee of segment 2 cannot leave before the bus arrives for pickup), (4) the PRM is picked up by an employee and delivered to the gate of the departing flight (the bus in segment 3 cannot leave before the employee arrives), (5) the PRM is assisted through embarkment at the gate. This task takes 20 minutes. For the time between segments 4 and 5 the PRM can be left at a special supervised lounge, (6) The PRM is picked up at the gate by a vehicle and delivered to the aircraft exactly 20 minutes before the departure time. The employee of segment 5 cannot leave before the vehicle arrives for pickup.

The most complex example of a journey is the case where a PRM makes a transit from an arriving aircraft not located at the gate to a departing aircraft in another terminal not located at the gate. Such a case is shown in Figure 6.1. We say that such a journey has six segments. All transit journeys are formulated as an ordered subset of these segments. Non-transit PRMs are either picked up or delivered to a public area in the terminal of their flight.

The algorithm presented in this paper is to be used in a dynamic setting, where immediate PRMs arrive continuously and disruptions in the daily plan such as flight delays frequently occur. Therefore, the company desires to receive a solution to the problem within a couple of minutes. We do not consider robustness and break times. However, robustness can be obtained by introducing buffer time in the time to get from one location to another and by altering the set of available employees. Breaks can be included by splitting the shift of an employee into several shifts.

6.3 Mathematical formulation

When describing the model it is important to bear in mind that the journey of each PRM is a set of pickup and deliveries called segments. This means that a PRM is picked up and delivered if all the segments of the journey are handled. Therefore, we must for each PRM ensure that all his/her segments are assigned before we consider the PRM delivered. As common for dial-a-ride problems with a heterogeneous fleet, each segment is represented by a pickup vertex and a delivery vertex specific to that segment. Also, there is a location inside each working area where the employees start and end their shift.
6.3.1 Graph representation

As mentioned earlier there is a vertex for each origin and destination of a segment and the location of all the vertices in a journey are predetermined. Since we already know which transport group is assigned to each vertex we can generate a disjoint graph for each transport group. Each graph has its own depot where the transporter start and end their shift. These graphs are "virtually" connected by the synchronization of the segments of a journey. For each terminal we have a directed graph connecting the vertices that must be serviced by foot personnel working in the given terminal. The busses transporting PRMs between terminals have a directed graph of their pickup and delivery vertices. The vehicles transporting PRMs from gates to aircrafts have a directed graph connecting their pickup and delivery vertices. The journey shown in Figure 6.1 has the segments 1,2,3,4 on four disjunct graphs. Both segment 4 and 5 are on the graph representing Terminal 2 and both segment 1 and 6 are on the graph representing vehicles operating between gates and aircrafts. Connections between pickup and delivery vertices, which are infeasible due to their time windows, are removed from the graph.

6.3.2 Mathematical model

Given the following sets:

- $K$: The set of transporters. Contains all vehicles and persons on foot
- $R$: The set of segments. Contains all the segments of all the journeys
- $R_p$: A subset of segments in $R$ which contains all the segments for PRM $p$
- $C$: The set of all PRMs
- $B$: The subset of $C$ which contains all the prebooked PRMs
- $F$: The set of departing flights
- $V^*$: The set of pickup and delivery vertices and depots/bases
- $V$: The subset of $V^*$ containing all the pick up and delivery points/vertices
- $V_f$: The subset of $V$ containing all the embarkment vertices for flight $f \in F$
- $P$: The set of pickup vertices, $P \subseteq V$ and $P_p$ is the pickup vertices of PRM $p$
- $D$: The set of delivery vertices, $D \subseteq V$ and $D_p$ is the delivery vertices of PRM $p$
- $E$: The set of edges connecting the elements in $V^*$
- $\lambda_p$: The set $(i, j)$ for a journey of PRM $p$ where $i \in D_p$ and $j \in P_p$ are the delivery and pickup at a transfer point on the journey of $p$
- $\delta$: The set of vertex pairs that must be synchronized for handover

Each segment $r \in R$ has a start $o_r$ and a destination $d_r$ and the set $V$ is all of the different $o_r$ and $d_r$ vertices. Each work area has a start point $v_0$ and an end point $v_e$ representing the location, where the transporters start and end the day.
We define the following parameters:

- \( M_b \) The penalty for not transporting a prebooked PRM
- \( M_n \) The penalty for not transporting an immediate PRM
- \( t_r \) The minimum time needed to deliver segment \( r \in R \)
- \( t_{ij}^k \) The minimum time it takes to go from \( i \) to \( j \) on transport \( k \)
- \( l'_j \) The change in load at vertex \( j \in V \)
- \( H \) The maximum excess time allowed to be used on a segment
- \( C_k \) The capacity of transporter \( k \in K \)
- \( M \) A big constant being at least as large as the shift length
- \( M_s \) A big constant larger than the largest number of segments in any PRM
- \( M_l \) A big constant at least as large as the biggest capacity plus the largest volume possible for any PRM
- \( a_i \) The release time at vertex \( i \in V^* \)
- \( b_i \) The due time at vertex \( i \in V^* \)

We use the following variables:

- \( s_i^k \) the time when transporter \( k \) leaves vertex \( i \)
- \( \phi_p \) An indicator variable indicating if a PRM \( p \in C \) has a segment not assigned. \( \phi_p = 0 \) if all segments of \( p \) are assigned and 1 otherwise
- \( x_{ij}^k \) An indicator variable indicating if the edge \((i,j)\) is used by transporter \( k \).
  \( x_{ij}^k = 1 \) if the edge is used by transporter \( k \) and 0 otherwise
- \( l'_i^k \) the load on transporter \( k \) when leaving vertex \( i \)

As objective we have chosen a linear weighted combination of assigning as many PRMs as possible and minimizing the total excess time the PRMs spend on their journey. The model is:

\[
\min \quad \sum_{d \in R} \left( \left( \sum_{k \in K} s_{d,r}^k - s_{d,r}^k \right) - t_r \right) + M_b \sum_{p \in B} \phi_p + M_n \sum_{p \in C\setminus B} \phi_p \quad (6.1)
\]
Chapter 6. Dial-a-ride with synchronization for handicap assistance at airports

72

delivered. Note that since load is increased for any pickup vertex in \( V \) within their given time window. Constraints (6.14) update the load when a PRM is picked up or in the right order. Constraints (6.12) and (6.13) ensure that the segments are started and ended if a PRM is not delivered. Different penalties are used depending on whether PRM with constraints (6.9) ensure a connected route. This is true under the general assumption that points of \((i,j)\) time of delivering transporter and pickup transporter are synchronized at their respective vertex \( i \) ensure that if an edge \((i,j)\) does not exceed the maximum excess time \( H \). Constraints (6.9) ensure that all transporters return to their base. Constraints (6.6) ensure that on each segment a PRM is picked up before it is delivered. Constraints (6.7) ensure that any PRM with at least one segment not assigned generates exactly one penalty in the objective. Constraints (6.8) ensure that the excess time used on segment \( d \) does not exceed the maximum excess time \( H \). Constraints (6.9) ensure that if an edge \((i,j)\) is used then the time at which vertex \( j \) is visited is not earlier than the time leaving vertex \( i \) plus the travel time on edge \((i,j)\). Constraints (6.10) ensure that the time of delivering transporter and pickup transporter are synchronized at their respective vertex points of \((i,j)\) \( \in \lambda \). Constraints (6.11) ensure that the segments of the journey are completed in the right order. Constraints (6.12) and (6.13) ensure that the segments are started and ended within their given time window. Constraints (6.14) update the load when a PRM is picked up or delivered. Note that since load is increased for any pickup vertex in \( V \), constraints (6.14) together with constraints (6.9) ensure a connected route. This is true under the general assumption that

\[
\begin{align*}
\text{(P and D)} & \quad \sum_{i \in V^*} x_{io_r}^k - \sum_{i \in V} x_{id_r}^k = 0 \quad r \in R, k \in K \\
\text{(balance)} & \quad \sum_{j \in V^*} x_{ij}^k - \sum_{j \in V^*} x_{ji}^k = 0 \quad i \in V, k \in K \\
\text{(start)} & \quad \sum_{j \in V^*} x_{io_j}^k = 1 \quad k \in K \\
\text{(end point)} & \quad \sum_{j \in V^*} x_{jvo_k}^k = 1 \quad k \in K \\
\text{(P \to D)} & \quad s_{d_r}^k - s_{o_r}^k \geq 0 \quad k \in K, d \in R \\
\text{(Complete)} & \quad M_\lambda \phi_p - \sum_{d \in R_p} (1 - \sum_{k \in K} \sum_{j \in V} x_{o_dj}^k) \geq 0 \quad p \in C \\
\text{(Timelimit)} & \quad s_{d_r}^k - s_{o_r}^k - \ell_r \leq H \quad k \in K, d \in R \\
\text{(Connect)} & \quad s_{i}^k + t_{ij}^k + M(x_{ij}^k - 1) \leq s_{j}^k \quad k \in K, (i,j) \in E \\
\text{(Handover)} & \quad \sum_{k \in K} s_{i}^k = \sum_{k \in K} s_{j}^k \quad (i,j) \in \delta \\
\text{(Journey)} & \quad \sum_{k \in K} s_{i}^k \leq \sum_{k \in K} s_{j}^k \quad (i,j) \in \lambda_p \\
\text{(Release)} & \quad a_i \leq s_{i}^k + a_i(1 - \sum_{j \in V} x_{ij}^k) \quad i \in V^*, k \in K \\
\text{(Due)} & \quad b_i \geq s_{i}^k + b_i(1 - \sum_{j \in V} x_{ji}^k) \quad i \in V^*, k \in K \\
\text{(Load)} & \quad t_{ij}^k + t_{j}^k - M(1 - x_{ij}^k) \leq l_{ij}^k \quad (i,j) \in E, k \in K \\
\text{(Capacity)} & \quad l_{ij}^k \leq C_k \quad i \in V, k \in K \\
\text{(Emb)} & \quad \sum_{k \in K} x_{ij}^k = 0 \quad j \in V \setminus V_f, i \in P \cap V_f, f \in F \\
\text{(Emb load)} & \quad l_{ij}^k - C_k(1 - \sum_{j \in V \setminus V_f} x_{ij}^k) \leq 0 \quad k \in K, i \in D \cap V_f, f \in F \\
\text{(Variables)} & \quad x_{ij}^k \in \{0, 1\} \quad k \in K, (i,j) \in E \\
& \quad \phi_p \in \{0, 1\} \quad p \in C \\
& \quad s_{i}^k \in \mathbb{R}_+^k \quad i \in V \cup \{p_k\}, k \in K \\
& \quad l_{ij}^k \in \mathbb{Z}_+ \quad i \in V, k \in K
\end{align*}
\]

The objective function (6.1) sums all the excess time used on the segments and adds a penalty if a PRM is not delivered. Different penalties are used depending on whether PRM \( p \) is prebooked \((p \in B)\) or immediate \((p \in C \setminus B)\). Constraints (6.2) ensure that for each segment any PRM picked up is also delivered. Constraints (6.3) ensure that transporters leave all pickup or delivery vertices they enter. Constraints (6.4) ensure that all transporters leave their base. Constraints (6.5) ensure that all transporters return to their base. Constraints (6.6) ensure that on each segment a PRM is picked up before it is delivered. Constraints (6.7) ensure that any PRM with at least one segment not assigned generates exactly one penalty in the objective. Constraints (6.8) ensure that the excess time used on segment \( d \) does not exceed the maximum excess time \( H \). Constraints (6.9) ensure that if an edge \((i,j)\) is used then the time at which vertex \( j \) is visited is not earlier than the time leaving vertex \( i \) plus the travel time on edge \((i,j)\). Constraints (6.10) ensure that the time of delivering transporter and pickup transporter are synchronized at their respective vertex points of \((i,j)\) \( \in \lambda \). Constraints (6.11) ensure that the segments of the journey are completed in the right order. Constraints (6.12) and (6.13) ensure that the segments are started and ended within their given time window. Constraints (6.14) update the load when a PRM is picked up or delivered. Note that since load is increased for any pickup vertex in \( V \), constraints (6.14) together with constraints (6.9) ensure a connected route. This is true under the general assumption that
the transport from pickup to the delivery point is always greater than zero. Constraints (6.15) are the capacity constraints. Constraints (6.16) and (6.17) enforce the embarkment conditions of only starting embarkment tasks on the same flight before completing an embarkment segment. Constraints (6.16) only allow edges going from a pickup vertex of an embarkment segment to vertices of embarkment on the same flight. Constraints (6.17) ensure that when using an edge between an embarkment vertex and any vertex not belonging to an embarkment request for the same flight the load must be zero.

6.4 Solution method

The solution method we present is a greedy insertion heuristic combined with simulated annealing. The synchronization constraints present in the APRMTP add complexity to the generation of feasible solutions and the calculation of the objective value.

When a segment is inserted in a route of a bus or employee, it may influence not only the travel times of the later segments in the route inserted in, but also the other segments of the PRM and the segments of the routes of the personnel servicing those segments and so forth. This means that every time the end or start time of a segment is changed it may generate a cascade of changes on related segments. Therefore, when checking for feasibility one may, in worst case, have to evaluate the feasibility of all the segments in the problem. The same is true for calculating the objective as the insertion of a segment may influence the travel time on all remaining segments in all the routes. Therefore, an easy update of the objective when inserting a segment is not evident. However, together with a constraint on the maximum excess time allowed on each segment it may also constrain the problem significantly. An example of this is that the synchronization constraint reduces the number of possible feasible solutions.

We have constructed a greedy insertion heuristic for the initial solution, described in the next section, and later used in a simulated annealing scheme to improve solutions. The greedy insertion heuristic will, given an ordered list of PRMs, lead to a deterministic solution found with a search for best insertion spots, while the simulated annealing broadens the search by randomly selecting a neighborhood from a large neighborhood space and accepting solutions with a worse objective value. Due to the synchronization constraints the routes in the constructed solution are very interdependent and therefore it would be very difficult for a local search to find better solutions using neighborhood search. Instead of performing a local search on the constructed solution as done in GRASP we perform the local search on the abstract list representation of the previous solution.

Figure 6.2 illustrates how PRM segments are moved when inserting a PRM segment into the route represented by the solid line.

6.4.1 Insertion heuristic

A greedy insertion heuristic (GIH) is created to quickly find a feasible solution. The heuristic takes two lists of PRMs, one containing the prebooked PRMs, and one containing the immediate PRMs. The insertion heuristic inserts first the PRMs from the prebooked list $P_2$, then the PRMs from the immediate list $P_2$ by going through the lists in sequential order. The reason for this is, that it is very important for the service provider to serve the prebooked PRMs.

We have sorted the lists by earliest pickup time of the PRM, starting at the earliest arrival time. For each PRM the segments are inserted in the order they appear in the journey and the next PRM is not inserted before all segments of the previous PRM are inserted.

For each segment the insertion place is found by only investigating the set of transporters working in the graph containing the given segment. The segment is inserted in the place and transporter where it creates the least increase in the total excess time. We only allow an insertion to push the time of the other segments forward. Therefore, when checking for feasibility, we only need to go through the segments with larger delivery times.
A bus driving between terminals
An employee in a terminal
A PRM

(a) Before insertion
(b) After insertion of gray PRM

Figure 6.2: A section of the routes when inserting the gray PRM. The part of the graph inside the dashed circle is moved to a later time because of propagated delays caused by the insertion of the gray PRM. The patterned PRMs are the next PRMs to be handled by the employee or bus.

Usually, when minimizing the route cost, as in pickup and delivery problems, it is possible to calculate the new objective by the difference in the time introduced by the insertion and removal. However, in our case we did not do this as we found it too complicating when the excess time is minimized and the insertion can generate propagating delays induced by the synchronization constraints.

\[
\text{GIH}(P_1, P_2)
\]

1: for each PRM \( p \) taken first from list \( P_1 \) then from list \( P_2 \) do
2: for each segment \( s \) in \( p \) do
3: for each employee \( e \) serving \( s \) do
4: for each vertex \( v_1, v_2 \) in \( e \) in the possible time interval for \( s \) do
5: if load and time feasible insert \( s_{\text{start}} \) before \( v_1 \) and \( s_{\text{end}} \) before \( v_2 \) then
6: calculate total excess time for all inserted segments;
7: end if
8: end for
9: Select \( s_1 \) and \( s_2 \) where the least excess time is generated;
10: end for
11: if insertion was not possible then
12: Delete already inserted segments of \( p \);
13: Register \( p \) as not inserted;
14: else
15: insert \( s \) in the \( e \) where the least excess time is generated;
16: end if
17: end for
18: end for

In the pseudo code of GIH the lines 1 and 2 are performed \( O(n) \) times where \( n = |R| \). The combinations that occur in line 3 and 4 can be \( O(n^2) \). Checking for feasibility in line 5 is done by a depth first search which goes through \( O(n) \) vertices updating their start/end times and the edge load. The calculation of total excess time of all inserted segments in line 6 is done by adding up excess time of all inserted segments, which is \( O(n) \). Therefore, the asymptotic running time of the greedy insertion heuristic is \( O(n^4) \).

In the test cases provided by the company the time windows are quite tight and by definition only a subset of employees are available in the area of a given segment. Therefore, the number of
feasible insertion points is limited before starting the propagated feasibility test and calculating the excess time.

### 6.4.2 Simulated annealing

A simulated annealing algorithm using the two lists of PRMs (prebooked and immediate) as an abstract representation was implemented. The initial solution is the greedy insertion heuristic on the two lists of PRMs, sorted by earliest possible start time. At each iteration of the simulated annealing algorithm, a number of moves takes place to obtain a candidate solution \( x' \) from the current solution \( x \). The moves are made in the two PRM lists, which are then converted to a solution by the insertion heuristic. The moves are as follows:

- moving a not assigned PRM a random number of places forward in the respective list
- swapping the place of two PRMs randomly selected within the same list.

Note, that the prebooked PRMs and immediate PRMs will always remain in their respective lists. The lists are, when the moves are completed, converted by the greedy insertion heuristic into a schedule.

Let the objective function be defined as \( f(x) \) for a solution \( x \). If \( f(x) \leq f(x') \) then \( x \) is accepted. Otherwise we accept the solution with probability:

\[
\exp(\frac{f(x') - f(x)}{T})
\]  

(6.22)

Details on the selected values for the temperature \( T \) will be covered in Section 6.6 on tunings. The temperature is decreased by a selected factor at each iteration. This decreasing factor is also called the cooling rate. The described large neighborhood and the acceptance probability allow the algorithm to escape local minima.

### 6.5 Data Instance and other parameter values

We have received 12 test cases from the service company covering dates September 20 to October 1, 2009. These test cases contain a total of 5000 PRM requests with information about the type and the position of the origin and destination. Travel time between the locations for the different transport forms were calculated from this information. Each test case represents a day and contains between 374 and 555 PRMs. The company delivers service in the majority of the airport, but also other service providers are present in some parts of the airport. Therefore, the test cases do not cover all PRM requests at the airport.

Some of the PRMs in the data set were removed before running the tests due to corrupted data for the PRM or due to insufficient time available for the PRMs journey so that a solution transporting the PRM cannot exist satisfying the requirements given. This resulted in sets of between 353 and 495 PRMs. Each data set had a set of employees for the given day with a assigned terminal or vehicle. The number of employees assigned on a day was around 120. The employees were assigned to 6 different terminals and 2 different bus types. For each of the two bus types has specific area of operation.

The capacity of the transporters has been settled with the ground handling company as:

- An employee assisting inside terminal has capacity 2
- A bus between terminals has capacity 12
- A bus between gate and aircraft has capacity 9

For each PRM there is given a start time, an end time, a start location, an end location and a PRM type. There are 6 different types of PRMs in the data sets. For each types of PRM we have assigned a volume as follows:
**WCHC** Cannot walk or stand, needs wheelchair. Volume 1.5

**WCHS** Cannot walk up or down stairs. Volume 1

**WCHR** Cannot walk long distances. Volume 1

**BLND** Passenger is blind. Volume 1

**DEAF** Passenger is deaf. Volume 1

**ASS** Passenger cannot orient themselves. Volume 1

From the airport structure described to us by the company we have generated the segments for each PRM given the arrival and departure location of the PRM. For each shift between 900 and 1500 segments were generated. The excess time allowed for each segment is $H = 30$ minutes as this generally matches the requirement at airports. We have chosen the weights in the objective function as follows:

$$M_b = 1000, \quad M_n = 400$$

This is to ensure a strong priority to the prebooked PRMs. Moreover, since a PRM journey has at most 6 segments, all PRMs must have an excess time of at most 180 minutes. Therefore, delivering any PRM will always be prioritized over a faster delivery and even several faster deliveries.

### 6.6 Tuning

The Simulated Annealing algorithm is tuned using 3 test cases selected from the received data sets. These instances represent the 20th of September (2009), 26th of September (2009) and the 1st of October (2009).

Since our insertion algorithm has a complexity of $O(n^4)$, the number of iterations completed in simulated annealing during the 2 minute running time is limited to a few hundreds. This means that for most instances the problem contains more PRMs than iterations performed during simulated annealing. Therefore, we consider the possibility for making several moves in each iteration. The moves are relocations in the list and do not influence the running time significantly. However, the neighborhood becomes much larger and the previous solutions may be ruined by a large number of moves.

We have included the initial objective value in the generation of the initial temperature to make the acceptance rate robust to variances in the size of the different problems. Thus the initial temperature is adjusted so that the probability of selecting a solution, which is exactly $t$ percent greater than the initial solution is 50%. To find the best combination of the cooling rate and the number of moves, we have fixed the initial temperature so that a solution 5% worse than the initial solution must initially be accepted with 50% probability. This means that given an initial solution $x$ and the temperature parameter of $t$, the initial temperature $T$ is calculated as follows:

$$T = -tx / \log(0.5) \quad (6.23)$$

The algorithm is in Section 6.7 tested with the required solution time of two minutes, a slightly larger solution time of 5 minutes and a large solution time of 1 hour. To accommodate these tests the simulated annealing parameters are tuned both for a solution time of 2 minutes and a solution time of 1 hour. It is presumed that the values of the 5 minutes running time are close to the ones for 2 minutes and therefore we have not tuned for 5 minutes.

The algorithm is run ten times and the average solution of the ten runs is found. The average solution is then used to calculate the percent wise gap between the initial solution and the average solution found by simulated annealing. This is calculated as follows:

$$\text{gap} = \frac{\text{init}solution - \text{averagesolution}}{\text{init}solution} \cdot 100$$
Note, that by using the average solution the gap represents the expected improvement for a single run of the simulated annealing algorithm with the same solution time requirement.

We test a combination of different number of moves (4, 12, 20) and different cooling rates (0.5, 0.8, 0.9, 0.95, 0.99) given a fixed initial temperature \( T \) (using \( t = 0.05 \) in equation (6.23)). These tests are run with a time limit of respectively 2 minutes and 1 hour for the 3 selected instances. The tuning results can be found in Appendix A.

For runs with time limit of 2 minutes, analyzing the gap of the test for combinations of cooling rate and number of moves, we have selected the value 0.9 for the cooling rate and 12 moves at each iteration. For runs with time limit of 1 hour, applying the same method, we have chosen the value 0.99 for the cooling rate and 4 moves at each iteration.

The selected values are used in the tuning tests on the initial temperature for 2 minutes and 1 hour time limit.

The initial temperature \( T \) is tested with the values of \( t = \{0.01, 0.05, 0.1, 0.15\} \) in equation (6.23). For 2 minute runs the best solution is obtained when choosing the initial temperature so that a solution 5% greater than the initial value is accepted with 50% probability. These values will be used in Section 6.7 for tests with solution time requirement of 2 and 5 minutes. For 1 hour runs the best initial solution is obtained by choosing the initial temperature so that a solution 1% greater than the initial value is accepted with 50% probability. These values will be used for the tests in Section 6.7 with solution time requirement of 1 hour.

The values found in this section for the simulated annealing determines the intensification and diversification of the heuristic. The high number of moves at each iteration and the acceptance probability ensures diversification while the cooling rate gives rise to intensification over time. The start temperature determines the start diversification generated by the acceptance probability.

### 6.7 Test Results

The 12 test cases received from the service company covers the dates September 20 to October 1, 2009. Unfortunately, the company does not have records on how the PRMs actually were scheduled for the test cases. Hence, we cannot directly compare our schedules with the historic data as the service company does not currently make a plan of the day. Moreover from Cortes et al. [6] it can be seen that for a similar problem only tiny problems are so far solvable with exact method. In [6] problem sizes with up to 6 requests 1 transfer point and 2 vehicles is solved using both CPLEX and combinatorial Benders cut method.

It should be noted that in the test cases a little more than half of the PRMs are prebooked. The test cases are evaluated individually and therefore we include the 3 test cases used for tuning in this test section.

The tests were run on a computer with a 64 bit Intel Xeon 2.67 GHz CPU. The simulated annealing tests reported in this section with time requirement of 120 seconds and 300 seconds have been run with:

- Temperature: we use the factor \( t = 0.05 \) to adjust the temperature \( T \) according to equation (6.23)
- Cooling rate: 0.9
- Moves at each iteration: 12

The simulated annealing tests reported in this section with time requirement of 1 hour have been run with:

- Temperature: we use the factor \( t = 0.01 \) to adjust the temperature \( T \) according to (6.23).
- Cooling rate: 0.99
- Moves at each iteration: 4
Note, that the temperature is calculated given an initial solution $x$ and the temperature parameter of $t$ as described in equation (6.23).

In Table 6.2, we report the results of running the greedy insertion heuristic on the test case where the PRMs are sorted by earliest arrival time for all 12 data sets.

In column one the name of the data set is described by the date of the shift. We report how many PRMs in the given data set we had to remove due to corrupted data. The number of prebooked passengers not assigned (NAP) and not assigned immediate passengers (NAI) in the initial solution are reported in respectively column four and five. Finally, the initial solution retrieved from the greedy insertion heuristic on the PRM lists is reported in column six.

<table>
<thead>
<tr>
<th>Case</th>
<th>prms</th>
<th>prms deleted</th>
<th>NAP</th>
<th>NAI</th>
<th>sol</th>
</tr>
</thead>
<tbody>
<tr>
<td>20090920</td>
<td>374</td>
<td>21</td>
<td>0</td>
<td>4</td>
<td>3566</td>
</tr>
<tr>
<td>20090921</td>
<td>426</td>
<td>35</td>
<td>7</td>
<td>5</td>
<td>11430</td>
</tr>
<tr>
<td>20090922</td>
<td>451</td>
<td>23</td>
<td>0</td>
<td>5</td>
<td>5362</td>
</tr>
<tr>
<td>20090923</td>
<td>403</td>
<td>42</td>
<td>0</td>
<td>0</td>
<td>2001</td>
</tr>
<tr>
<td>20090924</td>
<td>465</td>
<td>33</td>
<td>0</td>
<td>3</td>
<td>4062</td>
</tr>
<tr>
<td>20090925</td>
<td>484</td>
<td>46</td>
<td>0</td>
<td>2</td>
<td>3500</td>
</tr>
<tr>
<td>20090926</td>
<td>401</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>1782</td>
</tr>
<tr>
<td>20090927</td>
<td>429</td>
<td>32</td>
<td>0</td>
<td>2</td>
<td>3095</td>
</tr>
<tr>
<td>20090928</td>
<td>401</td>
<td>23</td>
<td>0</td>
<td>0</td>
<td>2208</td>
</tr>
<tr>
<td>20090929</td>
<td>456</td>
<td>37</td>
<td>0</td>
<td>1</td>
<td>3259</td>
</tr>
<tr>
<td>20090930</td>
<td>555</td>
<td>60</td>
<td>7</td>
<td>9</td>
<td>13443</td>
</tr>
<tr>
<td>20091001</td>
<td>519</td>
<td>45</td>
<td>1</td>
<td>1</td>
<td>4401</td>
</tr>
</tbody>
</table>

Table 6.2: The results of the insertion heuristic run on the test cases. Note, that this is also the initial solution used by the simulated annealing heuristic.

From Table 6.2 it can be seen that no prebooked PRM were rejected for 9 of the 12 instances. The number of rejected immediate PRMs is also quite low compared to the number of PRMs when solving the problem using just the greedy insertion heuristic.

The results in Table 6.2 are used for evaluating the test results of the simulated annealing algorithm presented in Table 6.3.

In Table 6.3 the simulated annealing is tested for 120 seconds (2 minutes), 300 seconds (5 minutes) and 3600 seconds (1 hour) on each test case as given in column two. Each test is repeated ten times and the average value is reported. The temperature, cooling rate and number of moves are set to the selected values and the excess time allowed on each segment is set to $H = 30$ (minutes).

The average number of iterations and the standard deviation are reported in column three and four. In column five and six respectively, the average number of unassigned prebooked PRMs and unassigned immediate PRMs are reported. The best solutions of all the runs are reported in column seven and column eight contains the average solution. The gap between the average solution and the initial solution from Table 6.2 is reported in column nine. The results in Table 6.3 show that after running simulated annealing for 2 minutes the initial greedy heuristic solution is significantly improved. Increasing the solution time improves the solution quality in all cases and in some cases this improvement is significant. However, the improvements achieved from the initial solution in the first 5 minutes is in all cases greater than the improvements achieved in the following 55 minutes. The improvement achieved in the first 2 minutes from the initial solution is (in all cases except run 20090926) greater than the improvement achieved in the following 58 minutes. This indicates that the algorithm is good at finding improvements early in the algorithm and therefore works well with the requirement that a solution must be found within minutes.

Figure 6.3 and 6.4 show the improvement of solution values for a 2 minute run. It is seen that the algorithm is able to steadily improve the solution value.

The graphs in Figure 6.5 and 6.6 show the development in solution values for a single 1 hour run of respectively test instance 20090926 and 20090930. The figures show that after running simulated annealing for 15 minutes the improvements to the solutions become seldom and insignificant. This means that the significant reductions occur early in the simulated annealing and good solutions can be found after 10 minutes. In our case the solution time required is quite limited. In cases with not as tight running time requirements it would be relevant to test if multiple random restarts are worth the added complexity.
### 6.7. Test Results

<table>
<thead>
<tr>
<th>Case</th>
<th>time (s)</th>
<th>av it</th>
<th>stdD</th>
<th>av NAP</th>
<th>av NAI</th>
<th>best sol</th>
<th>av sol</th>
<th>gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>20090920</td>
<td>120</td>
<td>279.5</td>
<td>61</td>
<td>0</td>
<td>2.0</td>
<td>2423</td>
<td>2426.9</td>
<td>31.9%</td>
</tr>
<tr>
<td>20090920</td>
<td>300</td>
<td>499.4</td>
<td>30</td>
<td>0</td>
<td>3.0</td>
<td>8112</td>
<td>8658.3</td>
<td>24.2%</td>
</tr>
<tr>
<td>20090920</td>
<td>3600</td>
<td>1834</td>
<td>639</td>
<td>0</td>
<td>5.1</td>
<td>7181</td>
<td>7475.3</td>
<td>34.6%</td>
</tr>
<tr>
<td>20090921</td>
<td>120</td>
<td>317.8</td>
<td>85</td>
<td>0</td>
<td>1.0</td>
<td>2423</td>
<td>2504.6</td>
<td>39.1%</td>
</tr>
<tr>
<td>20090921</td>
<td>300</td>
<td>499.4</td>
<td>30</td>
<td>0</td>
<td>3.0</td>
<td>8112</td>
<td>8658.3</td>
<td>24.2%</td>
</tr>
<tr>
<td>20090921</td>
<td>3600</td>
<td>3376</td>
<td>48</td>
<td>0</td>
<td>1.0</td>
<td>2222</td>
<td>2280.8</td>
<td>55.8%</td>
</tr>
</tbody>
</table>

Table 6.3: The results of simulated annealing running for two minutes, five minutes and one hour.

![Objective value vs Time](image)

Figure 6.3: Development of solution values over time for test case 20090926

...of the algorithm with a new ordering of the lists would allow for searches in other areas of the search space and possibly improve the solutions. In the current algorithm the neighborhood used is very large and therefore it is possible for the algorithm to investigate a larger area of the search space.
6.8 Conclusion

We have presented a model for the airport PRM transport problem and developed a heuristic with promising results, even when restricted to a running time of two minutes as required by the service company. Moreover, the number of rejected PRMs is very low also in the initial greedy insertion heuristic solutions.

Although the problem has been defined in cooperation with a specific handling company, we believe that the model is sufficiently general to cover most airports in the world. Moreover the model and solution method can easily be adapted to other multi-modal problems with many synchronization constraints.

The developed heuristic works well with the short solution time constraint, which can be seen by the fact that the big improvements are obtained within the first few minutes. The tests show that increasing the solution time slightly could in some cases give significant improvements. Such improvements could also be achieved by increasing computational power or algorithmic improvements such as parallelization of the program.

The next step in the academic area would be to test different solution methods on the problem to compare the solution quality and to reduce the computation time for the greedy insertion heuristic. One such paradigm could be to apply the combined MIP and ALNS heuristic presented in [13] which has shown good results for tightly constrained problems where even finding a feasible solution is an issue. In the application area the next step would be to incorporate this method at the users to see if the developed plans can improve their daily service.
We have assumed that the personnel and the location of the personnel is fixed, but the short solution times make it possible to use local search to test whether relocation of some personnel may lead to a higher service level. Since the number of passengers arriving at the airport is increasing the heuristic can also be used to investigate when an increase in personnel is needed to deliver acceptable service to the increasing volumes of PRMs arriving.
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**Appendix**

A Appendix: Tuning tests

Table A1 describes the three test cases used for tuning. Using a time limit of 2 minutes, Table A2 reports results for tuning the coolrate and the number of moves per iteration, while Table A3 reports results for tuning the initial temperature parameter $t$. Using a time limit of 1 hour, Table A4 reports results for tuning the coolrate and the number of moves per iteration, while Table A5 reports results for tuning the initial temperature parameter $t$. 
### Table A1: The test cases used for tuning, with the results from the greedy insertion heuristic. NAP stands for the number of not assigned prebooked PRMs and NAI stands for the number of not assigned immediate PRMs. The comm PRMs is the total number of PRMs provided in the instance of which the number given in 'deleted' is deleted.

<table>
<thead>
<tr>
<th>testcase</th>
<th>cooRat &amp;</th>
<th>moves</th>
<th>av ite</th>
<th>stdD</th>
<th>av NAP</th>
<th>av NAI</th>
<th>best est</th>
<th>avg est</th>
<th>gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>4</td>
<td>326.3</td>
<td>179</td>
<td>0</td>
<td>2.4</td>
<td>2491</td>
<td>2655.2</td>
<td>26.5%</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>4</td>
<td>325.0</td>
<td>187</td>
<td>0</td>
<td>2.5</td>
<td>2457</td>
<td>2732.0</td>
<td>23.4%</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>4</td>
<td>326.7</td>
<td>242</td>
<td>0</td>
<td>2.4</td>
<td>2426</td>
<td>2720.2</td>
<td>23.7%</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>4</td>
<td>324.5</td>
<td>201</td>
<td>0</td>
<td>2.3</td>
<td>2514</td>
<td>2753.5</td>
<td>22.6%</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>4</td>
<td>322.1</td>
<td>239</td>
<td>0</td>
<td>2.5</td>
<td>2605</td>
<td>2912.2</td>
<td>18.3%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>12</td>
<td>315.8</td>
<td>57</td>
<td>0</td>
<td>2.0</td>
<td>2398</td>
<td>2495.8</td>
<td>30.0%</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>12</td>
<td>316.7</td>
<td>58</td>
<td>0</td>
<td>2.0</td>
<td>2396</td>
<td>2496.3</td>
<td>30.0%</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>12</td>
<td>315.5</td>
<td>34</td>
<td>0</td>
<td>2.0</td>
<td>2461</td>
<td>2510.4</td>
<td>29.6%</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12</td>
<td>310.1</td>
<td>55</td>
<td>0</td>
<td>2.0</td>
<td>2431</td>
<td>2560.0</td>
<td>29.0%</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>12</td>
<td>306.3</td>
<td>52</td>
<td>0</td>
<td>2.0</td>
<td>2541</td>
<td>2609.3</td>
<td>26.8%</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>20</td>
<td>306.1</td>
<td>79</td>
<td>0</td>
<td>2.0</td>
<td>2351</td>
<td>2371.5</td>
<td>29.3%</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>20</td>
<td>309.7</td>
<td>47</td>
<td>0</td>
<td>2.0</td>
<td>2418</td>
<td>2505.6</td>
<td>29.7%</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>20</td>
<td>308.8</td>
<td>33</td>
<td>0</td>
<td>2.0</td>
<td>2450</td>
<td>2515.2</td>
<td>29.5%</td>
<td></td>
</tr>
<tr>
<td>0.95</td>
<td>20</td>
<td>303.2</td>
<td>53</td>
<td>0</td>
<td>2.0</td>
<td>2437</td>
<td>2459.0</td>
<td>30.0%</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>20</td>
<td>298.7</td>
<td>46</td>
<td>0</td>
<td>2.0</td>
<td>2461</td>
<td>2564.3</td>
<td>28.1%</td>
<td></td>
</tr>
</tbody>
</table>

Table A2: Tuning cooling rate and number of moves for solution time of 120 seconds

<table>
<thead>
<tr>
<th>Case</th>
<th>temp.par. t</th>
<th>av ite</th>
<th>stdD</th>
<th>av NAP</th>
<th>av NAI</th>
<th>heat est</th>
<th>avg est</th>
<th>gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>20090920</td>
<td>15%</td>
<td>1370</td>
<td>52</td>
<td>0.3</td>
<td>0.9</td>
<td>1322</td>
<td>1341.5</td>
<td>17.5%</td>
</tr>
<tr>
<td>20091001</td>
<td>10%</td>
<td>151</td>
<td>52</td>
<td>0.3</td>
<td>0.9</td>
<td>1322</td>
<td>1341.5</td>
<td>17.5%</td>
</tr>
<tr>
<td>20090926</td>
<td>5%</td>
<td>141</td>
<td>52</td>
<td>0.3</td>
<td>0.9</td>
<td>1322</td>
<td>1341.5</td>
<td>17.5%</td>
</tr>
</tbody>
</table>

Table A3: Tuning initial temperature parameter t given required solution time of 120 seconds, 12 moves and cooling rate of 0.9.
### Table A4: Tuning cooling rate and number of moves for solution time of 1 hour

<table>
<thead>
<tr>
<th>Case</th>
<th>temp.par.</th>
<th>moves</th>
<th>av it</th>
<th>stdD</th>
<th>av NAP</th>
<th>stdD</th>
<th>av NAI</th>
<th>stdD</th>
<th>best sol</th>
<th>avg sol</th>
<th>best sol</th>
<th>avg sol</th>
<th>gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>20090920</td>
<td>0.5</td>
<td>4</td>
<td>7066.9</td>
<td>50</td>
<td>2.8</td>
<td>2170</td>
<td>2200.7</td>
<td>31.2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>4</td>
<td>8129.1</td>
<td>29</td>
<td>2.6</td>
<td>2146</td>
<td>2200.0</td>
<td>38.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4</td>
<td>8985.3</td>
<td>44</td>
<td>2.0</td>
<td>2089</td>
<td>2164.4</td>
<td>39.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>4</td>
<td>8968.7</td>
<td>27</td>
<td>2.0</td>
<td>2146</td>
<td>2194.1</td>
<td>38.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>12</td>
<td>7854.3</td>
<td>19</td>
<td>2.0</td>
<td>2107</td>
<td>2242.2</td>
<td>37.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>12</td>
<td>8793.4</td>
<td>30</td>
<td>2.0</td>
<td>2166</td>
<td>2207.8</td>
<td>38.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>12</td>
<td>8762.2</td>
<td>24</td>
<td>2.0</td>
<td>2165</td>
<td>2202.5</td>
<td>38.2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>12</td>
<td>7270.6</td>
<td>26</td>
<td>2.0</td>
<td>2165</td>
<td>2200.8</td>
<td>38.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>12</td>
<td>7309.2</td>
<td>28</td>
<td>2.0</td>
<td>2160</td>
<td>2204.4</td>
<td>38.2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20091001</td>
<td>0.5</td>
<td>4</td>
<td>3284.7</td>
<td>61</td>
<td>0.0</td>
<td>1723</td>
<td>1848.4</td>
<td>58.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>4</td>
<td>3218.4</td>
<td>97</td>
<td>0.0</td>
<td>1689</td>
<td>1844.8</td>
<td>58.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4</td>
<td>3234.7</td>
<td>57</td>
<td>0.1</td>
<td>1685</td>
<td>1823.7</td>
<td>58.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>12</td>
<td>3166.4</td>
<td>104</td>
<td>0.1</td>
<td>1653</td>
<td>1849.6</td>
<td>58.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>12</td>
<td>3028.0</td>
<td>139</td>
<td>0.1</td>
<td>1800</td>
<td>2037.8</td>
<td>53.7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20090926</td>
<td>0.5</td>
<td>4</td>
<td>3916.9</td>
<td>16</td>
<td>0.0</td>
<td>1093</td>
<td>1117.8</td>
<td>37.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>4</td>
<td>3916.9</td>
<td>7</td>
<td>0.0</td>
<td>1050</td>
<td>1083.8</td>
<td>39.2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4</td>
<td>4712.9</td>
<td>35</td>
<td>0.0</td>
<td>1035</td>
<td>1092.8</td>
<td>38.7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>4</td>
<td>6418.6</td>
<td>17</td>
<td>0.0</td>
<td>1043</td>
<td>1066.9</td>
<td>40.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>4</td>
<td>4122.8</td>
<td>38</td>
<td>0.0</td>
<td>1032</td>
<td>1077.9</td>
<td>39.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20091001</td>
<td>0.5</td>
<td>12</td>
<td>2219.3</td>
<td>77</td>
<td>0.0</td>
<td>1972</td>
<td>2118.8</td>
<td>51.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>12</td>
<td>2228.1</td>
<td>58</td>
<td>0.0</td>
<td>1940</td>
<td>2051.5</td>
<td>53.4%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>12</td>
<td>2434.8</td>
<td>92</td>
<td>0.0</td>
<td>1943</td>
<td>2043.6</td>
<td>53.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.99</td>
<td>20</td>
<td>3043.4</td>
<td>93</td>
<td>0.0</td>
<td>2035</td>
<td>2211.1</td>
<td>49.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20090926</td>
<td>0.5</td>
<td>4</td>
<td>6256.2</td>
<td>23</td>
<td>0.0</td>
<td>1048</td>
<td>1082.5</td>
<td>39.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>4</td>
<td>6237.9</td>
<td>21</td>
<td>0.0</td>
<td>1045</td>
<td>1077.4</td>
<td>39.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>4</td>
<td>6378.6</td>
<td>39</td>
<td>0.0</td>
<td>1069</td>
<td>1108.6</td>
<td>37.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95</td>
<td>4</td>
<td>6617.1</td>
<td>33</td>
<td>0.0</td>
<td>1037</td>
<td>1089.4</td>
<td>38.0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table A5: Tuning initial temperature given required solution time of 1 hour, 4 moves and cooling rate of 0.99
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Abstract
We consider an important generalization of the vehicle routing problem with time windows in which a fixed cost must be paid for accessing a set of edges. This fixed cost could reflect payment for toll roads, investment in new facilities, the need for certifications and other costly investments. The certifications and contributions impose a cost for the company while they also give unlimited usage of a set of roads to all vehicles belonging to the company. Different versions for defining the edge sets are discussed and formulated. A MIP-formulation of the problem is presented, and a solution method based on branch-and-price-and-cut is applied to the problem. The computational results show that instances with up to 50 customers can be solved in reasonable time, and that the branch-cut-and-price algorithm generally outperforms CPLEX. It also seems that instances get more difficult when the penalized edge sets form a spanning tree, compared to when they are randomly scattered.

7.1 Introduction

In certain real-life situations the cost of a connection does not entirely depend on the cost of the individual links (edges). Frequently, in real life, a fee must be paid by the company for allowing its vehicle to access roads, areas, bridges or other. Such a fee may in some cases only be required to be paid once by the company and is in such cases independent of the number of vehicles accessing any edge in the set. Companies routing in an area with many ferry connections may pay to access a set of ferries owned by a company at a monthly rate or at a reduced price. Here, it is important to determine which ferry companies it is most profitable to use. The same applies to Toll roads and bridges, where some countries charge a company based tax for accessing all freeways in the country (see Figure 7.1). In war zones or areas of unrest a company may need to get a certification allowing its vehicles to travel on certain protected roads or to enter certain protected zones. Even though in some cases the access is to be paid only for the vehicle accessing the edge set the company will often wish to sign up all its vehicles for robustness and easy administration purposes. Yet another situation where a set of edges can be accessed at a fixed cost is in cases where there is an option of investing in a facility. In such problems, referred to as location-routing problems, there is often a fixed charge connected to a facility and location. Nagy and Salhi [20] give an
extensive survey of location-routing problems covering many different routing problems combined with facility location problems. Belenguer et al. [2] recently presented a branch-and-cut method for the location routing problem which apart from considering multiple depots, can be seen as a special case of the model presented in this paper. In all of the mentioned cases there is a fixed charge for accessing a set of edges. For the case shown in Figure 7.1 there may be both an edge belonging to an edge set and an edge with no additional cost connecting the same pair of vertices. A graph where multiple edges exists between two vertices is called a multi-graph.

The CPLEX modeling of a multi-graph with edge set cost is considered in Section 7.5.2 however a branch-cut-and-price algorithm for the multigraph with edge set cost has not been developed for this paper.

The problem of minimizing the overall cost when planning routes that have a cost associated with sets of edges is in this paper investigated as a generalization of the well known problem of routing vehicles with capacity and service time window restrictions (VRPTW).

In the version of the VRPTW considered here the edges of the graph belong to different sets. Once the cost of accessing the set is paid all vehicles can access the edges in the set. However, there might still be a price associated with each of the edges used. Note that the price for accessing the set is paid at most once. This cost has an influence on all the routes since once the access price is paid the edges can be accessed by another vehicle without paying the access price again. This makes the cost of the different vehicle routes interdependent. We will denote the considered problem an edge set vehicle routing problem with time windows (ESVRPTW). In Figure 7.1 an example of a network with the edges partitioned into different sets is shown. Figure 7.1 a) shows the entire set of edges, and b) and c) show accessible edges when paying for different combinations of two edge set. Clearly the ESVRPTW is NP-hard as it is a generalization of the VRPTW. Even though edges refers to bidirectional links and directional arcs generally are used for the VRPTW this does not change the problem as the arcs representing the two directions of the edge are both assigned to the same edge set.

We will in this paper present a model for the problem and a Danzig-Wolfe decomposition similar to the classical decomposition of the VRPTW.

The paper is organized as follows. In the following section we give a rough overview of literature for the vehicle routing problem with time windows and describe relevant results that can be used for
7.2 Literature review

To the best of our knowledge, the problem of routing vehicles with an edge set cost has not yet been investigated in the published literature. However, the underlying problem, the vehicle routing problem with time windows (VRPTW), has been extensively studied. The vehicle routing problem was introduced in 1959 by Dantzig and Ramser in [6] as the truck dispatching problem. Many different exact and heuristic methods have been applied to the problem. The basis of the research in this paper is in the exact methods. In 1981 Christofides et al. [4] presented a decomposition generating q-routes for the capacitated VRP. One of the first exact methods for the VRPTW was by Kolen et al. [16] using the ideas presented in [4] and applying them to the VRPTW. This was later included in a branch-and-price method by Desrochers et al [9].

In 1987 a benchmark suite was presented for the VRPTW [22] making it easy to compare solution methods and the research society has been enticed by the problem of solving these tests. Recently there has been a strong development in solution times and problem sizes solved to optimality. In 1999 Kohl et al. [15] and Cook and Rich [5] both applied branch-cut-and-price to the VRPTW.

Some of the most recent developments in solving the VRPTW are described in [1], [8],[12], and [14]. Both Jepsen et al. [12] and Baldacci et al. [1] use the valid cuts suggested by Lysgaard et al. [19] to separate candidate sets for branching. Even though the cuts in [19] are implemented for the capacitated vehicle routing problem (CVRP) they may be used for the VRPTW, as the solutions to the VRPTW are a subset of the solution to the corresponding CVRP. Jepsen et al. [12] implemented a branch cut and price algorithm with a label-setting bi-directional algorithm for elementary shortest paths developed by Righini and Salani [21]. Jepsen et al. added the subset-row (SR) inequalities on the master problem variables and modified the subproblem to include the reduced cost from these inequalities. These SR inequalities are included by both Desaulniers et al. [8] and Baldacci et al. [1] in their algorithms.

Desaulniers et al. in 2008 [8] further improved the results by using Tabu search for finding
improving routes in the subproblem and generalized the $k$-path inequalities originally formulated by Kohl et al. [15].

Baldacci et al. [1] introduce an enumeration framework. The master problem is solved using a subgradient optimization algorithm and enumeration is done by solving an ESPPRC where standard dominance is limited. To improve the dominance a lower bound for the completion of each label is found using the ng-routes.

In this paper we formulate the ESVRPTW and solve it using the solution method used by Jepsen et al. [12] on the VRPTW as this method can be easily adapted to solve the ESVRPTW.

### 7.3 The Model

The mathematical model is based on the model presented in [12]. Given the following sets:

$\mathcal{C}$ The set of customers  
$\mathcal{R}$ The set of edge groups  
$\mathcal{V}$ The set vertices representing the customers in $\mathcal{C}$ and the depot defined as 0  
$\mathcal{A}$ The set of arcs $(i, j)$ in $\mathcal{V}$ and $\mathcal{A}_r$ is the set of arcs $(i, j)$ belonging to the group $r \in \mathcal{R}$  
$\mathcal{K}$ The set of vehicles, where $|\mathcal{K}|$ is unbounded according to the standard VRPTW definition.

The variables are defined as:

$x_{ij}^v$ Indicator variable indicating if the arc $(i, j)$ is used by vehicle $v \in \mathcal{K}$  
$y_r$ Indicator variable which is one if an edge from group $r \in \mathcal{R}$ is used and zero otherwise  
$t_i^v$ The time vehicle $v$ visits $i \in \mathcal{V}$.

The parameters are defined as:

$D$ The capacity of the vehicles  
$d_i$ The demand which must be delivered to vertex $i \in \mathcal{V}$. The demand at the depot is zero  
$a_i$ The availability time for customer $i \in \mathcal{C}$. Note that $a_i \geq 0$.  
$b_i$ The required completion time for customer $i \in \mathcal{C}$ with $b_i \geq a_i$  
$\theta_{ij}$ The time it takes to travel from $i \in \mathcal{C}$ to $j \in \mathcal{C}$ on arc $(i, j)$.  
$c_{ij}$ The cost of using an arc $(i, j) \in \mathcal{A}$  
$c_r$ The cost of accessing the arcs in group $r \in \mathcal{R}$.

Since the problem is a generalization of the VRPTW the model presented here for the ESVRPTW is the standard VRPTW model presented by Kallehauge in the survey [13], with an additional set of constraints used to formulate the edge set costs. The cost of the edge sets are inserted into the objective. In the presented model the assumption is that each edge belongs to exactly one set, however, alternatives to this assumption are discussed in Section 7.5.

$$\text{Min: } \sum_{v \in \mathcal{K}} \sum_{(i,j) \in \mathcal{A}} c_{ij} x_{ij}^v + \sum_{r \in \mathcal{R}} c_r y_r$$ (7.1)
7.3. The Model

\[ s.t. \quad y_r - \sum_{v \in K} x^v_{ij} \geq 0 \quad \forall r \in R, (i, j) \in A_r \tag{7.2} \]

\[ \sum_{v \in K} \sum_{(i,j) \in A} x^v_{ij} = 1 \quad \forall i \in C \tag{7.3} \]

\[ \sum_{i \in C} x^v_{io} = \sum_{i \in C} x^v_{0i} \quad \forall v \in K \tag{7.4} \]

\[ \sum_{(j,i) \in A} x^v_{ji} - \sum_{(i,j) \in A} x^v_{ij} = 0 \quad \forall i \in C, \forall v \in K \tag{7.5} \]

\[ \sum_{(i,j) \in A} d_i x^v_{ij} \leq D \quad \forall v \in K \tag{7.6} \]

\[ a_i \leq t^v_i \leq b_i \quad \forall i \in V, v \in K \tag{7.7} \]

\[ (t^v_i + \theta_{ij}) x^v_{ij} - t^v_j \leq 0 \quad \forall v \in K, (i, j) \in A \tag{7.8} \]

\[ x^v_{ij} \in \{0, 1\} \quad \forall (i, j) \in A, v \in K \tag{7.9} \]

\[ y_r \in \{0, 1\} \quad \forall r \in R \tag{7.10} \]

\[ t^v_i \in \mathbb{R}^+_0 \quad \forall i \in V, v \in K \tag{7.11} \]

The objective (9.1) is the sum of the cost on the edges accessed and the sum of the cost of accessing the sets of the edges accessed. The constraints (7.2) ensure that if an edge in a set is used then the cost of accessing the set is paid. Note that the integrality of the $x^v_{ij}$ variables implies integral $y_r$ variables. Constraints (7.3) ensure that every customer is visited. Constraints (7.4) ensure that all vehicles start and end their journey at the depot. Constraints (7.5) ensure that vehicles arriving at a customer also leaves the same customer. Constraints (7.6) ensure that the capacity of a vehicle is not exceeded. Constraints (7.7) ensure that customers are visited in their respective time window. Finally, constraints (7.8) finds the time of vehicle $v$ at customer $i$. If vehicle $v$ does not visit customer $i$ any time can be chosen. Constraints (7.8) also ensures that the route is simple. The variables $x^v_{ij}$ and $y_r$ are in (7.9) and (7.10) defined to be binary and the variable $t^v_i$ is in (7.11) defined to be a positive real number.

### 7.3.1 Tightening of the edge set constraints

In the ESVRPTW each customer must be visited exactly once. This requirement is ensured by constraints (7.3) and can be used to tighten the constraints in (7.2). Since each customer is visited once, we know that if several edges belonging to the same set leave the same customer then at most one of them can be used, and if one of them is used then the cost of the set must be accounted for.

![Figure 7.1: Bound on outgoing edges](image)

From this observation we can construct the constraints:

\[ \sum_{v \in K} \sum_{j \in C \cap (i,j) \in A_r} x^v_{ij} \leq y_r \quad \forall r \in R, i \in C_r \tag{7.12} \]
Where \( C_r \subseteq C \) contains the customers of \( C \) with an out edge in set \( r \). In this case the integrality of the \( x \) variables again imposes the integrality of the \( y \) variables and the number of constraints in (7.12) is at most \(|C||R|\). Note that constraints (7.12) do not apply to the depot as more than one edge belonging to a group may leave the depot. Therefore the constraints of type (7.12) cannot entirely replace the constraints (7.2). However, by formulating a new set of constraints (see (7.13)) similar to the constraints (7.12) for edges entering every customer then the constraints (7.2) can be replaced by \( 2|C||R| \) constraints or less.

This means that the constraints (7.2) in the model can be replaced by the constraints:

\[
\sum_{v \in K} \sum_{(j,i) \in A_v} x^v_{ji} \leq y_r \quad \forall r \in R, i \in C_r \tag{7.13}
\]

\[
\sum_{v \in K} \sum_{(i,j) \in A_v} x^v_{ij} \leq y_r \quad \forall r \in R, i \in C_r \tag{7.14}
\]

These tighter constraints will in the following replace constraints (7.2) in the model.

### 7.4 Solution method

The branch-cut-and-price method has with success been applied to the VRPTW and the best results for finding exact solutions to the problem have been produced using this method (see Jepsen et al. [12], Desaulniers et al. [8] and Baldacci et al. [1]). Since the ESVRPTW is a generalization of the VRPTW the solution methods for the VRPTW may successfully be applied to the ESVRPTW. Therefore we will apply the BCP algorithm to the VRPTW using cuts for the original formulation of the VRPTW presented by Fukasawa et al. in [11] and by Lysgaard et al. [19] for the CVRP. This corresponds to the algorithm developed by Jepsen et al. [12] for the VRPTW. Jepsen et al. also introduced the Subset Row valid inequalities into the master problem formulation. We will later argue that these cuts can with the same benefits be applied to the ESVRPTW.

The model for the ESVRPTW can be decomposed into a master and pricing problem the similar to the Dantzig-Wolfe decomposition of the standard model for the VRPTW where, the pricing problem is to find a elementary shortest path problem with resource constraints.

#### 7.4.1 Master Problem

The master problem is similar to the standard VRPTW decomposition master problem presented by Desrochers et al. [9]. However, the cost of the edge sets are kept in the master problem and these costs will be reflected in the dual variables from the solution of the linearly relaxed master problem.

\[
\text{Min: } \sum_{p \in P} \sum_{(i,j) \in A} c_{ij} \alpha_{ijp} \lambda_p + \sum_{r \in R} c_r y_r \tag{7.1}
\]

\[
\text{s.t. } \sum_{p \in P} \sum_{(i,j) \in A} \alpha_{ijp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R \tag{7.2}
\]

\[
\sum_{p \in P} \sum_{(i,j) \in A} \alpha_{ijp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R \tag{7.3}
\]

\[
\sum_{p \in P} \sum_{(i,j) \in A} \alpha_{ijp} \lambda_p = 1 \quad \forall i \in C \tag{7.4}
\]

\[
\lambda_p \in \{0, 1\} \quad \forall p \in P \tag{7.5}
\]

\[
y_r \in \{0, 1\} \quad \forall r \in R \tag{7.6}
\]
The set $P$ contains routes satisfying the time window constraints and the capacity constraints. When $\lambda_p$ is one then route $p \in P$ is used and $\lambda_p$ is zero otherwise. The constant $\alpha_{ijp}$ is one if the edge $(i, j) \in A$ is used by the route $p$ and zero otherwise. Constraints (7.2) and (7.3) correspond to the constraints (7.13) and (7.14) which ensure that access to the edges used is paid once if an edge is used in one of the selected routes. Constraints (9.2) ensure that every customer is visited exactly once by the set of routes selected. The master problem can be recognized as a set partitioning problem with side constraints. It is important to note that the constraints (7.2) and (7.3) do not change the domain of valid solutions but only affect the value of the solutions.

### 7.4.2 Sub problem

The linear relaxation of the master problem can be solved through delayed column generation. The pricing problem is the elementary shortest path problem with resource constraints. Let $\phi_{ir}^r \in \mathbb{R}_0^+$ be the dual variables of constraints (7.2) and let $\phi_{jr} \in \mathbb{R}_0^+$ be the dual variables of constraints (7.3). Let $\pi_j \in \mathbb{R}$ be the dual variables of constraint (9.2) and let $\pi_0 = 0$, $\phi_{0r}^r = 0$ and $\phi_{0r} = 0$. Then, the reduced cost for a route in the pricing problem becomes:

$$
\bar{c}_p = \sum_{(i,j) \in A} c_{ij} \alpha_{ijp} - \sum_{(i,j) \in A} \pi_j \alpha_{ijp} - \sum_{r \in R(i,j) \in A_r} \phi_{ir}^r \alpha_{ijp} - \sum_{r \in R(i,j) \in A_r} \phi_{jr} \alpha_{ijp} \quad (7.7)
$$

$$
\bar{c}_p = \sum_{(i,j) \in A} (c_{ij} - \pi_j) \alpha_{ijp} - \sum_{r \in R(i,j) \in A_r} (\phi_{ir}^r + \phi_{jr}) \alpha_{ijp} \quad (7.8)
$$

This can be transformed to the elementary shortest path problem with resource constraints (ESPPRC) where each edge $(i, j)$ has the cost $C_{ij} = c_{ij} - \pi_j - \sum_{r \in R(i,j) \in A_r} (\phi_{ir}^r + \phi_{jr})$. The resource constraints included in the elementary shortest path problem are the demand picked up along the route and the time accumulated along the route. The demand of the customers visited by the route must be less than or equal to the capacity and the customers must be visited within their time window. The ESPPRC pricing problem can be solved by a label-setting bidirectional shortest path algorithm developed by Righini and Salani [21]. The dominance criteria presented by Desaulniers et al. [7] for removing all labels which are not efficient Pareto optimal, given that the resources are additive or the function on them is monotone, can be used here. However, when introducing the SR cuts which will be described later the objective is no longer additive and the function used is not monotone. In [3] Blander Reinhardt and Pisinger cover several different ESPPRCs with objectives containing functions which are not monotone.

Before running the label setting algorithm timewindow reduction described by Desrochers et al. [9] is run to reduce the complexity of the label setting algorithm. However the ESPPRC is shown by Dror in [10] to be NP-Hard in the strong sense and therefore it is desirable to try to find improving paths without solving the ESPPRC. To do this a simple heuristic is implemented and if the heuristic does not find any improving paths the ESPPRC is solved to optimality using the label setting algorithm. The heuristic used is a simple greedy heuristic which always extends the label with the lowest cost.

### 7.4.3 Cuts

After adding route variables to the master problem it is investigated if cuts can be added to the master problem. If the added cuts are valid inequalities derived from the original formulation (7.2) to (7.10) then the dual can be transferred directly to the cost of the arcs. Such cuts could be capacity inequalities, strengthened capacity inequalities, framed capacity inequalities, strengthened comb inequalities, multi star inequalities and generalized large multi star inequalities. However, if the cuts added are in the form of the paths variables the dual cost can be more complicating to transfer as the dual of the constraints may be activated not only by a single edge but a combination of edges. However, the subset row cuts have with success been introduced into the master problem variables by Jepsen et al. [12]. Jepsen et al. [12] developed a method of handling the reduced cost of a route for the ESPPRC where the objective contains a function which is not strictly in- or decreasing as a result of the reduced cost achieved from the Subset Row cuts.
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7.4.3.1 Valid Inequalities in the original form

Many valid inequalities have been developed for the VRPTW. These valid inequalities will also be applicable for ESVRPTW as the ESVRPTW does not change the set of feasible solutions but only changes the objective function. Valid inequalities for the VRPTW are described in [11], [17] and [19]. The valid inequalities in the original form applied are, as mentioned previously, the capacity inequality, the strengthened capacity inequality, the framed capacity inequality, the strengthened comb inequality, the multi star inequality and the generalized large multi star inequality. These have all been developed for the capacitated vehicle routing problem CVRP but also apply to the VRPTW. However, since they are developed for the CVRP they do not include the time window restrictions to possibly tighten inequalities. The separation algorithm used is that described by Lysgaard et al. [19] and accessible in the framework developed by Lysgaard [18].

7.4.3.2 Valid Inequalities in the master problem form

In [12], Jepsen et al. developed the Subset-Row (SR) inequalities to generate cuts in the set partitioning formulation of the master problem. The SR inequalities are inspired by the clique and odd hole inequalities for the set-packing problem.

The inequalities are not based on the edges directly but on the route variables and formulated as follows:

\[(\text{Subset-Row:})\quad \sum_{p \in \mathcal{P}} \left\lfloor \frac{1}{k} \sum_{i \in S} \alpha_{ip} \right\rfloor \lambda_p \leq \left\lfloor \frac{|S|}{k} \right\rfloor \]  

(7.9)

Where $S$ is a subset of the constraints (9.2) and $0 < k \leq |S|$ and

$$\alpha_{ip} = \sum_{(i,j) \in \delta^+(i)} \alpha_{ijp}$$

where $\delta^+(i)$ is the edges leaving the vertex $i$. Clearly, if $\lambda_p$ has a binary value satisfying the customer constraint (9.2) then the SR inequalities (7.9) will also be satisfied. However, when solving the linearly relaxed master problem $\lambda_p$ are relaxed to continuous variables between zero and one and if the SR inequalities (7.9) are not satisfied. These inequalities are limited to the set of (9.2) constraints and can therefore easily be introduced in the ESVRPTW.

Moreover the effect from introducing the SR cuts into the ESVRPTW should be the same as in the VRPTW as the set of feasible solutions do not differ between the ESVRPTW and the VRPTW.

The problem with these inequalities is that the dual of each inequality cannot be mapped directly to the cost of the individual edges. Using the notation from Jepsen et al. [12] we let the dual variable of a SR inequality be $\sigma$ we can then formulate the dual cost of a route $p$ as $\hat{c}_p = \bar{c}_p + \sigma \left(\sum_{i \in S} \sum_{(i,j) \in \delta^+(i)} \alpha_{ijp} / k \right)$. Note that the dual variable $\sigma$ is not activated before at least $k$ vertices in the set $S$ has been visited. Therefore to introduce the reduced cost of these constraints into the pricing problem the ESPPRC needs to be modified. As mentioned in Section 9.2.2, the ESPPRC is solved with a label-setting algorithm using dominance for the time, load and cost criteria. Let $L$ be a label at a node $v$ so that each label $L$ at $v$ represents a path from the depot to $v$. The usual dominance criteria which holds for additive costs is that a label is dominated if there exists another label at the same vertex where all criteria are less than or equal to the dominated labels criteria values. However, this does not hold for the reduced cost introduced by the SR inequalities. One label may be better than the other even if the labels have the same or worse cost. We work with the cuts not allowing two or more routes to visit two vertices from a set of three customers, $k = 2$ and $|S| = 3$.

To solve this problem Jepsen et al. [12] modified the domination rule for the cost criteria in the label setting algorithm used for solving the ESPPRC. The modification consists of subtracting the dual variable $\sigma_q$ from a label $L_i$. Where the cost of cut $q$ is included in label $L_i$ and not included in dominated label $L_j$ so that the dominance rule for the cost of two labels at the same
Solution method

7.4.4 Branch-and-cut-and-price

The branch-cut-and-price algorithm is commonly used for solving integer problems to optimality. Below we describe the algorithm with some of the conditions selected in the method used here included. Note that the algorithm starts with the root node.

The branch-cut-and-price algorithm:

Step 1: Choose an unprocessed node. If several unprocessed nodes exists the node with the lowest lower bound is selected. If the lower bound of a node is above the upper bound then the node will be removed from the unprocessed node list.

Step 2: Solve the LP relaxed master problem. Update the lower bound.

Step 3: Search for routes with negative reduced cost using heuristic methods. If any found add columns to the master problem and go to step 2. The heuristic used is a simple greedy heuristic.

Step 4: Solve the pricing problem to optimality. If routes with negative reduced cost are found then add them to the master problem and go to step 2. If no routes with negative reduced cost are found then the lower bound of the node is updated. If the updated lower bound is above the global upper bound then the node is deleted. Goto step 1.

Step 5: If any violated cuts are found then add them to the master problem and go to step 2

Step 6: Mark the node as processed. If the solution to the LP relaxed master problem is integer then update the upper bound. If the solution is fractional then branch and add the children to the list of unprocessed nodes. Go to step 1.

Note that in the pricing problem the timewindow reduction described by Desrochers et al. [9] is applied. This will also eliminate infeasible arcs. In Step

The branching used is described in more detail in the next subsection.

7.4.5 Branching

For VRPTW the branching is most commonly done on the arc variables remaining after preprocessing. We have chosen to do branching on the group variables as well. Branching on the group variables can reduce the depth of the search tree as the edges to branch on are restricted. Moreover the number of group variables is comparably small. In addition the branching of Fukasawa et al. [11] is implemented which branches on the number of vehicles servicing a set of nodes/customers. This branching can be formulated by letting $S \subset C$ be a subset of the set of arcs remaining after preprocessing and one branch is $\sum_{v \in K} \sum_{(i,j) \in \delta^+(S)} (x^v_{ij} + x^v_{ji}) = 2$ where $\delta^+(S)$ is the edges leaving the set $S$ and the other branch where at least two vehicles services the set $S$ is represented by constraints $\sum_{v \in K} \sum_{(i,j) \in \delta^+(S)} (x^v_{ij} + x^v_{ji}) \geq 4$. To separate candidate sets the Lysgaard cut library [18] is used. From preliminary tests it was clear that branching on the group variables tended to improve the solution time for the problem significantly.
7.5 Closely related formulation and problems

Clearly, there are different versions of the problem where the edges are part of a set. It has been assumed that the edges only belong to one set, however there could be cases where the edges belong to more than one set. If an edge can belong to one set there can be different ways to add the charge. The simple choice would be that the cost must be paid for all the sets an edge belongs to. This problem can be formulated with the constraints (7.13) and (7.14) with the only difference that an edge may be included in more than one constraint for each node. Other alternatives are discussed in this section.

7.5.1 Edges belonging to multiple sets

Another variant could be that for an edge belonging to several sets, the access cost only needs to be paid for one of the sets to which the edge belongs. This can be formulated as:

\[ x_{ij} - \sum_{\{r| r \in R \land (i,j) \in A_r\}} y_r \leq 0 \quad \forall (i,j) \in A \] (7.1)

This constraint is very similar to constraints (7.2); however, in this case the integrality of the \( x_{ij} \) variables does not necessarily imply integrality of the \( y_r \) variables. Note, that when replacing constraints (7.2) and (7.3) with (7.1) each edge \((i,j)\) in the ESPPRC sub problem will have cost \( c_{ij} - \pi_j - \rho_{ij} \) where \( \rho \) is the dual variable for the constraints (7.1). This will not add any complications to the ESPPRC algorithm as the cost of a path remains additive and the non additive cost introduced by the SR cuts are handled as in the VRPTW.

7.5.2 Accessing a set of reduced prices

In some cases one may access edges belonging to a set without paying for accessing the set but by paying a more expensive price for using each edge. For instance, instead of buying company access to all freeways in a country, one may be allowed to pay with cash at the barrier to each road. These cash prices are expensive but may be attractive if there is a very limited usage of the edges in the set. This extension is easily handled in our model by duplicating each edge, where one edge belongs to an edge set, and the other edge correspond to cash payment.

\[ x_{zij} - \sum_{\{r| r \in R \land (i,j) \in A_r\}} y_r \leq 0 \quad \forall (i,j) \in A \] (7.2)

where \( x_{zij} \) is the edge between \( i \) and \( j \) which becomes accessible when paying the price for accessing the set \( r \).

In this case each edge \( x_{zij} \) in the ESPPRC will have the cost \( c_{zij} - \pi_j - \zeta_{ij} \) where \( \zeta_{ij} \) is the dual variable of the respective constraint of type (7.2) and the cost of the edges not in sets will simply have the cost \( c_{ij} - \pi_j \).

7.6 Test data

Following the tradition of the VRP, the test data are based on the Solomon instances [22] making it possible to relate our results to the existing literature. We have generated test instances based on the RC201 to RC204 and C101 to C109 instances by assigning subsets of edges to disjoint groups, and associating a fixed cost with each group. For the RC201 to RC204 Solomon instances different categories of test instances have been constructed. The instances can be grouped into two categories:

1. **random sets**: In these instances, the edges in each set are randomly selected. These instances should reflect a toll on accessing bridges, tunnels or ferries. These facilities are randomly scattered in the plane, but frequently a set of facilities is run by the same operator.
2. spanning tree sets: In these instances the selected edges form cheap spanning graphs of a randomly selected subset of vertices. Each subset of vertices consists of half of the total number of vertices. This case should reflect payment of toll on motorways. Motorways usually form a spanning network covering the main cities in a country.

In all test cases, each edge is assigned to at most one edge set.

For each Solomon instance, test instances containing 3, 5 and 8 edge sets were generated, each having an associated cost for accessing the set.

For the random edge sets instances, 50% of the edges are assigned to groups with an additional cost. For each combination of Solomon instance and number of groups, two test instances were generated: one case with the costs of an edge set group calculated as $\beta = 5\%$ of the average cost of the edges in the group multiplied by the number of vertices in the set.

In the case of spanning tree sets, the cost of a given set is chosen as the most expensive edge in the graph minus the average value of the edges in the given set. This implies that sets containing cheaper spanning trees (i.e. fast transportation times) are more costly than the sets containing more expensive spanning trees.

For the Solomon instances RC201 to RC204, test cases were generated with 15, 20, 30 and 40 customers. For the instances C101 to C109, test cases were generated containing 50 customers using random edge sets. We only consider test cases up to 40 customers for the RC201 to RC204 instances, since many instances with 40 customers were not solvable within the given time limit. Instead we have run larger instances with 50 customers for the C101 to C109 instances, as these are known to be easier from the VRPTW literature.

7.7 Results

The program has been implemented in C++ using the COIN bcp library and CLP as the linear programming solver. The tests have been run on a Linux machine with a 64 bit Intel Xeon 2.67 GHz CPU. The edge set constraints have been implemented in the framework for vehicle routing problems with time windows by Jepsen et al. [12] provided to us by the authors. On the RC201 - RC204 tests with 20 customers we have tested the effect of running branch-cut-and-price with the cuts implemented in [18] only, the SR cuts [12] only, both the cuts from [18] and SR cuts, and without any cuts. In Table 7.1 the solution times for the four algorithms and for CPLEX are shown. In about half of the instances, CPLEX is not able to solve the routing problem within the time limit. For all four branch-and-price and branch-cut-and-price algorithms the solution was found within 500 seconds. We have ranked the results of the four branch-cut-and-price algorithms by solution times. For the optimal solution the objective value if optimal solution is found is given in the column "objective" and the number of groups payed access to in the optimal solution is given in the column "groups".

In Table 7.1 the rank of a solution is stated in parenthesis after the solution time. The average of the ranks is calculated for each solution algorithm and shown in the last line of Table 7.1.

It is seen that CPLEX is the fastest for 7 instances, while the branch-cut-and-price algorithm using both VRPTW cuts implemented in [18] and SR cuts is the fastest for 11 instances. The branch-cut-and-price algorithms using only one of the cut families are only fastest for 3 instances. The ranking average clearly shows that the branch-cut-and-price algorithm using both Lysgaard and SR cuts has the best average rank. Therefore the branch-cut-and-price algorithm used for the tests in Tables 7.2, 7.3, 7.4 and 7.5 includes the cuts implemented in [18] and SR cuts.

Tables 7.2, 7.3 and 7.4 consider test instances with random sets. In Table 7.2 and Table 7.3 it is seen that the branch-cut-and-price with both Lysgaard and SR cuts often has a significantly reduced running time. However, for all of the instances based on RC201 CPLEX finds the solutions within seconds and always much faster than the branch-cut-and-price algorithm. In Table 7.2 there are two instances with 30 customers which cannot be solved within 7500 seconds using the branch-cut-and-price algorithm. However, more than half of the instances cannot be solved by CPLEX within the time limit of 7500 seconds. For the RC201 to RC204 instances with 40 customers shown
Table 7.1: RC201-RC204 instances with 20 customers, random sets. If the algorithm has not terminated within 7500 seconds it is indicated with ".". The best running time for each instance is marked with a "*". C indicates that the cuts implemented in Lysgaard are used, SR indicates that SR-cuts are used, while C+SR indicates that both families of cuts are used.

<table>
<thead>
<tr>
<th>instance</th>
<th>opt solution</th>
<th>solution times</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CPLEX</td>
</tr>
<tr>
<td>rc201</td>
<td>3</td>
<td>4319</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4539</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4878</td>
</tr>
<tr>
<td>rc202</td>
<td>3</td>
<td>4738</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4120</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4166</td>
</tr>
<tr>
<td>rc203</td>
<td>3</td>
<td>3723</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>4120</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>4166</td>
</tr>
<tr>
<td>rc204</td>
<td>3</td>
<td>3371</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3635</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3858</td>
</tr>
</tbody>
</table>

Average Rank: 1.20 2.50 4.00 4.00

Table 7.2: RC201-RC204 instances with 30 customers, random sets. If the algorithm has not terminated within 7500 seconds it is indicated with ".". The best running time is marked with a "*".

<table>
<thead>
<tr>
<th>instance</th>
<th>opt solution</th>
<th>solution times</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CPLEX</td>
</tr>
<tr>
<td>rc201</td>
<td>3</td>
<td>7100</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7174</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7685</td>
</tr>
<tr>
<td>rc202</td>
<td>3</td>
<td>5660</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5886</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5915</td>
</tr>
<tr>
<td>rc203</td>
<td>3</td>
<td>5144</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5429</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5821</td>
</tr>
<tr>
<td>rc204</td>
<td>3</td>
<td>4847</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 7.3: RC201-RC204 instances with 40 customers, random sets. If the algorithm has not terminated within 7500 seconds it is indicated with ".". The best running time is marked with a "*".

<table>
<thead>
<tr>
<th>instance</th>
<th>opt solution</th>
<th>solution times</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CPLEX</td>
</tr>
<tr>
<td>rc201</td>
<td>3</td>
<td>7100</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>7174</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>7685</td>
</tr>
<tr>
<td>rc202</td>
<td>3</td>
<td>5660</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5886</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5915</td>
</tr>
<tr>
<td>rc203</td>
<td>3</td>
<td>5144</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5429</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>5821</td>
</tr>
</tbody>
</table>

in Table 7.3 only the RC201 instances were solved by the branch and bound algorithm within the time limit, and 9 instances were not solved by the branch-cut-and-price algorithm within the time limit.

Table 7.2 and Table 7.3 show the running time for instances generated from RC201 to RC204 with respectively 30 customers and 40 customers. The running times in Table 7.2 show that the branch-cut-and-price for most of the instances runs much faster than CPLEX. The same is true for the running times in Table 7.3 when only considering instances where at least one of the algorithms terminated within the time limit.

Notice, that most of the instances not solved by CPLEX within the time limit were solved by branch-cut-and-price. Half of the instances were solved in less than 600 seconds (10 minutes).

For the C101-C109 instances with 50 customers shown in Table 7.4 the results are more mixed.
CPLEX is the fastest for easy instances, while the branch-cut-and-price algorithm has some computational overhead which only pays off for the difficult instances. The branch-cut-and-price algorithm solves significantly more instances within the time limit, although there are two instances solved by CPLEX which cannot be solved by branch-cut-and-price within the time limit.

<table>
<thead>
<tr>
<th>Instance</th>
<th>opt solution</th>
<th>Solution Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>c101</td>
<td>3</td>
<td>3.99</td>
</tr>
<tr>
<td>c101</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>c101</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>c102</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>c102</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>c102</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>c103</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>c103</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>c103</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>c104</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>c104</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>c104</td>
<td>8</td>
<td>-</td>
</tr>
<tr>
<td>c105</td>
<td>3</td>
<td>421</td>
</tr>
<tr>
<td>c105</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>c105</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>c106</td>
<td>3</td>
<td>600</td>
</tr>
<tr>
<td>c106</td>
<td>5</td>
<td>628</td>
</tr>
<tr>
<td>c106</td>
<td>8</td>
<td>6986</td>
</tr>
<tr>
<td>c107</td>
<td>3</td>
<td>5204</td>
</tr>
<tr>
<td>c107</td>
<td>5</td>
<td>5618</td>
</tr>
<tr>
<td>c107</td>
<td>8</td>
<td>5700</td>
</tr>
<tr>
<td>c108</td>
<td>3</td>
<td>5076</td>
</tr>
<tr>
<td>c108</td>
<td>5</td>
<td>5325</td>
</tr>
<tr>
<td>c108</td>
<td>8</td>
<td>5628</td>
</tr>
<tr>
<td>c109</td>
<td>3</td>
<td>-</td>
</tr>
<tr>
<td>c109</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>c109</td>
<td>8</td>
<td>5022</td>
</tr>
</tbody>
</table>

Table 7.4: C101-C107 instances with 50 customers, random sets. If the algorithm has not terminated within 7500 seconds it is indicated with "-". The best running time is marked with a "*".

Table 7.5 contains the test results for instances RC201 to RC204 with spanning tree sets. For the RC201 instances, CPLEX solves the instances within a second and considerably faster than the branch-cut-and-price algorithm. For the RC201 to RC204 instances the branch-cut-and-price algorithm solves the problem faster than CPLEX. The last instance has not been solved within the time limit by any of the algorithms. In general the branch-cut-and-price algorithm solves considerably more problems to optimality than CPLEX within the given time limit.

7.8 Conclusion

The vehicle routing problem with time windows and fixed costs for accessing an edge set (ES-VRPTW) has been presented in this paper. To the best of our knowledge, it is the first time this type of problem has been investigated. A mathematical model has been presented for the ESVRPTW. We have applied the branch-cut-and-price method to the problem and shown that including the SR cuts and the cuts implemented in Lysgaard [18] for the VRPTW and CVRP improves the solution times for this problem. Many related routing problems may with advantage be implemented this way using the extensive research available for the CVRP and the VRPTW.
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Table 7.5: RC201-RC204 instances, spanning tree sets. If the algorithm has not terminated within 7500 seconds it is indicated with "-". The best running time is marked with a "*".

<table>
<thead>
<tr>
<th>instance</th>
<th>customers</th>
<th>groups</th>
<th>objective</th>
<th>groups</th>
<th>solution times</th>
</tr>
</thead>
<tbody>
<tr>
<td>rc201</td>
<td>15</td>
<td>3</td>
<td>2618</td>
<td>1</td>
<td>*0.03 0.75</td>
</tr>
<tr>
<td>rc201</td>
<td>15</td>
<td>5</td>
<td>3153</td>
<td>3</td>
<td>*0.04 1.98</td>
</tr>
<tr>
<td>rc201</td>
<td>15</td>
<td>8</td>
<td>3474</td>
<td>4</td>
<td>*0.06 1.92</td>
</tr>
<tr>
<td>rc202</td>
<td>15</td>
<td>3</td>
<td>2478</td>
<td>2</td>
<td>176.17 5.03</td>
</tr>
<tr>
<td>rc202</td>
<td>15</td>
<td>5</td>
<td>2773</td>
<td>2</td>
<td>33.74 9.13</td>
</tr>
<tr>
<td>rc202</td>
<td>15</td>
<td>8</td>
<td>3154</td>
<td>4</td>
<td>93.06 40.43</td>
</tr>
<tr>
<td>rc203</td>
<td>15</td>
<td>3</td>
<td>2400</td>
<td>0</td>
<td>556.14 5.37</td>
</tr>
<tr>
<td>rc203</td>
<td>15</td>
<td>5</td>
<td>2665</td>
<td>1</td>
<td>268.44 16.88</td>
</tr>
<tr>
<td>rc203</td>
<td>15</td>
<td>8</td>
<td>2982</td>
<td>2</td>
<td>4342.91 402.83</td>
</tr>
<tr>
<td>rc201</td>
<td>20</td>
<td>3</td>
<td>3733</td>
<td>2</td>
<td>*0.02 0.26</td>
</tr>
<tr>
<td>rc201</td>
<td>20</td>
<td>5</td>
<td>4302</td>
<td>3</td>
<td>*0.03 1.34</td>
</tr>
<tr>
<td>rc201</td>
<td>20</td>
<td>8</td>
<td>4931</td>
<td>3</td>
<td>*0.05 2.42</td>
</tr>
<tr>
<td>rc202</td>
<td>20</td>
<td>3</td>
<td>3464</td>
<td>1</td>
<td>107.58 3.88</td>
</tr>
<tr>
<td>rc202</td>
<td>20</td>
<td>5</td>
<td>3862</td>
<td>2</td>
<td>56.45 1.25</td>
</tr>
<tr>
<td>rc202</td>
<td>20</td>
<td>8</td>
<td>4635</td>
<td>4</td>
<td>1276.84 163.60</td>
</tr>
<tr>
<td>rc203</td>
<td>20</td>
<td>3</td>
<td>3042</td>
<td>0</td>
<td>- 7.09</td>
</tr>
<tr>
<td>rc203</td>
<td>20</td>
<td>5</td>
<td>3366</td>
<td>1</td>
<td>- 136.39</td>
</tr>
<tr>
<td>rc203</td>
<td>20</td>
<td>8</td>
<td>4120</td>
<td>3</td>
<td>- 2986.15</td>
</tr>
<tr>
<td>rc204</td>
<td>20</td>
<td>3</td>
<td>2845</td>
<td>0</td>
<td>- 6.82</td>
</tr>
<tr>
<td>rc204</td>
<td>20</td>
<td>5</td>
<td>3301</td>
<td>1</td>
<td>- 1160.77</td>
</tr>
<tr>
<td>rc204</td>
<td>20</td>
<td>8</td>
<td>3790</td>
<td>2</td>
<td>- 6498.83</td>
</tr>
<tr>
<td>rc201</td>
<td>30</td>
<td>3</td>
<td>5599</td>
<td>1</td>
<td>*0.11 4.44</td>
</tr>
<tr>
<td>rc201</td>
<td>30</td>
<td>5</td>
<td>6204</td>
<td>2</td>
<td>*0.34 12.57</td>
</tr>
<tr>
<td>rc201</td>
<td>30</td>
<td>8</td>
<td>6998</td>
<td>4</td>
<td>*0.24 37.11</td>
</tr>
<tr>
<td>rc202</td>
<td>30</td>
<td>3</td>
<td>4832</td>
<td>1</td>
<td>- 23.95</td>
</tr>
<tr>
<td>rc202</td>
<td>30</td>
<td>5</td>
<td>5478</td>
<td>2</td>
<td>- 99.57</td>
</tr>
<tr>
<td>rc202</td>
<td>30</td>
<td>8</td>
<td>6431</td>
<td>5</td>
<td>- 1482.03</td>
</tr>
<tr>
<td>rc203</td>
<td>30</td>
<td>3</td>
<td>4418</td>
<td>1</td>
<td>- 14.01</td>
</tr>
<tr>
<td>rc203</td>
<td>30</td>
<td>5</td>
<td>5191</td>
<td>2</td>
<td>- 374.77</td>
</tr>
<tr>
<td>rc203</td>
<td>30</td>
<td>8</td>
<td>5877</td>
<td>4</td>
<td>- 4458.23</td>
</tr>
<tr>
<td>rc204</td>
<td>30</td>
<td>3</td>
<td>4292</td>
<td>0</td>
<td>- 24.82</td>
</tr>
<tr>
<td>rc204</td>
<td>30</td>
<td>5</td>
<td>4953</td>
<td>2</td>
<td>- 5606.51</td>
</tr>
<tr>
<td>rc204</td>
<td>30</td>
<td>8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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Abstract

We consider the problem of constructing a shortest Euclidean 2-connected Steiner network in the plane (SMN) for a set of \( n \) terminals. This problem has natural applications in the design of survivable communication networks.

In [P. Winter, M. Zachariasen, Two-connected Steiner networks: Structural properties, OR Letters 33 (2005) 395–402] we proved that all cycles in SMNs with Steiner points must have pairs of consecutive terminals of degree 2. We use this result and the notion of reduced block-bridge trees suggested by Luebke [J.L. Luebke, 4-connected Steiner network problems, PhD thesis, University of North Carolina, USA, 2002] to show that no full Steiner tree in an SMN spans more than \( \lceil n/3 \rceil + 1 \) terminals.

© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The Euclidean Steiner tree problem asks for a shortest possible network spanning a set \( Z \) of \( n \) terminals in the plane. The solution is a tree, referred to as a Steiner minimal tree (SMT). Apart from the terminals, SMTs may contain additional, so-called Steiner points, where exactly three edges meet at 120° angles. SMTs are unions of full Steiner trees spanning subsets of terminals all having degree 1.

When the objective is to design low cost survivable networks, the problem of constructing Euclidean 2-connected Steiner minimal networks in the plane (SMNs) arises. Since a 2-edge-connected minimum length network necessarily is 2-vertex-connected when the distance function is a metric \([1,5]\), we use the shorthand 2-connected in the following.

SMNs have been studied by Hsu and Hu [2], Luebke and Provan [4], Luebke [3] and Winter and Zachariasen [8]. Luebke and Provan [4] proved that the Euclidean 2-connected SMN problem is NP-hard and gave a number of structural properties of SMNs. Luebke [3] introduced the notion of (reduced) block-bridge trees that will play an essential role in this paper. Winter and Zachariasen [8] proved that all cycles in SMNs with Steiner points must have pairs of consecutive terminals of degree 2.

The paper is organized as follows. In Section 2 we formally define the problem and outline some basic properties of SMNs. In Section 3 we discuss reduced block-bridge trees. In Section 4 we show how the properties of the reduced block-bridge trees for SMNs can
be used to bound the size of full Steiner trees. Concluding remarks are given in Section 5.

2. Basic properties

Let $Z$ be a set of $n$ terminals in the Euclidean plane. The 2-connected Euclidean Steiner network problem is to find a minimum length 2-connected network $N(Z)$ spanning $Z$ and possibly additional, so called Steiner points. If $Z$ is obvious from the context, we denote $N(Z)$ by $N$.

Hsu and Hu [2], Luebke and Provan [4] and Luebke [3] proved several properties of SMNs. In particular, all Steiner points are incident with three edges meeting at 120° angles (as for the Euclidean Steiner tree problem in the plane). Furthermore, no cycle consists entirely of Steiner points. As a consequence, SMNs are unions of full Steiner trees (FSTs), in which all terminals are leaves and all Steiner points are interior vertices (Fig. 1). This important result implies that GeoSteiner, the 2-phase exact algorithm for the determination of SMTs in the plane [7] can be adapted to find SMNs. GeoSteiner in its first phase generates a superset of FSTs of a SMT. Powerful geometric tests based on non-trivial properties of SMTs permit to keep this superset very small. In the second phase, GeoSteiner uses elaborate branch-and-cut approach to identify FSTs of the superset whose concatenation yields a SMT. Problem instances with up to 10000 terminals can be solved within reasonable amount of time.

The same approach can be used to find SMNs if the connectivity constraints in the integer programming model for the concatenation phase are appropriately modified. While this modification is very straightforward, the real problem occurs in the first phase where FSTs are generated. Some of the very powerful geometric tests that work for the SMTs, do not apply in the 2-connected case.

In [8], we introduced the notion of a chord-path. Let $G$ denote an undirected graph and let $C$ be a cycle in $G$. A chord-path between two distinct vertices $u$ and $v$ on $C$ is a path between $u$ and $v$ in $G$ that shares no interior vertices with $C$. We proved in [8] the following structural results.

**Theorem 1.** Any chord-path in a SMN must have a pair of consecutive terminals of degree 2 in its interior.

**Corollary 1.** Suppose that a SMN has vertices of degree 3. Any of its cycles has two pairs of consecutive terminals of degree 2 separated by vertices of degree 3.

3. Reduced block-bridge trees

Let $H$ be an undirected connected graph. The block-bridge tree $H_B$ of $H$ is a tree obtained by contracting each block (i.e., each 2-connected component) to a vertex (Fig. 2a and 2b). The reduced block-bridge tree $H_R$ of a connected graph $H$, is obtained from the block-bridge tree $H_B$ of $H$ by replacing each simple path (with interior vertices of degree two) by an edge (Fig. 2c). Luebke [3] introduced reduced block-bridge trees and gave a proof of Theorem 2 in her PhD thesis; here we present a modified and shorter version of the proof.
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Given a SMN $N$ of $Z$ and one of its FSTs $F$, we let $N \setminus F$ denote the graph obtained by deleting from $N$ all interior vertices and all edges of $F$.

**Lemma 1.** Let $F$ be an FST in an SMN $N$ of $Z$. $H = N \setminus F$ is connected.

**Proof.** Suppose that $H$ is disconnected. Let $u$ and $v$ be two vertices of $H$, each in a different component of $H$. Since $N$ is 2-connected, it contains two disjoint paths $P$ and $P'$ between $u$ and $v$. Let $C$ denote the cycle created by $P$ and $P'$. Both $P$ and $P'$ must each go through at least one vertex of $F$. Since $F$ is a tree with no terminals in its interior, $C$ has a terminal-free chord-path. This contradicts Theorem 1.

In the remainder of this paper, we let $H_B$ denote the block-bridge tree of $H = N \setminus F$ and $H_R$ the reduced block-bridge tree of $H$.

Consider an edge $e$ of an arbitrary tree $T$. When $e$ is removed, $T$ breaks down into two subtrees, $T'_1$ and $T'_2$. Let $S'_1$ and $S'_2$ denote the leaves in $T'_1$ and $T'_2$, respectively. The pair of sets $S' = (S'_1, S'_2)$ is referred to as a split of $T$ by the edge $e$. It is clear that splits generated by different edges of the same tree are different. It is also well-known that two trees with the same set of leaves (and with no vertices of degree 2) are isomorphic if and only if their edges generate the same splits [6, Theorem 3.14].

**Lemma 2.** Let $F$ be an FST in a SMN $N$. There is a one-to-one correspondence between the terminals of $F$ and the leaves of $H_B$ such that each terminal in $F$ is contracted to a distinct leaf in $H_R$.

**Proof.** First we prove the result for the block-bridge tree $H_B$ and then we extend the result to the reduced block-bridge tree $H_R$.

Suppose that two distinct terminals $t_1$ and $t_2$ of $F$ are contracted to the same vertex $v$ of $H_B$. Terminals $t_1$ and $t_2$ are therefore on a cycle $C$ in $H$ (Fig. 3a). The path connecting $t_1$ and $t_2$ in $F$ is a terminal-free chord-path of $C$, contradicting Theorem 1. Thus at most one terminal of $F$ is contracted to a vertex in $H_B$.

Suppose that $v$ is a leaf in $H_B$, and no terminal of $F$ is contracted to it (Fig. 3b). This is only possible if there is a bridge in $N$, contradicting the assumption that $N$ is 2-connected.

Suppose that $v$ is a non-leaf of $H_B$ and that a terminal $t$ of $F$ is contracted to $v$. $H_B$ is a tree. There are therefore two paths in $H_B$, both starting at $v$ but otherwise disjoint, one through edge $f_1$ and the other through edge $f_2$, ending in leaves $v_1$ and $v_2$ (Fig. 3c). Consequently, there must be terminals $t_1$ and $t_2$ in $H$ contracted to $v_1$ and $v_2$ respectively. Since the path of $H$ contracted to $v$ in $H_B$ is 2-connected (with special case where the contracted part consists of $t$ alone), there is a path in $H$ from $t_1$ to $t_2$ going through $v$. Since $F$ is also a tree, there must be a path in $F$ between $t_1$ and $t_2$. The cycle composed by these two paths has a terminal-free chord-path, a contradiction.

When going from $H_B$ to $H_R$, every leaf is preserved. All such vertices contain exactly one terminal from $F$, finishing the lemma.

Let $N_R$ denote the union of $F$ and $H_R$ (where the terminals in $F$ have been identified with the corresponding leaves of $H_R$).

**Theorem 2.** Let $F$ be an FST in a SMN $N$. $F$ and $H_R$ are isomorphic.

**Proof.** Consider an arbitrary edge $e \in F$. We will first show that $N_R \setminus e$ has a unique bridge $f$ located in $H_R$.

Let $u$ and $v$ denote the end-vertices of $e$. Assume that there are 2 vertex-disjoint paths between $u$ and $v$ in $N_R \setminus e$ (Fig. 4a). Then there exists a cycle in $N$ with $e$ being its terminal-free chord-path, a contradiction.

Assume next that there are 2 edge-disjoint (but not vertex-disjoint) paths $R_{uv}$ and $R_{uw}$ between $u$ and $v$ in
$H_R$ sharing some vertex $z$ (Fig. 4b). The vertex $z$ cannot correspond to a single vertex in $H$; its degree in $H$ and hence in $N$ would then be at least 4, a contradiction. The vertex $z$ must therefore correspond to a contracted block $B$ of $H$. Since $R_{av}$ is a path in $H_R$, there is a corresponding path $P_{av}$ in $N \setminus e$. Suppose that $P_{av}$ enters block $B$ through a vertex $u_1$ and leaves $B$ through a vertex $v_1$. If $u_1 = v_1$, then there exists a path $P'_{av}$ in $N \setminus e$ corresponding to $R'_{av}$ which is vertex-disjoint with $P_{av}$ in $B$ (otherwise $u_1 = v_1$ would have degree 4 in $N \setminus e$). If $u_1 \neq v_1$, let $C$ be a cycle in $B$ through the part of $P_{av}$ between $u_1$ and $v_1$. Such a cycle $C$ always exists since $B$ is 2-connected. If $P'_{av}$ avoids $C$, then $P_{av}$ and $P'_{av}$ are vertex-disjoint in $B$. Assume that $P'_{av}$ enters $C$ through a vertex $u'_1$ and leaves $C$ through a vertex $v'_1$. Since these vertices must have degrees less than 4, $u_1, v_1, u'_1$ and $v'_1$ must be mutually different. No matter in what order they appear on $C$, there always will exist 2 paths between $u$ and $v$ in $N \setminus e$ that are vertex-disjoint in $B$ (follow $P_{av}$ and $P'_{av}$ from $u$ until reaching $C$ at $u_1$ and $u'_1$, reach $v_1$ and $v'_1$ through disjoint paths of $C$ and continue toward $v$). The edge-disjoint paths $R_{av}$ and $R'_{av}$ can share several vertices. We argued so far that there are paths $P_{av}$ and $P'_{av}$ in $N \setminus e$ that are vertex-disjoint in a block corresponding to a shared vertex. Hence, there exists paths $P_{av}$ and $P'_{av}$ that are vertex-disjoint in all these blocks. Such $P_{av}$ and $P'_{av}$ will form a cycle with $e$ as its chord-path, a contradiction.

We have shown so far that $N_R \setminus e$ contains at least one bridge $f$ (Fig. 4c). Since $F$ and $N_R$ are trees sharing only their leaves, $f$ must be located in $H_R$. We will now show that $f$ is unique. $N_R \setminus [e, f]$ is disconnected. As a consequence, the split generated by $f$ in $F$ must be the same as the split generated by $f$ in $H_R$. Since no pair of splits in a tree (with no vertices of degree 2) is the same [6], it follows that $f$ is unique.

It can be shown in a similar manner that for any $f' \in H_R$, the graph $H_R \setminus f'$ contains a unique bridge $e'$ located in $F$.

We proved that there is a unique perfect matching between edges of $F$ and edges of $H_R$, such that for every pair of matched edges $e \in F$ and $f \in H_R$, $e$ is a bridge in $N_R \setminus f$ if and only if $f$ is a bridge in $N_R \setminus e$. Since $F$ and $H_R$ share their leaves, the splits generated by the matched edges are the same. This implies that $F$ and $H_R$ are isomorphic. □

4. Size of full Steiner trees

In this section we use reduced block-bridge trees to obtain an upper bound on the number of terminals in FSTs of a SMN. Such a bound can be used to make the generation phase of the exact algorithm more efficient. It also influences the concatenation phase as the number of FSTs becomes smaller.

Theorem 3. A SMN $N$ spanning $n$ terminals has no FST spanning more than $\lceil n/3 \rceil + 1$ terminals.

Proof. Let $F$ denote an FST of $N$. Let $m$ denote the number of terminals in $F$. Let $H$, $H_R$ and $N_R$ be as defined in Section 3.

Let $e \in F$. By Theorem 2, there is a unique edge $f \in H_R$ such that $e$ is a bridge in $N_R \setminus f$ and $f$ is a bridge in $N_R \setminus e$. Furthermore, $N_R \setminus [e, f]$ consists of two 2-connected components.

Let $H_f$ denote the subgraph of $H$ corresponding to the edge $f \in H_R$. $H_f$ can be viewed as a sequence of vertices and 2-connected components of $H$. Suppose that $H_f$ has no interior 2-connected components or terminals in this sequence. Hence, $f$ corresponds to an edge in $H$. The removal of $e$ and $f$ from $H_R$ leaves two 2-connected components. But this implies that the removal of $e$ and $f$ from $N$ also leaves two 2-connected components, contradicting the fact observed by Monma et al. [5] that deleting any pair of edges of an SMN will leave a bridge in one of the resulting components.

Suppose next $H_f$ has an interior 2-connected component and that it contains no terminal. Then such a component can be replaced in $H$ by a single edge. The new graph remains 2-connected and due to the triangle inequality it is shorter, a contradiction.

It follows that $H_f$ must contain at least one terminal in its interior. $F$ has $2m + 3$ edges. Since $F$ and
$H_R$ are isomorphic, $H_R$ also has $2m - 3$ edges. Each of these edges corresponds to a subgraph of $H$ containing at least one terminal. As a consequence, $N$ contains at least $3m - 3$ terminals ($m$ of them belonging to $F$). Hence, $n \geq 3m - 3$ and it follows that $\lceil n/3 \rceil + 1$ is an upper bound on the number of terminals in any FST of $N$. \hfill \Box

5. Concluding remarks

The above result can be used in the 2-phase algorithm in a very straightforward manner. FSTs are generated during the first phase of the algorithm in non-decreasing order of the number of terminals they span. So the generation can be cut off when the number of terminals gets beyond $\lceil n/3 \rceil + 1$. This upper bound is normally not as good as the upper bound that can be computed by solving a series of travelling salesman problem instances as described in [8]. But it is readily available and does not require solving any difficult combinatorial optimization problems.
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Abstract Let $G(V, E)$ be a cycle-free graph where $V = \{0, \ldots, n + 1\}$ is the vertex set, and $E = \{(i, j) | i, j \in V\}$ is the set of edges. For each edge $(i, j)$ let $c_{ij}$ be the associated cost. The Minimum Root Balanced Spanning Graph Problem on $G$ is to find a minimum weight subgraph of $G$ which contains a spanning tree on the vertices 0 to $n$ where the number of edges between the vertex sets $\{1, \ldots, n\}$ and $\{n + 1\}$ is equal to the number of edges between $\{0\}$ and $\{1, \ldots, n\}$. This problem with capacity and time window constraints appears as a subproblem in a decomposition of the vehicle routing problem with time windows. An algorithm to solve this problem in $O(|E|\alpha(|E|, |V|) + |V| \log |V|)$ time, where $\alpha$ is the inverse Ackermann’s function, is presented. Moreover we prove that the shortest spanning arborescence with time windows is NP complete. A prototype solution algorithm for solving the shortest spanning arborescence problem with time windows is presented.

9.1 Introduction

In this paper we will define the root balanced minimum spanning graph problem (RBMSG) and present an algorithm for solving it. We will examine the potential of using RBMSG with capacity constraints and time windows (RBMSGTW) as a subproblem when using decomposition to solve the vehicle routing problem with time windows (VRPTW). Moreover, we will examine the complexity of the subproblem of the VRPTW decomposition.

9.1.1 The Vehicle Routing Problem with Time Windows

For a set of vehicles starting and ending at a single depot, the VRPTW is the problem of selecting the cheapest set of routes so that all customers are serviced within their available time window.
while satisfying that the load on the vehicles is less than the capacity. The problem has symmetric edges by definition.

This problem occurs in distribution and also in berth scheduling, airport landing scheduling, home care crew scheduling and many other areas. Being able to solve the VRPTW to optimality could lead to large savings and/or better service for airports, maritime ports, distributors and home care agencies. The wide applicability of the VRPTW has lead to extensive research in the area as can be seen in [1], [4], [10], [11], [13], [14] and [15].

Even though the VRPTW is a very common problem it is hard to solve. To test the quality of VRPTW algorithms, a benchmark set was created by Solomon [18]. To this day the instance R208 in this test suite has yet to be solved to optimality for 100 customers and there are instances for which it still takes computers a while to solve. For a recent overview of solved instances and solution times see Jepsen et al. [11] and Baldacci et al. [1].

The mathematical model for the VRPTW is based on the model presented in [11]. Given the following sets:

- $C$: The set of customers
- $V$: The set vertices representing the customers in $C$ and the depot defined as 0
- $A$: The set of arcs $(i,j)$ in $V$
- $K$: The set of vehicles

Let the depot be represented by two vertices 0 and $n+1$, where 0 is the start vertex of the depot and $n+1$ is the end vertex representing the depot. The variables are defined as:

- $x^v_{ij}$: Indicator variable indicating if the arc $(i,j)$ is used by vehicle $v \in K$
- $t^v_i$: The time vehicle $v$ visits $i \in V$.

The parameters are defined as:

- $D$: The capacity of the vehicles
- $d_i$: The demand to be delivered to vertex $i \in V$. The demand at depot is zero
- $a_i$: The availability time for customer $i \in C$
- $b_i$: The required completion time for customer $i \in C$
- $c_{ij}$: The cost of using an arc $(i,j) \in A$

Then the VRPTW can be formulated as follows:

\[
\begin{align*}
\text{Min:} & \quad \sum_{v \in K} \sum_{(i,j) \in A} c_{ij}x^v_{ij} \\
\text{s.t.} & \quad \sum_{v \in K} \sum_{(i,j) \in A} x^v_{ij} = 1 \quad \forall i \in C \tag{9.2} \\
& \quad \sum_{v \in K} \sum_{(j,i) \in A} x^v_{ji} = 1 \quad \forall i \in C \tag{9.3} \\
& \quad \sum_{i \in C} x^v_{in+1} = \sum_{i \in C} x^v_{0i} \quad \forall v \in K \tag{9.4} \\
& \quad \sum_{(i,j) \in A} d_i x^v_{ij} \leq D \quad \forall v \in K \tag{9.5} \\
& \quad a_i \leq t^v_i \leq b_i \quad \forall i \in V, v \in K \tag{9.6} \\
& \quad (t^v_i + \theta_{ij})x^v_{ij} - t^v_j \leq 0 \quad \forall v \in K, (i,j) \in A \tag{9.7} \\
& \quad x^v_{ij} \in \{0, 1\} \quad \forall (i,j) \in A, v \in K \tag{9.8} \\
& \quad t^v_i \in \mathbb{Z}^+_0 \quad \forall i \in V, v \in K \tag{9.9}
\end{align*}
\]
Where constraints (9.2) and (9.3) ensure that all customers are visited exactly once. Constraints (9.4) ensure that every vehicle used returns to the depot. Constraints (9.5) ensure that the load on the vehicle does not exceed the capacity. Constraints (9.6) formulate the time window constraint on the customers. Constraints (9.7) ensure that the time the vehicle visits a customer is greater than the time the vehicle left the last customer and the travel time, these constraints together with constraint (9.2), (9.3) and (9.4) ensure that the path is connected and starts and ends at the depot \{0, n+1\}.

The current most successful exact method for solving the Vehicle Routing Problem with time windows (VRPTW) to optimality is to use Danzig-Wolfe decomposition. Most commonly the VRPTW is decomposed into a set partitioning master problem and a capacitated elementary shortest path problem with time windows (CESPPTW) in the pricing problem. In such a decomposition the subproblem is to find a good capacitated elementary path with time windows (CEPTW). The master problem in that case is to select a set of paths so that each customer is visited exactly once. The paths are generated by the subproblem and introduced into the collection of sets in the master problem when their inclusion can improve the solution of the master problem.

This decomposition method has been very successful in solving VRPTW, but as mentioned earlier the size of solvable problems is still quite limited (For state of the art algorithms see Baldacci et al. [1]).

A problem encountered when using this method is that the elementary shortest path problem is quite hard to solve when there are negative cycles in the graph. Negative weights and cycles can occur on the edges when the weights are adjusted to generate the best fit column.

To circumvent the problem of negative cycles it is suggested by Kallehauge [12] for the VRPTW to have constraints (9.2) in the master problem and a subproblem represented by the remaining constraints. By the decomposition performed here it can be seen that this creates a set partitioning master problem and a subproblem which is the capacitated root balanced minimum spanning graph with time windows and capacity constraints. This decomposition of the VRPTW is lightly described in [12]. In [19], Toth and Vigo implemented the decomposition for the case for the capacitated vehicle routing problem (CVRP). In the CVRP the number of vehicles is fixed and in [19] the capacity restriction was included in the problem but not the time window constraint. The motivation for using the root balanced minimum spanning graph (RBMSG) is that the bounds on the running time of the root balanced minimum spanning graph are not influenced by negative edge weights or cycles. To our knowledge the RBMSG has not been formulated before.

We will start by presenting some simple properties of the RBMSG. In Section 9.3 we will describe the RBMSG. In section 9.4 we will describe the decomposition of the VRP which contains the RBMSG problem as a subproblem using a mathematical model and show results which demonstrate the potential of using the RBMSG problem as a subproblem for the VRP. In section 9.5 we prove that the shortest spanning arborescence with time windows is NP complete by using the NP completeness of the capacitated minimum spanning tree which is proven to be NP complete by Papadimitriou in [16]. Finally in Section 9.6 we conclude and discuss future work.

9.2 A new Danzig-Wolfe decomposition of the VRPTW

As mentioned by Kallehauge in [12] the presented VRPTW model can be Danzig-Wolfe decomposed by keeping constraint (9.2) in the master problem. In this section we will in detail describe this decomposition.

9.2.1 Master Problem

The master problem is similar to the standard VRPTW decomposition master problem presented by Desrochers et al. [5]. The constraints (9.2) are kept in the master problem and the out degrees will be reflected in the dual variables from the solution of the linearly relaxed master problem.
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Min: \[
\sum_{m \in M} \sum_{(i,j) \in A} c_{ij} \alpha_{ijm} \lambda_m
\] (9.1)

s.t. \[
\sum_{m \in M} \sum_{(i,j) \in A} \alpha_{ijm} \lambda_m = 1 \quad \forall i \in C
\] (9.2)

\[
\lambda_m \in \{0, 1\} \quad \forall m \in M
\] (9.3)

The set \(M\) contains all root balanced minimum arborescence satisfying the time window constraints and the capacity constraints (RBMSGTW). When \(\lambda_m\) is one then the root balanced arborescence with time window and capacity constraints (RBSGTW) \(m \in R\) is used otherwise \(\lambda_m\) is zero. The constant \(\alpha_{ijm}\) is one if the edge \((i,j) \in A\) is in the RBSGTW \(m\) and zero otherwise. Constraints (9.2) ensure that every customer is left exactly once by the set of routes selected. The master problem can be recognized as a set partitioning problem.

9.2.2 Sub problem

The linear relaxation of the master problem can be solved through delayed column generation. The pricing problem is then the root balanced minimum spanning graph with capacity and time window constraints (RBMSGWT). Let \(\pi_i \in \mathbb{R}\) be the dual variables of constraint (9.2) and let \(\pi_0 = 0\). Then, the reduced cost for a route in the pricing problem becomes:

\[
\bar{c}_m = \sum_{(i,j) \in A} c_{ij} \alpha_{ijm} - \sum_{(i,j) \in A} \pi_i \alpha_{ijm}
\] (9.4)

This can be transformed to the elementary shortest path problem with resource constraints (ESPPRC) where each edge \((i,j)\) has the cost \(\bar{c}_{ij} = c_{ij} - \pi_i\). The resource constraints handled by the elementary shortest path problem are the demand picked up along the route and the time accumulated along the route. The demand of the customers visited by the route must be less than the capacity and the customers must be visited within their time window.

9.3 The Root Balanced Minimum Spanning Graph

In the previous sections we have discussed the relevance of the RBMSGTW for the decomposition of the VRPTW. In the following we will discuss the RBMSG as it is the basis of solving the RBMSGTW.

The RBMSG can be formulated as follows:

\[
\begin{align*}
\min & \quad c_e x_e \\
\text{s.t.} & \quad \sum_{e \in \{(i,j) | i \in S \land j \in V \setminus S\}} x_e \geq 1, \quad \forall \emptyset \subset S \subset V \\
& \quad \sum_{e \in \{(i,j) | i \in C \cup \{0\}\}} x_e \leq |V| - 2 \\
& \quad \sum_{e \in \{i = 0 \land j \in C\}} x_e - \sum_{e \in \{i = n + 1 \land j \in C\}} x_e = 0 
\end{align*}
\] (9.1)
9.3. The Root Balanced Minimum Spanning Graph

Constraints (9.2) ensure that the selected set of edges form a connected graph. Constraints (9.3) ensure that there are at most $|V| - 2$ edges for which both end points in the set $C \cup \{0\}$ and constraints (9.4) ensure that the number of edges connecting to 0 is the same as the number of edges connecting to vertex $n + 1$. Note that given the root of the RBMSG the direction of the route is implicit and the graph can be considered as undirected for symmetric complete graphs. This formulation has an exponential number of constraints of type (9.2). However considering a directed graph then the problem can be formulated using a polynomial number of constraints. Also note that an undirected graph can be represented by a directed graph but not vice versa. The polynomial directed formulation is:

$$\min \sum_{i,j \in C \cup \{0\}} c_{ij} x_{ij}$$

s.t.

$$\sum_{j \in C \cup \{0\}} x_{ji} \geq 1, \forall i \in C$$  \hspace{1cm} (9.6)

$$\sum_{j \in C \cup \{0\}} x_{0j} \geq 1$$  \hspace{1cm} (9.7)

$$\sum_{i,j \in C \cup \{0\}} x_{ij} \leq |V| - 2$$  \hspace{1cm} (9.8)

$$\sum_{j \in C} x_{0j} - \sum_{j \in C} x_{jn+1} = 0$$  \hspace{1cm} (9.9)

Constraints (9.6) ensure that there is an edge entering each customer. Constraint (9.7) ensures that there is at least one edge leaving vertex 0. Constraints (9.8) ensure that there are at most $|V| - 2$ edges for which both end points in the set $C \cup \{0\}$ and constraints (9.9) ensures that the number of edges entering $n + 1$ is the same as the number of edges leaving 0. To give a better understanding of the RBMSG we here also give a definition of the RBMSG using natural language and graph notation:

**RBMSG**: Given a graph $G(E, V)$ a root $0 \in V$ and a sink $n + 1 \in V$ and vertices $\{1, \ldots, n\} \in V$ the root balanced minimum spanning graph (RBMSG) problem is to find the minimum weight graph containing a spanning tree of the vertices $V \setminus \{n + 1\}$ and the same number of edges from the vertex $n + 1$ to the vertices $\{1, \ldots, n\}$ as from 0 to the vertices $\{1, \ldots, n\}$. There cannot be any edges between 0 and $n + 1$.

When related to the vehicle routing problem the vertex 0 represents the source part of the depot in the vehicle routing problem and the vertex $n + 1$ represents the sink part of the depot. This means that the vehicles leave vertex 0 when starting the deliveries and enter vertex $n + 1$ when they return to the depot from delivering the demands to the customers.

As mentioned in the introduction an RBMSG is a minimum weight graph. Let the set of edges $E_r$ be the edges from the vertex 0 to the vertices $\{1, \ldots, n\}$ in the RBMSG and let the set of edges $E_c$ be the edges between vertices in $\{1, \ldots, n\}$ where the edges with both end points in the set $\{0, 1, \ldots, n\}$ form a spanning tree of the vertices in $\{0, 1, \ldots, n\}$ and the number of edges from $V \setminus \{0, n + 1\}$ to vertex $n + 1$ is equal to the number of edges from $V \setminus \{0, n + 1\}$ to 0. An RBMSG cannot contain any edges between 0 and $n + 1$. Figure 9.1 shows a graph and its corresponding RBMSG.

Before describing the algorithm we will prove some properties needed for the chosen solution approach.
Lemma 9.3.1. Let the RBMSG on a graph \( G(V,E) \) have a degree constraint \( t \) at the root 0. Then the RBMSG must contain a MST on the vertices \( \{0,1,\ldots,n\} \) with degree constraint \( t \) on the vertex 0 and the \( t \) smallest edges to vertex \( n+1 \) from the vertices in \( V \setminus \{0,n+1\} \).

Proof. Without loss of generality let the RBMSG contain \( k \) edges from the set of vertices \( \{1,\ldots,n\} \) to \( n+1 \) then these edges must clearly be the \( k \) shortest as one otherwise could generate a RBMSG of smaller weight by selecting a smaller edge. Note, that there cannot be any edges in an RBMSG from 0 to \( n+1 \). Assume that the RBMSG \( T \) with a degree constraint \( t \) at the root 0 does not contain an MST on the vertices \( \{0,1,\ldots,n\} \) with degree constraint \( t \) on the root. Since \( T \) is an RBMSG it would contain the \( t \) shortest edges from the set of vertices \( \{1,\ldots,n\} \) to \( n+1 \). Let \( T' \) be an RBMSG containing an MST with a degree constraint \( t \) on the root. again \( T' \) would contain the \( t \) shortest edges from the set of vertices \( \{1,\ldots,n\} \) to \( n+1 \). Then by the definition of MST \( T' \) would be smaller than \( T \), contradicting that \( T \) is an RBMSG.

Remark 9.3.2. Let \( S' \) be the set of RBMSGs with a degree constraint \( t \in \{1,\ldots,n\} \) at the root 0. Then the RBMSG is in \( S' \).

Lemma 9.3.1 and Remark 9.3.2 are basis for the choice of solution method. The solution method of the RBMSG is based on the minimum spanning tree with a single degree constraint. This is a fairly simple solution method for the problem, however it is quite efficient. Next we present a solution method for the RBMSG which we adapt from the work of Gabow [7].

9.3.1 Minimum Spanning Tree with a Single Degree Constraint

From Remark 9.3.2 it is clear that we can find the RBMSG by going through all the RBMSGs with a degree constraint at vertex 0. Moreover Lemma 9.3.1 states that RBMSG with a degree constraint \( t \) at vertex 0 is the MSTs with a degree constraint at the root 0 plus the \( t \) smallest edges from vertex \( n+1 \) to vertices \( \{1,\ldots,n\} \).

The problem of finding an algorithm for the minimum spanning tree (MST) problem with a single degree constraint was first discussed by Glover and Klingman in [9] where they described an algorithm with an asymptotic time of \( O(|V|^2) \). In 1978 Gabow described an algorithm with an asymptotic time of \( O(|E| \log \log |V| + |V| \log |V|) \) [7]. The algorithms in [9] and [7] are algorithms which iteratively go through the MSTs finding the neighboring MST with a degree constraint one higher (or one smaller) than the previous spanning tree. These algorithms could in extreme cases go through the entire set of degree constrained MSTs. An algorithm bounded by the time of generating the minimum spanning tree plus linear time was discovered by Gabow et al. [8] for the MST with a single degree constraint. So far the best asymptotic time for generating a MST is \( O(|E| \alpha(|E|,|V|)) \) where \( \alpha \) is the classical functional inverse of Ackermann’s function. This new
time bound was found by Chazelle [2] using a new type of heap called soft heap [3]. This means that the algorithm described in [8] by using soft heaps has the time bound of $O(|E|\alpha(|E|,|V|))$.

The so far fastest algorithm for finding the MST with a single degree constraint by Gabow and Tarjan [8] does not go through all the MSTs with a single degree constraint but can in one iteration skip to a MST with a degree more than one away from the previous.

As mentioned earlier, to find the RBMSG one can go through the RBMSG with a degree constraint at the root vertex 0. Since the algorithm of [7], contrary to the one of [8], goes through all the single degree constrained MSTs to find the one desired one only needs to run the algorithm once to find all the single degree constraint MSTs.

In the following sections we will describe how to solve the RBMSG with an algorithm of asymptotic time $O(|E|\alpha(|E|,|V|) + |V| \log |V|)$ based on the algorithm from [7].

### 9.3.2 The Root Balanced Minimum Spanning Graph Algorithm

The RBMSG algorithm is based on the algorithm by Gabow [7] for finding minimum spanning trees with a single degree constraint. To find all the possible RBMSGs with degree constraints from $n-1$ to 1 we need to find all the possible MSTs with degree constraints from $n-1$ to 1 on the set $V = \{0, 1, \ldots, n, n+1\}$. By fixing the desired degree constraint to 1 the algorithm by Gabow [7] will find all the MSTs starting with degree constraint 1. The remaining changes to the algorithm of [7] concern the weight of the graph and selecting the smallest of the $n-1$ RBMSGs.

Let $G$ be a graph, let $R$ be the edges of $G$ to the root $r$ and let $H$ be an ordered list of edges from the vertices $V \setminus \{0, n+1\}$ to $n+1$ in $G$. Let the function $HSum(H, i)$ return the sum of the $i$ smallest edges in $H$ and let the function $DFS(v, T)$ return the vertices visited in a the depth first search on the tree $T$ starting at vertex $v$. For two edges $e$ and $f$ let $\text{swapvalue}(e,f)$ be the change in weight when removing edge $e$ from the tree and inserting edge $f$. Let $F(e)$ be a priority queue of edges $f$ based on the $\text{swapvalue}(e,f)$. The following pseudo code describes the algorithm for finding the RBMSG based on the algorithm for MST with a single degree constraint by Gabow [7].

\[
\begin{align*}
\text{RBMSG}(G, r, R, H) & \\
1: & U \leftarrow \text{MST}(G-r); \\
2: & T \leftarrow \text{MST}(R); \\
3: & X \leftarrow \emptyset; \\
4: & RBMST \leftarrow T + HSum(H, \text{degree}(r)); \\
5: & \textbf{for} \text{ each edge } e(r,v) \in R \textbf{ do} \\
6: & \quad V' \leftarrow DFS(v, T - e); \\
7: & \quad F(e) \leftarrow \text{the edges } f(w,v) \in U \text{ where } w \notin V'; \\
8: & \quad \textbf{if } F(e) \neq \emptyset \textbf{ then} \\
9: & \quad \quad f(w,v) \leftarrow \text{first element in } F(e); \\
10: & \quad X \leftarrow X \cup (e,f); \\
11: & \quad \textbf{end if} \\
12: & \textbf{end for} \\
13: & \textbf{while degree}(r) > 0 \textbf{ do} \\
14: & \quad e(r,v), f(v,w) \leftarrow \text{extract}_{\text{min}}(X); \\
15: & \quad F(e) \leftarrow \text{remove}(F(e), f); \\
16: & \quad e' \in R - e \text{ is the edge where } f \in F(e'); \\
17: & \quad X \leftarrow \text{remove}(X, e', f'); \\
18: & \quad F(e') \leftarrow \text{remove}(F(e'), f); \\
19: & \quad F(e') \leftarrow F(e) \cup F(e'); \\
\end{align*}
\]
if $F(e') \neq \emptyset$ then
  $f \leftarrow \min(F(e'))$;
  $X \leftarrow \text{insert}(X, (e', f))$;
end if

$T \leftarrow T - e + f + HSum(H, \text{degree}(r))$;

if $T < \text{RBMST}$ then
  $\text{RBMST} \leftarrow T$;
end if

end while

In line 1 the MST of the vertices in $G$ minus the root 0 (and $n + 1$) is found and stored in $U$ and in line 2 the MST only containing edges with the root vertex 0 is found and stored in $T$. Then in line 3 the initial RBMST is $T$ plus the $|T|$ smallest edges to vertex $n + 1$. Note that $T$ contains as many edges to the root 0 as possible. In lines 5 to 12 for each edge $e(r, v)$ in $T$ the set of vertices containing vertex $v$ spanned in $T - e$ (note that this set will not contain $r$) are found by a depth first search and stored in $V'$. All the edges $f(w, v) \neq e$ where $w \notin V'$ and $f \in U$ are inserted into a heap $F(e)$ in line 7 in the order of weight of the edge $f$. If there exists an swap edge $f$ for $e$ and consequently the set $F(e)$ is not empty then the pair of the smallest edge in $F(e)$ and $e$ is inserted into a heap $X$ in the order of the swap value, this is the weight of $f$ minus the weight of $e$. Therefore when reaching line 13 there is at most one swap pair for each edge $e$ in $X$ and for each $e$ this swap pair is the smallest. At each iteration of the while loop in lines 13 to 28 a MST with a degree constraint one less than the previous is generated. This is done by first extracting the swap pair with the smallest swap value from $X$ (line 14) and then correct all the heaps by:

- removing the edge $f$ from heap $F(e)$ (line 15)
- finding the edge $e'$ connecting the root 0 to the tree containing $w$ (line 16)
- removing the swap pair for $e'$ in $X$ (line 17)
- in $F(e')$ removing the edge $f$ (line 18)
- merging $F(e)$ into $F(e')$ removing $F(e)$ (line 19)
- inserting the smallest edge $f$ in $F(e')$ into $X$ if such exists (lines 20 to 22)

In lines 24 to 27 the edge $e$ is replaced by $f$ in $T$ reducing the degree at the root by one and the number of smallest edges connected to vertex $n + 1$ corresponding to the current degree of the root is added. If this tree is smaller than the previously found degree constrained RBMST then this tree is kept as the RBMST.

The calculation of the asymptotic running time of the algorithm is described by going through the loops of the algorithm. Line 1 uses the time it takes to find the MST. The so far fastest algorithm of finding an MST by Chazelle [2] has running time $O(|E| \alpha(|E|, |V|))$ where $\alpha$ is the inverse Ackermann’s function. This time bound also holds for line 2. Since $H$ is sorted line 4 will at most use linear time $O(|V|)$. The sorting of $H$ would take $O(|V| \log |V|)$ using comparison sorting. The for-loop lines 5 to 12 has running time $O(|V|)$ since there are $O(|V|)$ such edges if more than one edge exist between $(w, v)$ then only the cheapest edge would not be superfluous.

The while loop of line 13 to 28 will be run exactly $|V| - 2$ times if there is an edge from $r$ to all of the vertices in $\{1, \ldots, n\}$ otherwise less times depending on the maximum number of vertices in $\{1, \ldots, n\}$ which have an edge to $r$. Using a mergeable heap such as the Fibonacci heap developed by Fredman and Tarjan [6] for the priority queues the extract min operation in line 14, the remove operations in line 15, 17 and 18 each take $O(\log |V|)$ amortized time and the merge in line 19 and insert in line 22 each use the time $O(1)$. Finding $e'$ in line 16 is also constant as a pointer to $e'$ will be kept for $f$, note that $f$ is at most present in two priority queues at any point.
in time. The remaining operations are clearly constant. This gives an over all time bound for the
while loop in lines 13 to 28 of \( O(|V| \log |V|) \) and therefore time bound for the RBMSG algorithm
described here is \( O(|E|\alpha(|E|, |V|) + |V|\log |V|) \). Note that the asymptotic worst time for finding
an RBMSG is bounded from beneath by the time it takes to find an MST as we can formulate the
MST as an RBMSG problem by inserting a vertex \( n + 1 \) in the MST problem and inserting edges
of weight zero to vertex \( n + 1 \). When removing lines 4, 25, 26 and 27 one gets the same algorithm
with \( b = 0 \) as in Gabow [7]. In Gabow [7] a proof of correctness of the algorithm is presented.
Fixing \( b \) to 0 makes sure that for all possible degrees at the root \( r \) a MST with a single degree
constraint is generated. The lines 4, 25, 26 and 27 updates the best RBMSG. The correctness of
finding a RBMSG using MST with a single degree constraint is shown in Lemma 9.3.1 and remark
9.3.2 in Section 9.3.

### 9.4 The VRPTW and the RBMSGTW

As mentioned we wish to solve the VRPTW. However as we will show later the RBMSGTW is
NP-hard just like the CESPPTW. To test the potential of using the RBMSGTW we will perform
some preliminary tests with the VRPTW problem.

One of the properties of a good subproblem is to find solutions which are close to the solution
of the original problem. In the decomposition of a VRPTW problem the subproblem will give a
lower bound on the value of the original VRPTW problem. When branching this lower bound can
be used to help determine and eliminate suboptimal branches in the branch and bound tree.

The test are performed on the benchmark tests constructed by Solomon [18]. The test selected
are the C201 to C208, R201 to R211 and RC201 to RC208. To find the RBMSGTW we solve the
RBMSG and check for feasibility on the capacity and time window constraints. If the RBMSG
is not feasible a new RBMSG is found not equal to the previous and with an objective greater
than or equal to the previous. Unfortunately going through the RBMSGs in order until a feasible
RBMSGTW is found has been quite time consuming as often many RBMSGs are evaluated before
the RBMSGTW is found. It should be noted that the number of possible spanning trees on a
complete graph of \( n \) vertices is \( n^{n-2} \).

Since the running times for the RBMSGTW are large then we have only solved for the first 7
customers in the problem. Note that for a graph with 7 costumers there are \( 8^7 = 262144 \) spanning
trees. For the instances with 7 customers we generate the RBMSGTW and and the commonly
used 2-cycle elimination shortest path. The 2-cycle elimination shortest path subproblem was
introduced to the VRPTW by [5] and has since then been used in most solution algorithms to
the VRPTW. This we compare to the optimal solution which is found by finding the elementary
shortest path problem with resource constraints (ESPPRC).

Table 9.1 shows the lower bound generated from running the RBMSGTW compared to the
lower bound generated from running the 2-cycle eliminated shortest path problem. The optimal
solution generated from running the elementary shortest path problem with resource constraints
is show to allow for an evaluation of the lower bounds generated. From the results in Table 9.1 it
can be seen that for 8 cases RBMSGTW returns a better lower bound and for 3 cases the 2-cycle
elimination shortest path return a better lowerbound. For the remaining 15 instances both the
RBMSGTW and the 2-cycle eliminated shortest path return the optimal solution. It can be seen
from the average of the results that the solution of the RBMSGTW on average is very close to
the optimal solution whereas the average of the solutions generated by 2-cycle eliminated shortest
path are significantly further away from the optimal. From these results one can conclude that
by using RBMSGTW as a subproblem better lower bounds might be achieved. However, Since a
valid solution to the RBMSGTW is often reached after going through a large number of RBMSGs
it is not applicable in the form tested.
Table 9.1: Lower bounds of RBMSGTW, 2-cycle eliminated shortest path and the optimal solution the elementary shortest path. The best lower bounds of the instance is marked with an *.

### 9.5 The complexity of the capacitated RBMSG with time windows

In section 9.3.2 we have shown that there exists a polynomial time algorithm for the RBMSG problem. However, here we will show that when the RBMSG is capacitated or has time windows it is in fact NP-hard. To prove the NP-completeness of the decision problems of capacitated RBMSG we will reduce from the Capacitated Tree Problem, CTP problem which is NP-complete [16].

**CTP:** Let $G(E, V)$ be a graph with a single source $r \in V$, an edge weight on each edge in $E$ and a capacity $c$ on all edges in $E$ and let all vertices $i \in V$, $i \neq r$ have a demand $d_i$. Then the CTP is the problem of finding a spanning tree of overall weight less than $K$ where on each branch from $r$ the sum of the demands on the vertices is less than $c$.

**D-CRBMSG:** The capacitated RBMSG (CRBMSG) is the RBMSG where each edge has capacity $c$ and the vertices 1 to $n$ has a demand and 0 is the source. Then the D-CRBMSG is the problem of whether there exists a CRBMSG of size $K$ or smaller.

**D-CRBMSG is NP Complete:** The CTP can in polynomial time be transformed to a D-CRBMSG problem by adding a vertex with 0 demand to the CTP representing the vertex $n + 1$ in the D-CRBMSG problem and adding edges of cost zero from the added vertex $n + 1$ to the vertices in the set $\{1, \ldots, n\}$. Clearly any solution to this D-CRBMSG would also be a solution to the CTP. Therefore the D-CRBMSG is NP-complete.
Now we will prove that the decision problem RBMSG with time windows, RBMSGTW, is NP-complete. To do this we will define the D-RBMSGTW, DCMST, D-MSTTW problems.

**D-RBMSGTW**: Let a graph $G(V,E)$ have a time weight $t_{ij}$ on edge $(i,j) \in E$ and a time window $(a_i, b_i)$ on each vertex $i \in V$. Let a vertex in $V$ be given as the root. Given a path $P = \{r, \ldots, i-1, i\}$, let $PW(i)$ be the time weight of the path from $r$ to $i$ found as $PW(i) = \max(PW(i-1), a_{i-1}) + t_{i-1,i}$. The decision problem D-RBMSGTW is to find a RBMSG with a total time weight less than $B$ where the time weight $PW(i)$ of a path from $r$ to a vertex $i$ must not exceed the ending time $b_i$ of $i$’s time window.

**DCMST**: Given a network $G = (V,E)$ with a weight $c(e)$ for each $e \in E$, delay $d(e)$ for each $e \in E$, a root $r \in V$, a delay constraint $\delta$ and a max weight $B$, find a spanning tree $T$ for which the sum of the edge delays of the edges in $T$ on the path from $r$ to $v$ must be less than or equal to $\delta$ and the sum of the edge weight of all the edges in $T$ must be less than or equal to $B$.

**D-MSTTW**: Given a network $G = (V,E)$ with a weight $c(e)$ for each $e \in E$, an edge time $d(e)$ for each $e \in E$, a time window $t(v) = (a_v, b_v)$ for each $v \in V$, a root $r \in V$, a max weight $B$, find a spanning tree $T$ the sum of the edge weight of all the edges in $T$ must be less than or equal to $B$ and the $PW(i) \leq b_i$ for all $i \in V$.

The delay constrained minimum spanning tree DCMST was shown to be NP-complete by Salama et al. [17]. Here we show that if we can solve the D-RBMSGTW or the D-MSTTW we can also solve the DCMST.

**D-MSTTW is NP complete**: Any instance of the DCMST can be converted to the D-MSTTW by letting the delay be the edge time and setting each time window $t(v) = (0, \delta)$ for all $v \in V$. Since there is only one action for each edge and for each vertex then this conversion can be done in polynomial time. A solution to the generated D-MSTTW will also be a solution to the DCMST since such a solution would satisfy the requirement that the sum of the delay on the path to $v$ for each $v \in V$ will be less than or equal to $\delta$.

**D-RBMSGTW is NP complete**: Any instance of the DCMST can be converted to the D-RBMSGTW by as for the D-MSTTW case letting the delay be the edge time and setting each time window $t(v) = (0, \delta)$ for all $v \in V$. Moreover an vertex representing the $n+1$ is added to the DCMST and edges of cost zero from the added vertex $n+1$ to the vertices in the set $\{1, \ldots, n\}$ is added. Since there is only one action for each edge and two actions for each vertex then the conversion can be done in polynomial time. A solution to the generated D-RBMSGTW will also be a solution to the DCMST since such a solution would satisfy the requirement that the sum of the delay on the path to $v$ for each $v \in V$ will be less than or equal to $\delta$.

Moreover it can be seen that the RBMSGTW is a generalization of the bin packing problem (BPP) which is NP-hard in the strong sense. A special case of the RBMSGTW is the BPP. The case can be constructed by making the time windows non-constraining and only having cost on edges from the depot. This means that even though eliminating the problem of negative cycles the subproblem in the VRPTW problem decomposition is still hard. Even eliminating the time window requirement the remaining capacitated RBMSG decision problem D-CRBMSG is still NP-hard.
9.6 Conclusion

We have defined the RBMSG and the RBMSGTW problems which can be used in the decomposition of the VRPTW. We have developed a prototype algorithm for solving the RBMSG, based on the algorithm in [7], which can solve the RBMSG in the time $O(|E|\alpha(|E|,|V|) + |V|\log |V|)$. For dense graphs the time the $O(|E|\alpha(|E|,|V|))$ term for solving the MST would dominate the $O(|V|\log |V|)$ term and vice versa for very sparse graphs. In addition we have shown that the RBMSGTW is NP-complete.

We have described how the RBMSG can be used as a subproblem for the VRP problem and therefore also for the VRPTW problem. The preliminary tests show that using the RBMSG often generate tighter lower bounds than the 2 cycle elimination shortest path. Even though the solution times for the RBMSGTW are large for the presented prototype algorithm it might be possible to develop a competitive solution method for the RBMSGTW and thereby maybe also improve solution time of the VRPTW problem. The next step will be to implement the directed model for the RBMSGTW presented by (9.5) to (9.8) in CPLEX to see if the nice polynomial structure of the model may result in CPLEX finding a solution in reasonable time.
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Chapter 10

Conclusion

10.1 Summary

This thesis has covered some selected routing problems occurring in different situations such as airport passenger traffic, liner shipping, and survivable wire routing. Generally, the problems presented in this thesis consider special cases of real-life situations. As an appetizer for the problems presented in Chapter 4 to 9 a small presentation of some standard routing problems was presented in Chapter 2.

In Chapters 4 and 8 problem specific properties were investigated. In Chapters 5, 6 and 7 new real-life problems were formulated and solved. In Chapter 9 a non-standard decomposition of the vehicle routing problem with time windows were presented.

The main contributions of the thesis are:

- Development of models for new problem types:
  - Presenting a model for solving the liner shipping network design problem which includes butterfly routes and considers transshipment cost.
  - Modeling the dial-a-ride problem with synchronization points and required transfers.
  - Modeling a new generalization of the vehicle routing problem with time windows (VRPTW) where sets of edges are accessible for the route planning when a fixed cost has been paid.

- Adapting and applying solution methods to different problems:
  - Applying the branch-and-cut method to the liner shipping network design problem.
  - Applying simulated annealing with local search for the dial-a-ride problem with synchronization points and required transfers.
  - Applying the branch-cut-and-price method to the vehicle routing problem with time windows (VRPTW) containing sets of edges which are accessible for the route planning when a fixed cost has been paid.

- Realizations:
  - Proving that there can not be a full Steiner tree in a solution to the 2-connected Euclidean Steiner tree problem which spans more than \( \lceil n/3 \rceil + 1 \) of the \( n \) required terminals.
  - The development of general techniques for tightening the dominance criteria when solving multi-objective non-additive shortest path problems with dynamic programming can eliminate some of the searched paths.
  - Using a new decomposition of the vehicle routing problem with time windows can be formulated. However, the subproblem is in this case NP-hard in the strong sense.
In the following the results of each chapter in Part II are summarized.

In Chapter 4 the problem of solving multi-objective non-additive shortest path problems using dynamic programming was investigated. Some general techniques for tightening the domination was developed. These techniques are developed based on real-life situations where the shortest path problem often is multi-objective and non-additive. It was in the experiments shown that the tightening developed for the domination of paths reduces the number of paths needed to be investigated when searching for the best solution.

In Chapter 5 the liner shipping problem is considered. The problem deals with the planning of a liner shipping network given a forecast of demands. The problem is modeled so that the cost of transhipment of containers at ports is included in the model along with a heterogeneous fleet and the use of butterfly routes. Moreover, the completion time of the cyclic route is used in the calculation of the capacity of a route. A branch-and-cut algorithm has been developed for solving the problem and results are reported for instances with up to 15 ports. A set of test cases [3] has been generated for testing the model and solution method. This is to the best of my knowledge the first time a branch and cut method has been applied to the liner shipping problem.

In Chapter 6 a real-life dial-a-ride problem is considered. The problem considers the transport of passengers with reduced mobility through an airport. This dial-a-ride problem application differs from other applications by the fact that cross docking is needed to transfer passengers from one mode of transport to another. The problem is modeled and a heuristic is implemented which finds promising results within minutes.

In Chapter 7 a new generalization of the VRPTW problem is presented. The generalization considers the frequently occurring constraint of paying a fixed cost for accessing a set of edges. This fixed cost could reflect payment for toll roads, investment in new facilities, the need for certifications and other costly investments. The problem has to the best of my knowledge not been formulated before. The investments considered impose a cost for the company while they also give unlimited access to a set of roads for all vehicles belonging to the company. A mathematical model of the problem is presented and solved by branch-cut-and-price, showing that the standard cuts used on the CVRP problem and the Subset Row cuts applied to the VRPTW problem also improve the solution times for this generalized version of the problem. A set of test cases [2] has been generated from the VRPTW Solomon [5] instances and problems with up to 50 customers are solved and that the branch-cut-and-price algorithm generally outperforms CPLEX.

On a more abstract level Chapter 8 considers low cost survivable networks. The structural properties of the 2-connected Euclidian Steiner network are investigated with the aim at reducing the running time for the 2-phase algorithm. The 2-phase algorithm generates full Steiner trees (FST) in the first phase and combines the generated FSTs into a Euclidean Steiner network in the second phase. The results in Chapter 8 show that only FSTs containing up to \( \lceil n/3 \rceil + 1 \) of the \( n \) required vertices needs to be generated in the first phase as a minimal 2-connected Steiner network never contains FSTs with more that \( \lceil n/3 \rceil + 1 \) required vertices.

In Chapter 9 preliminary investigations of a new decomposition of the VRPTW problem is presented. The subproblem and a preliminary solution method was presented. The subproblem was proven to be NP-hard in the strong sense. The algorithm developed for the subproblem is currently too slow when considering time windows and capacity, but surely better algorithms can and will be developed.

10.2 Perspectives and future research

In this thesis a number of new models and problem formulations were investigated. However, there are still many important routing problems occurring in real-life situations which remains to
be modeled and solved. Moreover, the models and solution methods developed here can likely be improved by further investigation. Some ideas for improvement are presented here for each article:

- In Chapter 4 multi-objective non-additive shortest path problems were discussed and general techniques for tightening the domination criteria when using dynamic programming was developed. However, there are still functions and problems where the domination criteria achieved by the techniques presented could be improved. Moreover, there are situations for which one cannot apply the general techniques, and these needs to be investigated.

- In Chapter 5 a model and a branch-and-cut solution method is presented. In the branch-and-cut method presented there are some problems with symmetry. Dealing with this symmetry problem may improve the solution time. On the modeling aspect constraining the travel time of the demands or including a delivery time window to be satisfied would definitely be useful for the shipping companies.

- In Chapter 6 a model and a heuristic for solving the problem of transporting passengers with reduced mobility through a major airport is presented. The heuristic has not been taken into use yet and it would be interesting to see how the solutions can be used in real life. Moreover, in the algorithm, the passengers are only allowed to spend time in a lounge at the terminal of departure and this restriction seems unreasonable as maybe this may put an unnecessary strain on certain parts of the route at congested times. By also allowing the passengers to wait at the arriving gate more passengers might be able to be transported as passengers with a lot of transfer time will leave space for passengers with short transfer times. Another area of investigation would be to solve the problem by constraint programming.

- In Chapter 7 the vehicle routing problem with time windows and edges set cost (ESVRPTW) was modeled and solved. The solution method used was branch-cut-and-price using Subset Row cuts. There are many recent developments in the branch-cut-and-price algorithm for the vehicle routing problem with time windows (VRPTW). Some of these improvements might with success be applied to ESVRPTW. It would definitely be interesting to see if using the methods presented in [4] and [1] on the subproblem would improve the solution time.

- In Chapter 8 a limit of \(\left\lfloor \frac{n}{3} \right\rfloor + 1\) on the number of required vertices in any full Steiner tree of a 2-connected Steiner network was established. Since the minimum spanning Euclidean Steiner tree has geometric properties which can help reduce the number of full Steiner trees generated it is possible that there also exists some geometric tests for the 2-connected Steiner network which can help reduce the number of full Steiner trees needed to be investigated.

- In Chapter 9 a decomposition of the VRP with the root balanced minimum spanning graph with time windows (RBMSGTW) as the subproblem is presented. A solution method was presented for the root balanced minimum spanning graph. However, a reasonable solution method for the version with time windows still has to be found. If a good solution method for RBMSGTW can be found, I believe that there might be some potential in this decomposition of the VRP problem. The next step will be to solve the subproblem with CPLEX using a directed model. This unfortunately was not tested at the time of writing this thesis.

There are endless possibilities for research in the routing and scheduling area. It is my hope that some of the results of this thesis can be helpful in connection with future research.
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In today’s globalized society, transport contributes to our daily life in many different ways. The production of the parts for a shelf ready product may take place on several continents and our travel between home and work, vacation travel and business trips has increased in distance the last couple of decades. To deliver competitive service and price, transportation today needs to be cost effective.

When routing moving transportation objects such as vehicles and vessels, schedules are made in connection with the routing. Such schedules represent the time for the presence of a connection between two locations. This could be an urban bus schedule where buses are routed and this routing creates a bus schedule which the passengers between locations use.

In this thesis various routing and scheduling problems will be presented. The topics covered will be routing from an origin to a destination on a predefined network, the routing and scheduling of vessels in a liner shipping network given a demand forecast to be covered, the routing of manpower and vehicles transporting disabled passengers in an airport and the vehicle routing with time windows where one version studied includes edge set cost making the cost of the individual vehicle routes interdependent.

Depending on the problem type, the size of the problems and time available for solving, different solution methods can be applicable. In this thesis both heuristic methods and several exact methods are investigated depending on the problems needed to be solved.

The solution methods applied to the problems cover dynamic programming for multi constrained shortest paths, Branch-and-cut for liner shipping, Simulated annealing for transporting assisted passengers in airports, branch-cut-and-price for vehicle routing with time windows and edges set costs.