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Direct measurement of the charge distribution along a biased carbon nanotube bundle using electron holography
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Nanowires and nanotubes can be examined in the transmission electron microscope under an applied bias. Here we introduce a model-independent method, which allows the charge distribution along a nanowire or nanotube to be measured directly from the Laplacian of an electron holographic phase image. We present results from a biased bundle of carbon nanotubes, in which we show that the charge density increases linearly with distance from its base, reaching a value of ~0.8 electrons/nm near its tip. © 2011 American Institute of Physics.

[doi:10.1063/1.3598468]

An important technological application of high aspect ratio nanostructures, in particular carbon nanotubes (CNTs), is their use in field emission cathodes, e.g., for compact x-ray sources,1 microwave amplifiers,2 and electron sources for microscopy.3 Here we examine bundles of single-walled CNTs (SWNTs), which extend from a grounded conducting substrate, under an applied bias in the transmission electron microscope (TEM). The applied electric field results in charge being transferred onto the SWNT bundle to maintain its surface equipotential. The theoretical prediction of the magnitude and distribution of charge along a high-aspect ratio nanostructure is a difficult problem, whose solution lies at the interface between classical electrostatics,4–6 and quantum theory in condensed matter physics.7–10 We use off-axis electron holography,11–13 a technique that has previously been applied to visualize the trend of the projected electrostatic potential around charged objects,14–16 to show that the distribution of charge along a SWNT bundle can be determined experimentally with nanometer spatial resolution without prior knowledge about the geometry of the specimen and model independently.

Electrical biasing experiments were carried out in a Philips CM300 field emission gun TEM equipped with an electron biprism and a Lorentz lens. A schematic diagram of the setup for the TEM mode of off-axis electron holography is shown in Fig. 1(a). As a sample we used SWNT bundles extending from the roughened edges of purified buckypaper. A specialized TEM specimen holder17 was used to place the sample onto a fixed electrical contact with a gold needle used as a movable counterelectrode that could be placed at a chosen distance from the selected SWNT bundle. Off-axis electron holograms (and vacuum reference holograms) were acquired at 300 kV in Lorentz mode with the conventional objective lens switched off, in order to provide an optimal field of view and interference fringe spacing. A biprism voltage of 200 V was used, resulting in a field of view in each hologram of 840 nm and an interference fringe spacing of 2.2 nm. Figures 1(b) and 1(c) show highly defocused images of a chosen region of SWNT bundles examined under an applied bias of 50 V with a gold counterelectrode placed at a distance of ~3.6 μm from the tips of the bundles. The change in contrast exhibited by each bundle along its length results from its charge density distribution.

The electrostatic contribution to the phase shift of a high-energy electron wave recorded using electron holography is given by the expression

$$\varphi(x,y) = C_E \int_{-\infty}^{+\infty} V(x,y,z) dz,$$

where $V(x,y,z)$ is the electrostatic potential within and around the specimen, $C_E$ is a constant that depends on the microscope accelerating voltage ($C_E=6.526 \text{ rad V}^{-1} \mu\text{m}^{-1}$ at 300 kV), and $z$ is the incident electron beam direction.

FIG. 1. (a) Schematic diagram of the setup used to record off-axis electron holograms in the TEM. (b) and (c) Defocused images acquired from biased SWNT bundles placed 3.6 μm from a Au counterelectrode. The bias applied is 50 V. Image (b) is acquired with ~3 mm overfocus while image (c) is acquired with ~3 mm underfocus. Letters A-D in (b) mark significant locations along the nanowire while the dashed box in (c) indicates the region from where the phase image in Fig. 2(a) was acquired.
The theoretical basis of the proposed approach follows directly from the laws of electrostatics. The electrostatic potential generated by a time-independent volume charge distribution $\rho(x,y,z)$ obeys Poisson’s equation

$$\nabla^2 V(x,y,z) = -\frac{\rho(x,y,z)}{\epsilon_0}. \tag{2}$$

If the electric field vanishes at infinity, then we can combine Eqs. (1) and (2) to establish the proportionality relation

$$\nabla^2 \varphi(x,y) = -\frac{C_F}{\epsilon_0} \sigma_p(x,y) \tag{3}$$

between the two-dimensional Laplacian of the phase and the projected charge density

$$\sigma_p(x,y) = \int_{-\infty}^{\infty} \rho(x,y,z)dz. \tag{4}$$

According to Eq. (3), the Laplacian of the phase shift is a representation of the projected charge density $\sigma_p(x,y)$ at all points across the field of view. In order to measure the cumulative charge along the length of the SWNT bundle, we integrate the Laplacian of the phase over regions $D$ that include increasing portions of the bundle, in the form

$$Q_D = -\frac{\epsilon_0}{C_F} \int_D \nabla^2 \varphi(x,y)dxdy = \int_D \int_{-\infty}^{\infty} \sigma_p(x,y)dxdy$$

$$= \int_{-\infty}^{\infty} dz \int_D \rho(x,y,z)dxdy. \tag{5}$$

This charge is, by definition, the volume integral of the charge distribution over the region considered, or, according to Eq. (2), the volume integral of the three-dimensional Laplacian of the electrostatic potential over the same region. One of the three integrals is effectively carried out by recording the phase image while the two remaining integrals are performed numerically over suitable portions of the two-dimensional Laplacian of the phase shift.

In order to bypass several image processing steps, including phase unwrapping, we make use of complex algebra to obtain the Laplacian of the phase directly from the reconstructed complex image wave $\psi = a \exp(i\varphi)$ by using

$$\nabla^2 \varphi = \text{Im} \left[ \frac{\nabla^2 \psi}{\psi} - \frac{(\nabla \psi)^2}{\psi^2} \right]. \tag{6}$$

Figure 2(a) shows the phase shift recorded from the boxed region in Fig. 1(b), with $\pi/2$ rad equiphasic contours superimposed, while Fig. 2(b) shows the Laplacian of Fig. 2(a) calculated according to Eq. (6). In order to measure the charge density along the bundle, we integrate the Laplacian of the phase within rectangles of increasing height, as sketched in Fig. 2(b). After taking into account the inclination of the bundle with respect to the direction along which the integration is performed, we obtain the cumulative charge profile shown in Fig. 3(a), in which two slopes are visible. In the out-of-focus images shown in Figs. 1(b) and 1(c), the contrast changes at two positions along the structure, labeled B and C in Fig. 1(b), between which it appears to change diameter locally. The charge density along the bundle therefore appears to be in three distinct sections; from the support D to C, from C to B, and from B to the tip A.

After fitting the measured cumulative charge profile in each region of the bundle using a second order polynomial, we differentiate the fitted profiles to obtain a measure of the charge density along its length. In the resulting graph shown in Fig. 3(b), the charge density can be seen to reach a value of $0.79 \pm 0.18$ $e$/nm near the tip (position A). It decreases linearly to $0.48 \pm 0.11$ $e$/nm at a distance of 400 nm from the tip (position B) at a rate of $(7.7 \pm 2.5) \times 10^{-4}$ $e$/nm² and then increases abruptly to $(1.6 \pm 0.4)$ $e$/nm, subsequently decreasing back to $(1.0 \pm 0.3)$ $e$/nm at the edge of the field of view at a distance of $\sim 670$ nm from the tip at a rate of $(20 \pm 8) \times 10^{-4}$ $e$/nm². The uncertainties are determined from the standard deviations of the polynomial fits and are relatively large due to the limited number of data points. Based on the contrast in Figs. 1(b) and 1(c), for the portion of the bundle that is outside the field of view we assume a linear trend of the charge density to position C. At this position, we assume that the charge density reverts to the same trend that it had near the tip, reaching zero at the point of contact D with the substrate (\sim $2 \mu$m from A).

As a self-consistency check, the measured and extrapolated charge densities were used to simulate the phase shift of a charged wire of the same length and negligible radius.
Significantly, our approach is independent of the distribution of image charges in the support, so long as the integration loop does not enclose regions in which the image charges are present. In addition, if the vacuum reference wave that is used to form the hologram is perturbed by charges that are present either within the structure or outside the field of view, then the measurement of the charge within the object of interest is not affected, unlike the phase image itself. By the same token, neither any electric field that may influence the reference hologram nor any linear phase ramps affect the measured charge. The method is therefore not only able to provide the charge distribution but it is also, in principle, unaffected by several artifacts that usually influence electron holographic phase images.\footnote{Beledda et al.} A note of caution is required with regard to the effect of the mean inner potential (MIP) on such measurements. Since no net charge is associated with the MIP the measurement of the total charge over a region that includes the entire object is independent of the MIP. However, the MIP contribution to the local phase shift of an uncharged object does produce an effective projected charge distribution that prevents us from being able to interpret \( \sigma_\phi(x,y) \) [shown here in Fig. 2(b)] as originating exclusively from physical charges inside the object. In the present example, the MIP contribution to \( \sigma_\phi(x,y) \) can be ignored due to the small diameter of the nanowire. However, in general, one needs to consider its possible influence, as well as that of undersampling.

We envision a broad range of scenarios to which the method may be extended, including the measurement of charge density distributions associated with dopant potentials in semiconductors and charges within insulators. Future studies will include detailed comparisons of measured charge densities in nanowires and nanotubes with variations in their morphology, chemical composition, and microstructure.

By making use of Eq. (7), the measured charge densities at A and B and the estimated lengths of the intervals AB (\(~400\) nm), BC (\(~900\) nm), and CD (\(~730\) nm), we simulated a phase image and corresponding defocused bright-field TEM images for comparison with Figs. 2(a), 1(b), and 1(c), respectively. While subtle differences are visible between the simulations shown in Fig. 4 and the experimental data, possibly caused by neglecting partial coherence of the illumination and spherical aberration, the similarity is encouraging. If we use the charge distribution to estimate the electric field in the proximity of the tip, we obtain a value of \(~0.22\) V/nm at a distance of 5 nm, decreasing to \(~0.02\) V/nm at a distance of 50 nm. The axial component of the electric field in the tip region follows the simple law \( E_z = V_z / d \) for several tens of nanometers, where \( V_z \sim 1.1\) V and \( d \) is the distance from the tip. More extensive simulations, involving variations in the parameters within the experimental uncertainties, could be used to quantify the electric field and potential at all points outside the SWNT bundle.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{(a) Simulated phase image generated by using a superposition of the terms described in Eq. (7), for the measured charge densities; the spacing of the phase contours is 1.57 (\( \pi / 2 \)) rad. (b) and (c) corresponding simulations of defocused bright-field images of the same nanowire for defocus values of \( \pm 3\) mm, for comparison with Figs. 1(b) and 1(c). In (b) and (c) the image intensity is displayed between values of 0 and 1.5.}
\end{figure}

\begin{align}
\phi(x,y) &= \sigma C e \left[ \frac{L^2 - x^2 + y^2}{4Lx} \right] \log \left[ \frac{x + L}{y} \right] + 4Lx + 4xy \arctan \left( \frac{x - L}{y} \right) - 4xy \arctan \left( \frac{x + L}{y} \right). 
\end{align}