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ABSTRACT
This paper addresses a new framework for designing robust neural network classifiers. The network is optimized using the maximum a posteriori technique, i.e., the cost function is the sum of the log-likelihood and a regularization term (prior). In order to perform robust classification, we present a modified likelihood function which incorporates the potential risk of outliers in the data. This leads to introduction of a new parameter, the outlier probability. Designing the neural classifier involves optimization of network weights as well as outlier probability and regularization parameters. We suggest to adapt the outlier probability and regularization parameters by minimizing the error on a validation set, and a simple gradient descent scheme is derived. In addition, the framework allows for constructing a simple outlier detector. Experiments with artificial data demonstrate the potential of the suggested framework.

1. INTRODUCTION
Neural networks are flexible tools for pattern recognition due to the universal approximation theorems [6]. We consider a neural classifier architecture based on a feed-forward net with a modified SoftMax [3] normalization as presented in [1] (see also, [2], [7]). The outputs of the network estimate the class conditional posterior probabilities and the network is trained using a maximum a posteriori (MAP) framework. Robustness is incorporated via a probabilistic definition of outliers. Thus a given example is considered as an outlier if its class label is changed with a certain probability ε; the outlier probability. The associated risk of overfitting on noisy data is of major concern in neural network design [5]. The objective of network design is to obtain a reliable and minimal generalization error which can be done by constraining the model flexibility and adapting the outlier probability. Model constraints are imposed directly via pruning techniques (see e.g., [1], [9], [10]) or indirectly using regularization. We will merely consider regularization in this presentation.

Based on earlier work [1], [9], [10], we will present an iterative scheme for simultaneously adapting the amount of regularization and outlier probability by minimizing the validation error calculated from a single validation set. Here we take the validation error as an estimate of the true generalization error.

2. NETWORK ARCHITECTURE
Suppose that the input (feature) vector is denoted by \( \mathbf{x} \) with \( \dim(\mathbf{x}) = n_1 \) and \( C_i \) denotes the \( i \)th of the mutually exclusive classes, \( i = 1, 2, \ldots , c \). The aim is to model the posterior probabilities of the class given the input. Aiming at robustness against an outlier\(^1\), defined as a class label which erroneously is changed to one of the other classes, we introduce the probability of an outlier, \( 0 \leq \epsilon \leq 1 \). It is assumed that the occurrence of an outlier is independent of class label and input location. Thus the outlier process acts as an extra noise source independent of input location, as opposed to the error due to overlap in class posterior probabilities. This leads to the definition of posterior probabilities, \( p(C_i|\mathbf{x}) \), \( 1 \leq i \leq c \),

\[
p(C_i|\mathbf{x}) = p_0(C_i|\mathbf{x}) \cdot (1 - \epsilon) + \frac{\epsilon}{c - 1} \sum_{j=1,j\neq i}^{c} p_0(C_j|\mathbf{x}). \tag{1}
\]

where \( p_0(C_i|\mathbf{x}) \) is the posterior probability in the case of zero outlier probability. The first term is the posterior probability for \( C_i \) times the probability that an outlier does not occur while the second term is the sum of posterior probabilities for \( C_j \neq \epsilon \) times the scaled outlier probability \( \beta = \frac{\epsilon}{c - 1} \in [0;1/(c-1)] \) that \( C_j \) has changed specifically to \( C_i \). Under a simple loss function the Bayes optimal\(^2\) classifier assigns class label \( C_i \) to \( \mathbf{x} \) if \( i = \arg \max_j p(C_i|\mathbf{x}) \).

Note that Eq. (1) can be rewritten as

\[
p(C_i|\mathbf{x}) = p_0(C_i|\mathbf{x})(1 - \beta c) + \beta. \tag{2}
\]

Since \( 0 \leq p_0(C_i|\mathbf{x}) \leq 1 \) and \( \sum_{i=1}^{c} p_0(C_i|\mathbf{x}) = 1 \) due to mutual exclusive classes, then \( \beta \leq p(C_i|\mathbf{x}) \leq 1 - \epsilon \) and further \( \sum_{i=1}^{c} p(C_i|\mathbf{x}) = 1 \).

Define \( \hat{y}_i \) as estimates of the posterior probabilities given by \( \hat{y}_i = \hat{z}_i(1 - \beta c) + \beta \) where \( \hat{z}_i \) are estimates of the class \( c = 0 \) posterior probabilities, \( p_0(C_i|\mathbf{x}) \). Following [1], [7] (see also [2]), \( \hat{z}_i \) are taken as outputs of a neural network. Since the posterior probabilities sums to 1, also \( \sum_{i=1}^{c} \hat{z}_i = 1 \), i.e., we merely estimate \( c - 1 \) posterior probabilities, say \( \hat{z}_i \), \( 1 \leq i \leq c - 1 \), and calculate the last as \( \hat{z}_c = 1 - \sum_{i=1}^{c-1} \hat{z}_i \).

Define a 2-layer feed-forward network with \( n_I \) inputs, \( n_H \) hidden neurons and \( c - 1 \) outputs by:

\[
h_j(\mathbf{x}) = \tanh \left( \sum_{l=1}^{n_H} w_{jl}^{'} x_l + w_{j0}^{'} \right), \tag{3}
\]

\(^1\)See [8] for various approaches on robust statistics.
\(^2\)That is, each misclassification is equally weighted corresponding to minimal probability of misclassification.
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\[
\phi_i(x) = \sum_{j=1}^{n_H} w_{ij}^H h_j(x) + w_{i0}^H
\]

where \(w_{ij}^H, w_{i0}^H\) are the input-to-hidden and hidden-to-output weights, respectively. All weights are assembled in the weight vector \(w = \{w_{ij}^H, w_{i0}^H\}\). In order to interpret the network outputs as probabilities we use a modified normalized exponential transformation [1] similar to SoftMax [3],

\[
\hat{y}_i = \frac{\exp(\phi_i)}{\sum_{j=1}^{c} \exp(\phi_j)} \quad 1 \leq i \leq c - 1,
\]

and \(\hat{c}_e = 1 - \sum_{i=1}^{c-1} \hat{y}_i\).

3. TRAINING AND REGULARIZATION

Assume that we have a training set \(T\) of \(N_t\) related input-output pairs \(T = \{(x(k), y(k))\}_{k=1}^{N_t}\) where

\[
y_i(k) = \begin{cases} 1 & \text{if } x(k) \in C_i \\ 0 & \text{otherwise} \end{cases}
\]

The likelihood of the network parameters is given by (see e.g., [2], [7]),

\[
p(T|w) = \prod_{k=1}^{N_t} p(y(k)|x(k), w) = \prod_{k=1}^{N_t} \prod_{i=1}^{c} (\tilde{g}_i) y_i(k)
\]

where \(\tilde{g}_i(k) = \tilde{g}(x(k), w)\) is a function of the input and weight vectors. The training error is the normalized negative log-likelihood

\[
S_T(w) = -\frac{1}{N_t} \log p(T|w) \equiv \frac{1}{N_t} \sum_{k=1}^{N_t} \ell(y(k), \tilde{g}(k); w)
\]

with \(\ell(\cdot)\) denoting the loss given by

\[
\ell(y(k), \tilde{g}(k); w) = \sum_{i=1}^{c} y_i(k) \log(\tilde{g}_i(k))
\]

Making an comparison with M-estimates considered in robust statistics [8], we note that the loss for a specific example is \(\ell = -\log(\tilde{g}_i) = \psi(\ell_0)\) where \(\ell_0 = -\log(\tilde{c}_e)\) is the non-robust loss (\(c = 0\)) and \(\psi(\cdot)\) is a function which downweights extreme losses.

The objective of training is minimization of the regularized cost function [4]

\[
C(w) = S_T(w) + R(w, \kappa)
\]

where the regularization term \(R(w, \kappa)\) is parameterized by a set of regularization parameters \(\kappa\). Training provides the estimated weight vector \(\hat{w} = \arg \min_w C(w)\) and is done using a Gauss-Newton scheme (see e.g., [11]),

\[
w^{new} = w^{old} - \eta \cdot J^{-1}(w^{old}) \nabla(w^{old})
\]

where \(\eta\) is the step-size (line search parameter). For that purpose we require the gradient, \(\nabla(w) = \partial C/\partial w\), and the Gauss-Newton approximation [5], \(J(w)\), of the Hessian \(\partial^2 C/\partial w\partial^T\) which can be written as

\[
\frac{\partial C}{\partial w}(w) = \frac{\beta c - 1}{N_t} \sum_{k=1}^{N_t} \sum_{i=1}^{c} \frac{\partial \hat{g}_i y_i(k)}{\partial w} \frac{\partial R(w, \kappa)}{\partial w},
\]

\[
J(w) = \frac{(1 - \beta c)^2}{N_t} \sum_{k=1}^{N_t} \sum_{i=1}^{c} \frac{\partial \hat{g}_i y_i(k)}{\partial w} \frac{\partial^2 R(w, \kappa)}{\partial w^2}.
\]

By convenience, the dependency of \(\hat{g}_i, \hat{y}_i\) and \(\phi_i\) on \(x(k)\) and \(w\) is omitted, and \(\delta_j\) denotes the Kronecker delta.

4. ADAPTING REGULARIZATION PARAMETERS AND OUTLIER PROBABILITY

The available data set, \(D\), of \(N\) examples is split into two disjoint sets: a validation set, \(V\), with \(N_v = \gamma N\) examples for estimation of regularization and outlier probability, and a training set, \(T\), with \(N_t = N - N_v\) examples for estimation of network parameters. \(\gamma\) is referred to as the split ratio.

The validation error of the trained network is given by

\[
SV(\hat{\omega}) = \frac{1}{N_v} \sum_{k=1}^{N_v} \ell(y(k), \tilde{g}(k); \hat{\omega})
\]

where the sum runs over the \(N_v\) validation examples. \(SV(\hat{\omega})\) is thus an estimate of the generalization error defined as the expected loss: \(G(\omega) = E_{x,y} \{\ell(y, \tilde{g}(x), \omega)\}\), where \(E_{x,y}\{\cdot\}\) denotes the expectation w.r.t. the joint input-output distribution.

Let \(\theta = [\kappa, \beta]\) be the vector of all regularization parameters and the scaled outlier probability. Aiming at adapting \(\theta\) so as to minimize the validation error we apply the iterative scheme suggested in [1], [9], [10]:

\[
\theta^{new} = \theta^{old} - \mu \frac{\partial SV(\omega(\theta^{old}))}{\partial \theta}
\]

where \(\mu\) is a step-size and \(\hat{\omega}(\theta^{old})\) is the estimated weight vector using \(\theta^{old}\). Suppose that

\[
R(w, \kappa) = \kappa^T r(w) = \sum_{i=1}^{q} \kappa_i r_i(w)
\]

where \(\kappa_i\) are the regularization parameters and \(r_i(w)\) the associated regularization functions. The gradient of the validation error then equals [9], [10]:

\[
\frac{\partial SV(\hat{\omega})}{\partial \kappa} = - \frac{\partial r}{\partial w}(\hat{\omega}) \cdot J^{-1}(\hat{\omega}) \cdot \frac{\partial SV(\hat{\omega})}{\partial \omega},
\]

\[
\text{This is obtained using Fisher's property: } E[\partial^2 L/\partial \omega \partial^T] = E[\partial L/\partial \omega \partial L/\partial \omega^T] \text{ where } L = -\log p(T|w).
\]
OUTLIER DETECTION

Once the network is designed, i.e., we have estimates of the weights, regularization parameters and outlier probability, it is possible to devise a method for outlier detection. Suppose we want to decide whether an example \( x \) with label \( C_i \) is an outlier or not. Define the binary variable \( O \) which is 1 if the example is an outlier, and zero otherwise. The probability that the example is an outlier is given as \( p_{\text{outlier}} = p(O = 1|x, C_i) \). Using Bayes rule, \( p_{\text{outlier}} = \frac{\beta(1 - p_0(C_i|x))}{p_0(C_i|x)(1 - \beta) + \beta}. \)

The estimated probability that the example is an outlier is consequently, \( \hat{p}_{\text{outlier}} = \frac{\beta(1 - \hat{z}_i)}{\hat{z}_i(1 - \beta) + \beta}. \)

6. EXPERIMENTS

We first test the performance of the algorithm on an artificial example with \( c = 3 \) classes in a 2D input space. The class conditional probabilities are \( p(x|C_i) = \mathcal{N}(\mu_i, I) + \mathcal{N}(-\mu_i, I)/2 \) where \( \mathcal{N}(\mu, I) \) is a 2D Gaussian distribution with mean vector \( \mu \) and identity covariance matrix. The mean vectors are given by \( \mu_i = 3 \cdot [\cos(\pi(2i-1)/6), \sin(\pi(2i-1)/6)], i = 1, 2, 3 \). The prior class probabilities are \( p(C_i) = 1/3 \). We generated \( N = 300 \) data and used \( N_t = 150 \) for training and \( N_v = 150 \) for validation. In addition we generated a test set of \( N_{\text{test}} = 600 \). Further, we introduced outliers by changing class labels with probability \( \varepsilon = 0.08 \). Suppose that the network weights are given by \( \omega = [\omega^f, \omega^h, \omega^H, \omega^H_{\text{bias}}] \) where \( \omega^f \) and \( \omega^H \) are input-to-hidden and hidden-to-output weights, respectively, and the bias weights are assembled in \( \omega^H_{\text{bias}} \) and \( \omega^H_{\text{bias}} \). In this example, we use the following weight decay regularization term:

\[
\ell(w, \kappa) = \kappa^r |w^f|^2 + \kappa_{\text{bias}}^r |w^H_{\text{bias}}|^2 + \kappa^H |w^H|^2 + \kappa_{\text{bias}}^H |w^H_{\text{bias}}|^2
\]

where \( \kappa^r, \kappa_{\text{bias}}^r, \kappa^H, \kappa_{\text{bias}}^H \). The simulation set-up was:

- Network: 2 inputs, 5 hidden neurons, 2 outputs.
- Weights were initialized uniformly over \([-0.5, 0.5]\).
- Weights were initialized at zero. 30 steps in a gradient descent training algorithm (see e.g., [11]) was performed and the weight decays, \( \kappa \), were re-initialized at \( \lambda_{\text{max}}/10^4 \), where \( \lambda_{\text{max}} \) is the max. eigenvalue of the Hessian matrix of the cost function. This prevents initial numerical stability problems. \( \varepsilon \) is initialized at 0.01.
- Training is now done using a Gauss-Newton algorithm (see e.g., [11]). The Hessian is inverted using the Moore-Penrose pseudo inverse (see e.g., [11]) ensuring that the eigenvalue spread is less than \( 10^8 \).
- The step-size \( \mu \) in Eq. (17) is initialized at 1 and it is adapted until the validation error has reached a minimum.
- Finally, weights are retrained on the full data set of training and validation data using the optimized weight decay parameters and outlier probability.

Table 1 reports the average and standard deviations of the probability of misclassification (\( \text{pmc} \)) over 10 runs using the optimal \( \kappa \) and \( \beta \). Note that retraining on the full data set decreases the test \( \text{pmc} \) slightly on average; improvement was found in 5 out of 10 runs.

In Fig. 1 a typical run of the \( \theta \) adaptation algorithm is shown. We tested the possibility to detect whether specific examples in the data set, e.g., the combined training/validation set, are outliers and the result is summarized in Table 2. This technique can e.g., be applied to manual inspection of samples which are likely to be outliers. This might lead to relabeling or discovery of new interesting features of the problem.

7. CONCLUSIONS

This paper presented a new framework for design of robust neural classifiers by invoking a probabilistic model for outliers. We devised an iterative scheme for simultaneous adaptation of regularization parameters and the outlier probability. Moreover, we discussed the possibility of detecting outliers. Numerical examples demonstrated the potential of the framework.

---

\( ^6 \)In this contribution we do not include network pruning as an element in the design phase; however, this is easily done, see further [1], [9], [10].

\( ^7 \)Note \( p_{\text{outlier}} = 0 \) for \( \varepsilon = 0 \) and \( p_{\text{outlier}} = 1 \) for \( \varepsilon = 1 \).

\( ^8 \)Eigenvalue spread should not be larger than the square root of the machine precision [4].
Table 1: Probability of misclassification, when outlier probability is $\varepsilon = 0.08$. For the neural network the averages and standard deviations over 10 runs are reported. Initial and optimal neural net refers to using initial and optimized setting of $\kappa$ and $\varepsilon$. Optimal Bayes decisions boundaries are calculated from the detailed knowledge of the true posterior probabilities. The minimal Bayes error on an infinite set is $0.213$. The outlier probability was estimated as $\hat{\varepsilon} = 0.097 \pm 0.018$.

<table>
<thead>
<tr>
<th>True</th>
<th>not outlier</th>
<th>outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>not outlier</td>
<td>$a = 0.911 \pm 0.017$</td>
<td>$b = 0.142 \pm 0.022$</td>
</tr>
<tr>
<td>outlier</td>
<td>$c = 0.089 \pm 0.017$</td>
<td>$d = 0.858 \pm 0.022$</td>
</tr>
</tbody>
</table>

Table 2: Confusion matrix for outlier detection (over 10 runs) on the combined training/validation set. An example is considered not to be an outlier if $1 - p_{\text{outlier}} > 0.9$. The aim is, e.g., to set the threshold so that the false positive rate $b/(b+d)$ is acceptable small.
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