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Validation of input-noise model for simulations of supercontinuum generation and rogue waves
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Abstract: A new model of pump noise in supercontinuum and rogue wave generation is presented. Simulations are compared with experiments and show that the new model provides significantly better agreement than the currently ubiquitously used one-photon-per-mode model. The new model also allows for a study of the influence of the pump spectral line width on the spectral broadening mechanisms. Specifically, it is found that for four-wave mixing (FWM) a narrow spectral line width (≲ 0.1 nm) initially leads to a build-up of FWM from quantum noise, whereas a broad spectral line width (≳ 1 nm) initially leads to a gradual broadening of the pump spectrum. Since the new model provides better agreement with experiments and is still simple to implement, it is particularly important that it is used for future studies of the statistical properties of nonlinear spectral broadening, such as the formation of rogue waves.
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1. Introduction

Pumping a nonlinear optical fibre with low-peak power (\( \lesssim 10 \text{ kW} \)), temporally long (\( \gtrsim 10 \text{ ps} \)) pulses or even CW, can lead to the formation of red-shifting solitons from random noise in the pump [1, 2]. Due to similarities in the statistical properties between the solitons and oceanic rogue waves this phenomenon was later termed optical rogue waves (RWs) [3]. Optical RWs are currently receiving more and more attention, both because of fundamental curiosity to how this phenomenon is connected to e.g. oceanic RWs [3], and due to their relevance in supercontinuum generation [4–6]. The RWs are known to build up from noise in the input pulses, so any numerical studies of RWs should always ensure a physically realistic model for the input noise. However, most numerical studies use the phenomenological one-photon-per-mode model for representing input noise (e.g. Refs. [5–7]), even though it does not provide a realistic input spectrum (as pointed out in Refs. [2, 8]), see Fig. 1. On the other hand, a highly realistic input CW field can be obtained by carefully modelling the build-up of lasing from quantum noise in the pump laser itself, including spectrally dependent gain, gain saturation, nonlinearity, dispersion, etc. [8, 9]. The disadvantage of this approach is that is requires detailed knowledge of the inner workings of a given pump laser, and extensive modelling is required each time one wishes to model a different pump laser. Also, validation of the model by direct comparison with experimental measurements is limited.

The goal of this work is to validate an alternative input-noise model which both provides a physically reasonable input spectrum (e.g. Gaussian shaped), and at the same time is simple to implement for a given set of pump laser parameters. The new noise model is validated by comparing numerical simulations with experimentally measured supercontinuum spectra. It is found that the one-photon-per-mode model provides reasonable agreement with experiment when the pump linewidth is narrow (0.04 nm), but that it is necessary to include the finite linewidth of the pump in the input noise model when the pump linewidth is \( \gtrsim 0.7 \text{ nm} \). For large
pump linewidth (6 nm) the spectral broadening is found to be initially dominated by a gradual broadening of the pump spectrum, and the contribution from quantum noise is negligible. In all cases a combination of the one-photon-per-mode model with a finite linewidth input spectrum provides the best agreement with experimental measurements.

2. Theory

2.1. Propagation equation

The propagation of an input field envelope \( A(z,t) \) along the fibre axis \( z \) has successfully been modelled by the so-called generalized nonlinear Schrödinger equation [7, 10, 11]:

\[
\frac{\partial \tilde{C}}{\partial z} - i \left\{ \beta(\omega) - \beta(\omega_0) \right\} \tilde{C}(z,\omega) + \frac{\alpha(\omega)}{2} \tilde{C}(z,\omega) = i \gamma(\omega) \left[ 1 + \frac{\omega - \omega_0}{\omega_0} \right] \mathcal{F} \left\{ C(z,t) \int_{-\infty}^{\infty} R(T') \left| C(z,T'-T') \right|^2 dT' \right\},
\]

(1)

where \( C \) is related to the Fourier transform \( \tilde{A}(\omega,z) = \mathcal{F} \{ A(z,t) \} \) of the field envelope \( A(z,t) \) by [10]

\[
\mathcal{F} \{ C(z,t) \} = \tilde{C}(z,\omega) = \left[ \frac{A_{\text{eff}}(\omega)}{A_{\text{eff}}(\omega_0)} \right]^{-1/4} \tilde{A}(z,\omega),
\]

(2)

where \( A_{\text{eff}}(\omega) \) is the frequency dependent effective mode area, and the nonlinear coefficient \( \gamma(\omega) \) is given by [10]

\[
\gamma(\omega) = \frac{n_2 n_0 \omega_0}{c n_{\text{eff}}(\omega) \sqrt{A_{\text{eff}}(\omega) A_{\text{eff}}(\omega_0)}},
\]

(3)

where \( n_2 \) is the nonlinear-index coefficient of the waveguide material set to the value corresponding to fused silica: \( n_2 = 2.6 \cdot 10^{-20} \) m²/W [12]. \( n_{\text{eff}}(\omega) \) is the frequency dependent effective index of the guided mode and \( n_0 = n_{\text{eff}}(\omega_0) \). The variation of \( n_{\text{eff}}(\omega) \) is usually much
smaller than the variation of \( A_{\text{eff}}(\omega) \) and therefore neglected in the calculation of \( \gamma(\omega) \). \( \omega_0 \) is a chosen reference (angular) frequency, usually the central frequency of the pump laser. \( R(t) \) is the Raman response of the nonlinear waveguide. Here the standard approximation for silica glass was used [12, 13]:

\[
R(t) = (1 - f_R)\delta(t) + f_R\tau_1^2 + \frac{\tau_2^2}{\tau_1 \tau_2^2} \exp(-t/\tau_1) \sin(t/\tau_1) \Theta(t),
\]

where \( \delta(t) \) is the Dirac delta function, \( f_R = 0.18 \) is the fractional Raman response, \( \tau_1 = 12.2 \text{ fs} \), \( \tau_2 = 32 \text{ fs} \), and \( \Theta(t) \) is the Heaviside step function. Finally, \( \alpha(\omega) \) is the wavelength dependent loss. Equation (1) is solved using the split-step Fourier method [12].

2.2. Noise model

A physically justified input-noise model can be obtained from a phase-diffusion model which naturally includes the spectral linewidth of the pump laser as a parameter [2, 14, 15]. However, the assumptions of the phase-diffusion model leads to a Lorentzian spectrum, which only has reasonable approximation to a typical laser spectrum over a very limited bandwidth: see Fig. 1. Since a Gaussian input spectrum would provide a much better approximation to a typical pump laser spectrum (the Gaussian fit is seen to be very good over a range of more than 20 dB in Fig. 1), a simple attempt to improve the phase-diffusion model is to spectrally filter the laser spectrum (the Gaussian fit is seen to be very good over a range of more than 20 dB in Fig. 1), a simple attempt to improve the phase-diffusion model is to spectrally filter the output of the phase-diffusion model, with a function that reshapes the Lorentzian spectrum into a Gaussian spectrum. This is the approach considered here, outlined in further details in the following.

The phase-diffusion model consists in using the input field envelope given by [14, 15]

\[
A(0, T) = \sqrt{P(T)} \exp[i\delta(\omega)(T)]
\]

where \( \delta(\omega) \) is a small fluctuation with zero ensemble average, \( \langle \delta(\omega) \rangle = 0 \). \( P(T) \) is the power of the input quasi-CW (longer than picoseconds) or CW field. As described in more detail in Ref. [2] the random phase fluctuations can be seen as arising from a random fluctuation \( v_R \) of the CW frequency \( v_0 \), so that the instantaneous frequency \( v_i \) is [16]

\[
v_i = v_0 + \frac{1}{2\pi} \frac{d(\delta(\omega))}{dr} = v_0 + v_R(T).
\]

The phase fluctuation \( \delta(\omega)(T) \) is found from [16]

\[
\delta(\omega)(T) = 2\pi \int_{-\infty}^{\infty} v_R(\xi)d\xi.
\]

\( v_R(T) \) is modelled as Gaussian white noise, with zero mean and variance \( \sigma_{v_R}^2 \), where \( \sigma_{v_R}^2 \) can be shown to be related to the FWHM spectral linewidth of the input field spectrum, \( \Delta v_{\text{FWHM}} \), by [2]

\[
\sigma_{v_R}^2 = \frac{\Delta v_{\text{FWHM}} B}{2\pi},
\]

where \( B \) is the bandwidth of the spectral window used in the propagation simulation.

The above procedure is implemented in an algorithm (Matlab implementation freely available from the Author) which includes a random number generator to stochastically sample the frequency fluctuations \( v_R \), so that one obtains the input field envelope \( A_L(T) \) with a Lorentzian power spectrum \( |\tilde{A}_L(\omega)|^2 \),

\[
|\tilde{A}_L(\omega)|^2 = \frac{P_0 \Delta v_{\text{FWHM}}}{2\pi} \frac{1}{(v - v_0)^2 + (\Delta v_{\text{FWHM}}/2)^2},
\]
where $v_0$ is the center frequency of the spectrum and $P_{av}$ is the average power of the quasi-CW pulses or the CW field; either way $\tilde{A}_L(\omega)$ is normalized so that $\int_{0}^{\infty} |\tilde{A}_L(\omega)|^2 d\omega = P_{av}$. To reshape this into a Gaussian power spectrum $|\tilde{A}_G(\omega)|^2$ with the same average power,

$$|\tilde{A}_G(\omega)|^2 = P_{av} \frac{1}{\Delta \nu \sqrt{\pi}} \exp \left[ -\frac{(v - v_0)^2}{\Delta \nu^2} \right],$$

where $\Delta \nu = \Delta \nu_{\text{FWHM}}/[2\sqrt{\ln(2)}]$, one can simply take the output spectrum $\tilde{A}(\omega)$ from the phase-diffusion model and multiply it with the function

$$\frac{\tilde{A}_G(\omega)}{\tilde{A}_L(\omega)} = \frac{2 |\ln(2)|^{1/4}}{\Delta \nu_{\text{FWHM}}} \exp \left[ -\frac{1}{2} \frac{(v - v_0)^2}{\Delta \nu_{\text{FWHM}/}[2\sqrt{\ln(2)}]} \right] \sqrt{(v - v_0)^2 + (\Delta \nu_{\text{FWHM}}/2)^2}.$$

It must be noted that the Lorentzian spectrum from the phase-diffusion model can be reshaped into any arbitrary spectral form using the same method presented above; one does not necessarily have to reshape it into a Gaussian shape.

It should also be noted that even when one models a CW input field by setting $P(T)$ to a constant in Eq. (5), the frequency fluctuations inherent in the phase-diffusion model lead to significant temporal intensity fluctuations of the input field after an arbitrarily small propagation length in a dispersive medium. The model therefore does include fast temporal intensity fluctuations, which are known to exist in CW lasers [17]. Also, it was confirmed that the spectral filtering outlined above leads to temporal fluctuations of the input field intensity close to the temporal coherence time of the pump expected from the relation [9, 18] $\tau_c \approx 0.66/\Delta \nu_{\text{FWHM}}$, even before propagation.

To illustrate how the choice of input noise model influences the spectral broadening, Fig. 2 shows the calculated spectra after 36 cm of propagation using the same parameters as in Section 3.2, and using either the one-photon-per-mode model or the Gaussian spectrum phase-diffusion model. It is seen that when using the one-photon-per-mode model, the pump line remains narrow, and two side peaks appear on either side of the pump as a result of FWM growing from the background noise provided by the one-photon-per-mode input (seen as an almost horizontal feature of the input spectrum). When using the Gaussian input spectrum it is seen that the two side peaks do not appear at this propagation length because of too low initial spectral power at the wavelengths with maximum gain; instead, it is seen that there is a gradual broadening of the pump seeded by the finite spectral width of the pump.

Next, it is investigated whether using a finite spectral linewidth input leads to better agreement with experimental measurements, than the one-photon-per-mode model.

### 3. Validation of noise model

Simulations using either the one-photon-per-mode model, the Gaussian spectrum phase-diffusion model, or a combination of the two were performed using numerical parameters chosen as close as possible to three different sets of experimental conditions. The numerically calculated spectra were then compared with the experimentally measured spectra. The experimental conditions vary significantly in many parameters, but most importantly the pump spectral linewidth varies two orders of magnitude between the experiments.
3.1. 6 nm pump spectral linewidth

The first considered experimental setup consists of using a modelocked Yb fibre laser amplified in several stages to obtain 6.0 kW peak power pulses of 14.6 ps FWHM duration at 1066 nm coupled into the nonlinear fibre [19]. The pump spectral linewidth was estimated to ~6 nm FWHM, and the nonlinear fibre was a 22 cm long photonic crystal fiber (PCF) with pitch \(\Lambda = 3.79\ \mu m\), and relative hole size \(d/\Lambda = 0.79\).

The simulated spectra using the different input noise models are shown together with an experimentally measured spectrum in Fig. 3. It is seen that the one-photon-per-mode model leads to an output spectrum much narrower than the experimentally measured spectrum. Using the Gaussian spectrum phase noise model (either with or without an added one-photon-per-mode noise background) leads to a calculated spectrum much closer to the measured spectrum. Most noteworthy, the fall-off of the spectrum on the long-wavelength side is very similar to that of the measured spectrum; this indicates that the appearance of red-shifted solitons is modelled more accurately when using the Gaussian spectrum input. The appearance of red-shifted solitons is intimately linked to rogue waves, so this is a very important advantage of using the Gaussian spectrum input model. The notable difference in the location of the short-wavelength peak (measured: 644 nm; using Gaussian spectrum input: 770 nm) can be due to deviations in the PCF structure from uniformly distributed holes with perfect circular shape. These types of deviations (e.g. somewhat elliptically shaped holes) lead to a difference in dispersion profile between the theoretically calculated and the real dispersion profile, and leads to a shift of the short-wavelength peak [20].

It should be noted that no arbitrary offset-shifting has been made of the spectra presented in Fig. 3: the experimentally measured spectrum is shifted so that integrating over the plotted spectrum equals the average output power measured experimentally; the simulated spectra are shifted so that integrating over the input spectra equals the average input power. The normalizations of the measured and the simulated spectra were therefore completely independent from each other to give the most fair and un-biased comparison.
3.2. 0.7 nm pump spectral linewidth

The next considered experimental setup is presented in Ref. [6]: 10 W CW input at 1064 nm with 0.7 nm FWHM spectral width, coupled into a 400 m long PCF. The PCF dispersion parameters used for the simulation were obtained from a finite element method-calculated dispersion profile based on an SEM picture of the PCF cross-section, and found to be in excellent agreement with the measured dispersion of the PCF [21]. The simulations also included an experimentally measured wavelength-dependent loss profile of the PCF [21], which turned out to be crucial to obtain good agreement between the experimentally measured and the simulated output average power.

The measured and calculated spectra are shown together in Fig. 4. In this case it is also seen that using the one-photon-per-mode model leads to too little spectral broadening of the output, and that using the Gaussian input spectrum leads to a better agreement with the experimental measurement. However, it is seen that combining the Gaussian input spectrum with the one-photon-per-mode background leads to even better agreement with experiment. This is further explored in Section 4.

Again it should be noted that the measured and calculated spectra are normalized independently using the same procedure as in the previous section to give a fair and un-biased comparison.

3.3. 0.04 nm pump spectral linewidth

The final comparison is to the experimental setup described in Ref. [22]: 1 ns FWHM duration input pulses with 43 W peak power at 1064 nm and ~0.04 nm (10 GHz) FWHM spectral linewidth. The PCF is 3.9 m long, with structural parameters $\Lambda = 1.6 \, \mu m$, and $d/\Lambda = 0.875$, but the dispersion parameters are given in Ref. [7] for a reference wavelength of 835 nm, and were therefore simply converted to apply for a reference wavelength equal to the pump wavelength.
Fig. 4. Experimental measurement of output spectrum containing rogue waves, with 10 W CW pump and other parameters as presented in Ref. [6] (blue, solid). Simulated output spectra using either one-photon-per-mode input noise (green, dashed), Gaussian spectrum with phase noise (red, dotted), or a combination of the two noise models (cyan, dash-dotted). The simulated spectra are obtained by averaging over 50 simulations for all types of input noise, and afterwards smoothed by convolution with a 1 nm wide Gaussian function and down-sampling to 1001 points.

The measured and calculated spectra are shown together in Fig. 5. In this case the Gaussian input spectrum leads to a severe underestimation of the calculated spectral broadening, whereas the one-photon-per-mode model leads to reasonable agreement with the experiment. As in the previous two cases, the combination of Gaussian input spectrum and one-photon-per-mode background leads to the best agreement with the experiment.

The small Raman peak at $\lambda_s \sim 1116$ nm is clearly underestimated for all noise models. If the input power spectrum of the pump laser had a significant tail extending to $\lambda_s$ (e.g. due to amplified spontaneous emission or Raman gain inside the pump laser), this could lead to more calculated output power at $\lambda_s$, since the Raman peak grows as [12]

$$\frac{d|A(z, \lambda_s)|^2}{dz} = |A(z, \lambda_s)|^2|A(z, \lambda_p)|^2,$$

where $\lambda_p$ is the pump wavelength. A value of $|A(0, \lambda_s)|^2$ larger than that provided by the used input noise models would therefore result in an output power of the Raman peak, $|A(3.9 \text{ m}, \lambda_s)|^2$, closer to the experimentally measured. It is therefore possible that the Gaussian spectrum underestimates the spectral power at $\lambda_s$ in this case and that using an even more realistic input spectrum than the Gaussian would give a better prediction of the size of the Raman peak.

Since the average output power was not measured for this experiment [22], it was not possible to shift the measured spectrum so that integrating over the plotted spectrum equals the average output power measured experimentally; instead an arbitrary offset has been applied. All the simulated spectra have been normalized so that integrating over the input spectra equals the average input power, assuming a repetition rate of 10 kHz.
Fig. 5. Experimental measurement of output spectrum for parameters as presented in Ref. [22] (blue, solid). Simulated output spectra using either one-photon-per-mode input noise (green, dashed), Gaussian spectrum with phase noise (red, dotted), or a combination of the two noise models (cyan, dash-dotted). The simulated spectra are obtained by averaging over 10 simulations for all types of input noise, and afterwards smoothed by convolution with a 0.4 nm wide Gaussian function and down-sampling to 1001 points.

4. Discussion

The observations in the previous section can be summarized as follows.

For a narrow pump linewidth (0.04 nm) one obtains a reasonable agreement with experiment when using the one-photon-per-mode model. This is not surprising since the one-photon-per-mode model assumes an infinitesimally narrow input linewidth. Using a Gaussian input spectrum alone leads to very poor agreement with experiment for this narrow linewidth, because the FWM peaks in this case grow from the quantum noise background provided by the one-photon-per-mode model, but not by the Gaussian input spectrum alone. In this case the initial spectral broadening is therefore in principle similar to that seen in Fig. 2 (left).

For a broad pump linewidth (6 nm) there was found to be negligible difference between using the Gaussian input spectrum alone, or combining it with the one-photon-per-mode. This shows that in this case the spectral broadening initially grows as a gradual broadening of the pump, as in Fig. 2 (right), before the formation of red-shifting solitons. One can also view this as a case where the spectral broadening initially grows from laser noise (intensity fluctuations on the order of the coherence length), and where quantum noise has practically no influence.

For a “medium” width pump linewidth (0.7 nm) it was found that both quantum background noise and a Gaussian input spectrum should be included to obtain reasonable agreement with experiment. This can be explained further by comparing Figs. 2, left and right: the gradual broadening of the pump [Fig. 2 (right)] quickly leads to a spectrum overlapping with the region of gain for FWM [~1040–1090 nm, Fig. 2 (left)]. When using only the one-photon-per-mode model, FWM can only grow from the quantum noise background; when combining the one-photon-per-mode model with the Gaussian input spectrum, the FWM can grow from a combination of the quantum noise and the spectral power provided by the gradual broadening of the pump. This interesting case gives a deeper understanding of the FWM-process and its
dependence on the pump spectral linewidth.

5. Conclusions

In all three investigated cases, a combination of the Gaussian input spectrum with one-photon-per-mode background resulted in the best agreement with experimental measurements. It is therefore obvious to recommend that future investigations with supercontinuum modelling use this combined input noise model, especially since it is a simple matter of including one additional parameter (the pump spectral linewidth) in the simulations, once the algorithm is implemented (an example of a Matlab implementation of the algorithm is freely available from the Author).

The combined noise model should also be the preferred choice for future investigations of how rogue waves are formed. The rogue waves appear randomly because of the stochastic nature of the input noise, and it is therefore particularly important that one uses a noise model with the closest agreement to the physical reality.

The influence of the pump spectral linewidth on the spectral broadening process can also be examined using the combined noise model. One could also use the complete model of how laser noise arises in the pump [8, 9], but that is significantly more complicated than simply including the pump spectral linewidth as an additional parameter in the simulations and using the Gaussian input spectrum combined with one-photon-per-mode noise.

Finally, it is noted that the suggested model does not require the assumption of a Gaussian input spectrum. The procedure outlined in Section 2.2 can be equally well applied to shape the input spectrum into any arbitrary shape, e.g. sech^2[(\omega - \omega_0)/\Delta\omega], or an experimentally measured spectrum.
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