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ABSTRACT

Many change detection algorithms work by calculating the probability of change on a pixel-wise basis. This is a disadvantage since one is usually looking for regions of change, and such information is not used in pixel-wise classification — per definition. This issue becomes apparent in the face of noise, implying that the pixel-wise classifier is also noisy. There is thus a need for incorporating local homogeneity constraints into such a change detection framework. For this modelling task Markov Random Fields are suitable. Markov Random Fields have, however, previously been plagued by lack of efficient optimization methods or numerical solvers. We here address the issue of efficient incorporation of local homogeneity constraints into change detection algorithms. We do this by exploiting recent advances in graph based algorithms for Markov Random Fields. This is combined with an IR-MAD change detector, and demonstrated on real data with good results.

Index Terms— Change Detection, Markov Random Fields, Homogeneity Constraints, Graph Based Algorithms, IR-MAD.

1. INTRODUCTION

Remotely sensed Earth observation data are typically collected as reflection or emission of electromagnetic radiation from the surface of the Earth. The data are collected globally, usually in a digital image format, and cover the same geographical area after some period of time. For many Earth observation platforms data have been available for decades. Therefore one of the most important applications of this type of data is the study of spatio-temporal dynamics of the surface of the Earth related to areas such as agriculture, forestry, environment, oceanography, etc. Such studies include change detection over time in multi- and hyperspectral digital image data.

A large class of change detection methods works by calculating a statistical probability of change for each pixel, as seen in Figure 4. This has the disadvantage that in many applications one is looking for regions of change, and such information is, by definition, not used in pixel-wise classification. To elaborate, an underlying problem is that the probability distributions describing change and no-change have considerable ‘overlap’, and thus there is a lot of noise in the pixel-wise change detection result, as seen in Figure 5. In particular clearly defined regions of change are hard to identify. Therefore there is a need to incorporate a notion of local homogeneity in the modelling of the problem, i.e. the solution to the change detection should be made considering the fact that we expect homogenous regions, and thus a single pixel of change in a large region of no-change is very unlikely. This is the issue which we address here.

A good way of incorporating such homogeneity constraints into the modelling of the problem is via Markov Random Fields (MRF) cf. e.g. [1, 2]. MRFs have been used successfully to solve similar problems before, and they have a very well developed and understood underlying theory. This is what we propose doing here.

Previously, the problem using MRF for such tasks has been one of optimization, or numerically finding an optimal solution. Typically simulated annealing or other stochastic optimization techniques have been used. These methods are slow and seldom give the optimal result c.f. e.g. [3]. However, it was relatively recently discovered that graph based techniques could be used to solve these problems, yielding highly efficient algorithms achieving guaranteed optimal results in the two class case, cf. e.g. [4]. We therefore employ these methods in the present work. Doing so ensures that the results achieved are a result of one’s modelling of the problem, and are not influenced by stochastic artifacts due to the optimization method. This enables more rigorous experimentation with regularization parameters, e.g. in a regularization path framework [5, 6].

The use of such homogeneity constraints in change detection is ongoing work, and we aim to compare with many other probability functions, and extend to more than two classes (i.e. change vs. no-change). However, we feel that the results presented here are encouraging. We thus propose using the novel combination of the IR-MAD change detector with MRF, and to do it in an efficient way which is guaranteed to
achieve the optimum of the objective function. The obtained results are promising. Other change detection schemes based on MRF are [7, 8], which use automatic threshold selection and the expectation-maximization (EM) algorithm, [9], for unsupervised estimation of the statistics of the changed and unchanged pixels in the simple difference image.

2. MARKOV RANDOM FIELDS & CHANGE DETECTION

Pixel-wise change detection is based on; for each pixel, \( x_i \), calculating the probability, \( P_{image}(x_i) \), of change occurring in that pixel. Then if \( P_{image}(x_i) > 0.5 \) (or some other threshold) the pixel is classified as ‘change’. The pixel-wise probability measure, \( P_{image}(x_i) \), used here is from the so-called IR-MAD change detector [10, 11].

The MAD method is based on the established technique of canonical correlation analysis: for the multivariate data acquired at two points in time and covering the same geographical region, we calculate the canonical variates and subtract them from each other. These orthogonal differences contain maximum information on joint change in all variables (spectral bands). The change detected in this fashion is invariant to separate linear (affine) transformations in the originally measured variables at the two points in time, such as 1) changes in gain and offset in the measuring device used to acquire the data, 2) data normalization or calibration schemes that are linear (affine) in the gray values of the original variables, or 3) orthogonal or other affine transformations, such as principal component (PC) or maximum autocorrelation factor (MAF) transformations. The IR-MAD method first calculates ordinary canonical and original MAD variates. In the following iterations we apply different weights to the observations, large weights being assigned to observations that show little change, i.e., for which the sum of squared, standardized MAD variates is small, and small weights being assigned to observations for which the sum is large. Like the original MAD method, the iterative extension is invariant to linear (affine) transformations of the original variables.

The probability measure, \( P_{image}(x_i) \), can be combined with a homogeneity term or constraint in an MRF framework, as previously mentioned. We propose doing this by forming the following probability measure for all pixels, denoted \( x \):

\[
P(x) = \frac{1}{Z} \exp \left( \sum_i \left( \log(P_{image}(x_i)) + \beta \sum_{j \in N(x_i)} n_{ij} \right) \right)
\]

where \( Z \) is a normalization constant and \( n_{ij} \) is a function that is one if pixel \( x_i \) and \( x_j \) are assigned the same class\(^1\) and zero otherwise. The neighborhood, \( N(x_i) \), is here chosen to be a standard 4-neighborhood. This is the so-called Ising model [2], which was first used for describing magnetism in iron.

The \( \beta \) parameter\(^2\) determines the degree of regularization, see Figures 6 and 7.

In (1), which is an MRF, it is seen that the second term, i.e., \( \beta \sum_{j \in N(x_i)} n_{ij} \), is the homogeneity constraint. The \( n_{ij} \) are one if two neighboring pixels have the same class, and zero otherwise. It is seen that the probability of an image classification is in general increased if neighboring pixels are assigned the same class. This is again equivalent to a homogeneity term.

3. GRAPH BASED ALGORITHMS

![Illustration of a graph, representing an MRF. A MAP solution to the MRF can be found by calculating the minimal cut in this graph. The edges (black lines) are associated with a cost. After a minimal cut is found, pixel nodes in the same 'cut' as the source node, will be classified as 'change' pixels.](image)

Fig. 1. Illustration of a graph, representing an MRF. A MAP solution to the MRF can be found by calculating the minimal cut in this graph. The edges (black lines) are associated with a cost. After a minimal cut is found, pixel nodes in the same ‘cut’ as the source node, will be classified as ‘change’ pixels.

An efficient way of solving MRF such as in (1), is via graph cut algorithms, cf. e.g. [4]. If there are only two classes\(^3\) the problem can be cast as a graph problem as illustrated in Figure 1. This graph contains a node for each pixel as well as two extra nodes — the source and the sink. The edges of this graph contain the costs of (1). The costs associated with the edges between the pixel nodes are \( \beta \), thus capturing the second term of (1). The first term of (1), associated with \( P_{image}(x_i) \) is captured by the edges from the pixel nodes to the source and the sink.

It has been shown, [4], that finding the minimum cut of the graph illustrated in Figure 1, and described above, correspond to minimizing (1), thus solving the problem. A minimum cut is the partition of the graph (with the source and sink

\(^1\)Here there are two classes; change and no-change.

\(^2\)\( \beta \) should be nonnegative.

\(^3\)In case of more then two classes this method can be adapted via a so called \( \alpha \)-expansion.
in different partitions) such that the cost of the edges severed is minimal. Efficient algorithms exist for solving such minimal cost problems, making graph cuts an efficient method for solving this type of MRF.

4. EXPERIMENTAL RESULTS

To illustrate and validate our proposed approach, we applied it to two images of Thika, which lies to the immediate north of Nairobi, Kenya — see Figures 2 and 3. The images are 512 by 512 20 m pixels SPOT HRV multispectral data acquired on 5 Feb 1987 and 12 Feb 1989 respectively. The geographical region covered is an agricultural area with large scale pineapple (center and right), small scale coffee (left). The color encoding shows the photo-infrared band as red, red as green, and green as blue. The pixel-wise probability measure of change is illustrated in Figure 4, calculated via the IR-MAD change detector [10, 11]. The classical thresholded result is depicted in Figure 5, and the result of the proposed method is seen in Figures 6 and 7, with varying $\beta$ (i.e. strength of the homogeneity constraint). From these results it is seen that the proposed method works as expected, giving homogeneous and meaningful results. The effect of $\beta$ is also illustrated in Figures 6 and 7, where it is clearly seen that $\beta$ controls how homogeneous the result should be.

5. CONCLUSION

We have proposed using the novel combination of the IR-MAD change detector with MRF, and do it in an efficient way which is guaranteed to achieve the optimum of the objective function. This has been demonstrated to give good results, implying that MRFs are useful for this type of task.
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