Planck pre-launch status: The Planck mission

ABSTRACT

The European Space Agency’s Planck satellite, launched on 14 May 2009, is the third-generation space experiment in the field of cosmic microwave background (CMB) research. It will image the anisotropies of the CMB over the whole sky, with unprecedented sensitivity ($\sigma_{\ell} \sim 2 \times 10^{-6}$) and angular resolution ($\sim 5$ arcmin). Planck will provide a major source of information relevant to many fundamental cosmological problems and will test current theories of the Universe and the origin of structure. It will also address a wide range of areas of astrophysical research related to the Milky Way as well as external galaxies and clusters of galaxies. The ability of Planck to measure polarization across a wide frequency range (30–350 GHz), with high precision and accuracy, and over the whole sky, will provide unique insight, not only into specific cosmological questions, but also into the properties of the interstellar medium. This paper is part of a series which describes the technical capabilities of the Planck scientific payload. It is based on the knowledge gathered during the on-ground calibration campaigns of the major subsystems, principally its telescope and its two scientific instruments, and of tests at fully integrated satellite level. It represents the best estimate before launch of the technical performance that the satellite and its payload will achieve in flight. In this paper, we summarise the main elements of the payload performance, which is described in detail in the accompanying papers. In addition, we describe the satellite performance elements which are most relevant for science, and provide an overview of the plans for scientific operations and data analysis.
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1. Introduction

The Planck mission$^1$ was conceived in 1992, in the wake of the release of the results from the Cosmic Background Explorer (COBE) satellite (Boggess et al. 1992), notably the measurement by the FIRAS instrument of the shape of the spectrum of the cosmic microwave background (CMB), and the detection by the DMR instrument of the spatial anisotropies of the temperature of the CMB. The latter result in particular led to an explosion in the number of ground-based and suborbital experiments dedicated to mapping of the anisotropies, and to proposals for space experiments both in Europe and the USA.

The development of Planck began with two proposals presented to the European Space Agency (ESA) in May of 1993, for the COSmic Background Radiation Anisotropy Satellite (COBRAS, Mandolesi et al. 1993) and the SAtellite for Measurement of Background Anisotropies (SAMBA, Puget et al. 1993). Each of these proposed a payload formed by an offset Gregorian telescope focussing light from the sky onto an array of detectors (based on high electron mobility transistor [HEMT] low noise amplifiers for COBRAS and very low temperature bolometers for SAMBA) fed by corrugated horns. The two proposals were used by an ESA-led team to design a payload where a single COBRAS-like telescope fed two instruments, a COBRAS-like Low Frequency Instrument (LFI), and a SAMBA-like High Frequency Instrument (HFI) sharing a common focal plane. A period of study of this concept culminated in the selection by ESA in 1996 of the COBRAS/SAMBA satellite (described in the so-called “Redbook”, Bersanelli et al. 1996) into its programme of scientific satellites. At the time of selection the launch of COBRAS/SAMBA was expected to be in 2003. Shortly after the mission was approved, it was renamed in honor of the German scientist Max Planck (1858–1947), winner of the Nobel Prize for Physics in 1918.

Shortly after its selection, the development of Planck was joined with that of ESA’s Herschel Space Telescope, based on a number of potential commonalities, the most important of which was that both missions targeted orbits around the second Lagrangian point of the Sun-Earth system and could therefore share a single heavy launcher. In practice the joint development has meant that a single ESA engineering team has led the development of both satellites by a single industrial prime contractor, leading to the use of many identical hardware and software subsystems in both satellites, and a synergistic sharing of engineering skills and manpower. The industrial prime contractor, Thales Alenia Space France, was competitively selected in early 2001. Thales Alenia Space France was supported by two major subcontractors: Thales Alenia Space Italy for the service module of both Planck and Herschel, and EADS Astrium GmbH for the Herschel payload module, and by many other industrial subcontractors from all ESA member states. The development of the satellite has been regularly reported over the years, see e.g. Reix et al. (2007).

In early 1999, ESA selected two consortia of scientific institutes to provide the two Planck instruments which were part of the payload described in the Redbook: the LFI was developed by a consortium led by N. Mandolesi of the Istituto di Astrofisica Spaziale e Fisica Cosmica (CNR) in Bologna (Italy); and the HFI by a consortium led by J.-L. Puget of the Institut d’Astrophysique Spatiale (CNRS) in Orsay (France). More than 40 European institutes, and some from the USA, have collaborated on the development and testing of these instruments, and will continue to carry out their operation, as well as the ensuing data analysis and initial scientific exploitation (see also Appendix A).

In early 2000, ESA and the Danish National Space Institute (DNSI) signed a Letter of Agreement for the provision of the two reflectors that are used in the Planck telescope. DNSI led a consortium of Danish institutes, which together with ESA subcontracted the development of the Planck reflectors to EADS Astrium GmbH (Friedrichshafen, D), who have manufactured the reflectors using state-of-the-art carbon fibre technology.

The long development history of the Planck satellite (see Fig. 1) culminated with its successful launch on 14 May 2009.

This paper is not meant to describe in detail Planck’s scientific objectives or capabilities. A detailed and still quite up-to-date description of the Planck mission and, more specifically, of its scientific objectives was produced in 2005, the “Planck Bluebook” (Planck Collaboration 2005). This paper is meant to provide an update to the technical description of the payload in the Planck Bluebook, summarising the best knowledge available at the time of launch of the major scientifically relevant performance elements of the satellite and its payload, based on all the ground testing activities and extrapolation to flight conditions. It is part of a set of papers which details the payload performance and which will be referred to whenever

$^1$ Planck (http://www.esa.int/Planck) is a project of the European Space Agency – ESA – with instruments provided by two scientific consortia funded by ESA member states (in particular the lead countries: France and Italy) with contributions from NASA (USA), and telescope reflectors provided in a collaboration between ESA and a scientific Consortium led and funded by Denmark.
possible for detailed descriptions. In addition to a summary of the material presented in the accompanying papers, this one also includes a description of the scientifically relevant elements of the satellite performance, of its planned operations, and a brief overview of the “science ground segment”. The main accompanying papers, most of which are part of this special issue of Astronomy & Astrophysics, include:

- Tauber et al. (2010), describing the optical performance of the combined payload, i.e. telescope plus instruments;
- Mandolesi et al. (2010), describing programmatic aspects of the LFI and its development;
- Bersanelli et al. (2010), describing in detail the design of the LFI;
- Mennella et al. (2010), describing the test and calibration programme of the LFI at instrument and system levels prior to launch;
- Villa et al. (2010), describing the test and calibration of the LFI radiometer chains;
- Sandri et al. (2010), describing the design and test of the LFI optics;
- Leahy et al. (2010), describing the polarisation aspects of the LFI, and its expected performance in orbit;
- Lamarre et al. (2010), describing in detail the on-ground design, manufacture, test and performance of the HFI;
- Pajot et al. (2010), describing the test and calibration programme of the HFI prior to launch;
- Ade et al. (2010), describing the design, test and performance of the cryogenic elements of the HFI focal plane;
- Holmes et al. (2008), describing the design, manufacture and test of the HFI bolometers;
- Maffei et al. (2010), describing the design and test of the HFI optics;
- Rosset et al. (2010), describing the polarisation aspects of the HFI.

Fig. 1. The fully assembled Planck satellite a few days before integration into the Ariane 5 rocket. Herschel is visible by reflection on the primary reflector. Photo by A. Arts.

2. Satellite description

Figures 2 and 3 show the major elements and characteristics of the Planck satellite. Planck was designed, built and tested around two major modules:

1. a payload module (see Fig. 5) containing an off-axis telescope with a projected diameter of 1.5 m, focussing radiation from the sky onto a focal plane shared by detectors of the LFI and HFI, operating at 20 K and 0.1 K respectively; a telescope baffle that simultaneously provides stray-light shielding and radiative cooling; and three conical “V-groove” baffles that provide thermal and radiative insulation between the warm service module and the cold telescope and instruments.

2. a service module (see Fig. 6) containing all the warm electronics servicing instruments and satellite; and the solar panel providing electrical power. It also contains the cryo-coolers, the main on-board computer, the telecommand receivers and telemetry transmitters, and the attitude control system with its sensors and actuators.

The most relevant technical characteristics of the Planck spacecraft are detailed in Table 1.

2.1. Pointing

Planck spins at 1 rpm around the axis of symmetry of the solar panel. In flight, the solar panel can be pointed within a cone of 10° around the direction to the Sun; everything else is always in its shadow. The attitude control system relies principally on:

- Redundant star trackers as main sensors, and solar cells for rough guidance and anomaly detection. The star trackers contain CCDs which are read out in synchrony with the speed of the field-of-view across the sky to keep star images compact.
- Redundant sets of hydrazine 20 N thrusters for large manoeuvres and 1 N thrusters for fine manoeuvres.

An on-board computer dedicated to this task reads out the star trackers at a frequency of 4 Hz, and determines in real time the absolute pointing of the satellite based on a catalogue of bright stars. Manoeuvres are carried out as a sequence of 3 or 4 thrusts spaced in time by integer spin periods, whose duration is calculated on-board, with the objective to achieve the requested attitude with minimal excitation of nutation. There is no further active damping of nutation during periods of inertial pointing, i.e. between manoeuvres. The duration of a small manoeuvre typical of routine operations (2 arcmin) is ~5 min. Larger manoeuvres are achieved by a combination of thrusts using both 1 N and 20 N thrusters, and their duration can be considerable (up to several hours for manoeuvre amplitudes of several degrees). The attitudes measured on-board are further filtered on the ground to reconstruct with high accuracy the spacecraft attitude (or rather the star tracker reference frame). The star trackers and the instrumental field-of-view were aligned on the ground independently to the spacecraft reference frame; the resulting alignment accuracy between the star trackers and the instruments was of

2 In reality, Planck spins about its principal axis of inertia, which does not coincide exactly with the geometrical axis; this difference will evolve slowly during the mission due to fuel expenditure. After on-ground balancing, the difference (often called “wobble angle”) is predicted to be ~14 arcmins just after launch (mainly around the Y axis, see Fig. 3), and to vary between ~5 arcmins after the final injection manoeuvre into L2 (when most of the fuel has been expended), to ~+5 arcmin at end of the nominal mission lifetime.
0.19, far better than required. The angles between the star tracker frame and each of the detectors are determined in flight from observations of planets. Several bright planets drift through the field-of-view once every 6 months, providing many calibration points every year. There are many weaker point sources, both celestial and in the Solar System, which provide much more frequent though less accurate calibration tests. The in-flight pointing calibration is very robust vis-à-vis the expected thermoelastic deformations (which contribute a total of 0.14 arcmin to the total on-ground alignment budget). The most important pointing performance aspects, based on a realistic simulation using rather conservative parameter values, and tests of the attitude control system, are summarised in Table 2.

The 20 N thrusters are also used for orbit control manoeuvres during transfer to the final Planck orbit (two large manoeuvres planned) and for orbit maintenance (typically one manoeuvre per month). Most of the hydrazine thruster fuel that Planck carries is expended in the two large manoeuvres carried out during transfer, and a very minor amount is required for orbit maintenance.

2.2. Thermal design and the cryo-chain

The cryogenic temperatures required by the detectors are achieved through a combination of passive radiative cooling and three active refrigerators. The contrast between the high power dissipation in the warm service module (~1000 W at 300 K) and that at the coldest spot in the satellite (~100 nW at 0.1 K) are testimony to the extraordinary efficiency of the complex thermal system which has to achieve such disparate ends simultaneously while preserving a very high level of stability at the cold end.

The telescope baffle and V-groove shields (see Fig. 2) are key parts of the passive thermal system. The baffle (which also acts as a stray-light shield) is a high-efficiency radiator consisting of ~14 m² of open aluminium honeycomb coated with black cryogenic paint; the effective emissivity of this combination is very high (>0.9). The “V-grooves” are a set of three conical shields with an angle of 5° between adjacent shields; the surfaces (approx. 10 m² on each side) are specular (aluminum coating with an emissivity of ~0.045) except for the outer (~4.5 m²) area of the topmost V-groove which has the same high-emissivity coating as the baffle. This geometry provides highly efficient radiative coupling to cold space, and a high degree of thermal and radiative isolation between the warm spacecraft bus and the cold telescope, baffle, and instruments. The cooling provided by the passive system leads to a temperature of 40–45 K for the telescope baffle. Table 3 lists temperature ranges predicted in flight for various parts of the satellite, based on a thermo-mechanical model which has been correlated to test results; the uncertainty in the prediction for elements in the cold payload is of order (+0.5 K, −2 K).

The active refrigeration chain further reduces the detector temperatures to 20 K (LFI front-end low noise amplifiers) and 0.1 K (HFI bolometers) respectively. It is based on three distinct units working in series (see Fig. 7):

1. The hydrogen sorption cooler was designed and built expressly for Planck at NASA’s Jet Propulsion Laboratory
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Fig. 3. Engineering cross-sectional diagrams of Planck show its overall dimensions (in mm). The satellite spins around the vertical axis (+X), such that the solar array is always exposed to the Sun, and shields the payload from solar radiation. The shadow cone (±10°) is indicated in the left panel; the TM cone (±15°), i.e. the angle within which the medium-gain data transmission link to Earth can be maintained, is also indicated. Figures courtesy of Thales Alenia Space (France).

Table 1. Planck satellite characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>4.2 m</td>
</tr>
<tr>
<td>Height</td>
<td>4.2 m</td>
</tr>
<tr>
<td>Total mass at launch</td>
<td>1912 kg</td>
</tr>
<tr>
<td>Electrical power demand (avg)</td>
<td>1300 W</td>
</tr>
<tr>
<td>Operational lifetime</td>
<td>18 months</td>
</tr>
<tr>
<td>Spin rate</td>
<td>1 rpm</td>
</tr>
<tr>
<td>Max angle of spin axis to Sun</td>
<td>10°</td>
</tr>
<tr>
<td>Max angle of spin axis to Earth</td>
<td>15°</td>
</tr>
<tr>
<td>Angle between spin axis and telescope boresight</td>
<td>85°</td>
</tr>
<tr>
<td>On-board data storage capacity</td>
<td>32 Gbit</td>
</tr>
<tr>
<td>Data transmission rate to ground (max)</td>
<td>1.5 Mbps</td>
</tr>
<tr>
<td>Daily contact period</td>
<td>3 h</td>
</tr>
</tbody>
</table>

The Planck mission is defined by the solar array.

<table>
<thead>
<tr>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuel mass = 385 kg at launch; He mass = 7.7 kg</td>
</tr>
<tr>
<td>Instrument part: 685 W (Beginning of Life), 780 W (End of Life)</td>
</tr>
<tr>
<td>Plus a possible extension of one year</td>
</tr>
<tr>
<td>±0.6 arcmin/sec (changes due to manoeuvres)</td>
</tr>
<tr>
<td>Stability during inertial pointing ~ 6.5 × 10⁻³ rpm/h</td>
</tr>
<tr>
<td>To maintain the payload in the shade. Default angle is 7.5.</td>
</tr>
<tr>
<td>To allow communication to Earth</td>
</tr>
<tr>
<td>Max extent of FOV ~ 8°</td>
</tr>
<tr>
<td>Two redundant units (only one is operational at any time)</td>
</tr>
<tr>
<td>Within 15° of Earth, using a 35 m ground antenna</td>
</tr>
</tbody>
</table>

(USA) (Bhandari et al. 2004; Pearson et al. 2006); it directly cools the LFI low-noise amplifiers to their operating temperature while providing pre-cooling for the HFI cooler chain. The sorption cooler consists of two cold redundant units, each including a six-element sorption compressor and a Joule-Thomson (JT) expansion valve. Each element of the compressor is filled with hydride material (LaNi₄₋₇₈Sn₃₋₂₂) which alternately absorbs and releases hydrogen gas under control of a heat source. The cooler produces liquid hydrogen in two liquid-vapor heat-exchangers (LVHXs) whose temperatures are stabilized by hydrogen absorption into three compressor elements. LVHX1 provides pre-cooling for the HFI 4K cooler, while LVHX2 cools the LFI focal plane unit (FPU). The vapor pressure of the liquid hydrogen in the LVHXs is determined primarily by the absorption isotherms of the hydride material used in the compressor elements. Thus, the heat rejection temperature of the compressor elements determines the instrument temperatures. On the spacecraft the compressor rejects heat to a radiator to space with flight allowable temperatures between 262 and 282 K; the radiator is a single unit which couples the active and redundant sorption coolers via a network of heat pipes. The operating efficiency of the Planck sorption cooler depends on passive cooling by radiation to space, which is accomplished by heat exchange of the gas piping to the three V-groove radiators. The final V-groove is required to be between 45 and 60 K to provide the required cooling power for the two instruments. At the expected operating temperature of ~47 K, with a working pressure of 3.2 MPa, the two sorption coolers produce the 990 mW of required cooling power for the two instruments, with a margin of ~100 mW. The temperature in flight at the heat exchangers will be 17.5 K (LVHX1) and 19 K (LVHX2). LVHX2 is actively stabilised by a closed loop heat control; typical temperature fluctuation spectra are shown in Fig. 8.

2. The 4 K cooler is based on the closed circuit JT expansion of helium, driven by two mechanical compressors, one for the high pressure side and one for the low pressure side. A description of this system is given in Bradshaw et al. (1997). Similar compressors have already been used for active cooling at 70 K in space. The Planck 4 K cooler was initially developed under an ESA programme to provide 4 K cooling...
Fig. 4. Planck focal plane unit. The HFI array of feedhorns (identified by the blue circle) is located inside the ring formed by the LFI feed horns. The LFI focal plane structure (temperature ∼40 K) is attached by bipods to the telescope structure (temperature ∼40 K). Thermally isolating bipods are also used to mechanically mount the HFI external structure (temperature 4 K) to the LFI focal plane. The externally visible HFI horns are at a temperature of 4 K; behind the first horn is a second stage at 1.6 K containing filters, and behind these the bolometer mounts at 0.1 K.

with reduced vibration for the FIRST (now Herschel) satellite. For this reason the two compressors are mounted in a back-to-back configuration, which cancels most of the momentum transfer to the spacecraft. Furthermore, force transducers placed between the two compressors provide an error signal which is used by the drive electronics system to control the motion profile of the pistons up to the 7th harmonic of the base compressor frequency (∼40 Hz). The damping of vibration achieved by this system is more than two orders of magnitude at the base frequency and factors of a few at higher harmonics; the residual vibration levels will have a minor heating effect on the 100 mK stage, and negligible impact on the pointing. Pre-cooling of the helium is provided by the sorption cooler described above. The cold end of the cooler consists of a liquid helium reservoir located just behind the JT orifice. This cold tip is attached to the bottom of the 4 K box of the HFI FPU (see Fig. 7). It provides cooling for this screen and also pre-cooling for the gas in the dilution cooler pipe described later in this section. The margin between heat lift and heat load depends sensitively on the pre-cooling temperature provided by the sorption cooler at the LVHX1 interface. The temperature of LVHX1 is thus the most critical interface of the HFI cryogenic chain; system-level tests have shown that it is likely to be ∼17.5 K, about 2 K below the maximum requirement.

At this pre-cooling temperature the heat load is 10.6 mW and the heat lift is 16.1 mW for a compressor stroke amplitude of 3.5 mm (the maximum is 4.4 mm). The heat load of the 4 K cooler onto the sorption cooler is only 30 mW, a very small amount with respect to the heat lift of the sorption cooler (990 mW); thus there is little back reaction of the 4 K onto the sorption cooler.

3. The dilution cooler consists of two cooling stages in series, using 36 000 litres of Helium 4 and 12 000 litres of Helium 3 gas stored on-board in 4 high-pressure tanks. The first stage is based on JT expansion, and produces cooling for the 1.6 K screen of the FPU and for pre-cooling of the second stage cooler. The latter is based on a dilution cooler principle working at zero-G, which was invented and tested by A. Benoît (Benoît et al. 1997), and developed into a...
Table 2. Planck pointing performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small manoeuvre accuracy</td>
<td>&lt;0.4 arcmin</td>
</tr>
<tr>
<td>Residual nutation after manoeuvre</td>
<td>&lt;0.85 arcmin</td>
</tr>
<tr>
<td>Drift during inertial pointing</td>
<td>2.5–3.5 arcmin/24 h</td>
</tr>
<tr>
<td>Accuracy of on-ground determination of star tracker frame</td>
<td>&lt;0.07 arcmin 1σ, at 8 Hz</td>
</tr>
<tr>
<td>Star-tracker to detector bias determination accuracy</td>
<td>~5 arcsec 1σ, based on simulations of planet observations</td>
</tr>
</tbody>
</table>

A detailed description of the cooling system and its performance in flight will be prepared and published after the in-flight performance verification phase.

2.3. Instruments

The LFI (Bersanelli et al. 2010) is designed around 22 pseudo-correlation radiometers fed by corrugated feedhorns and orthomode transducers to separate two orthogonal linear polarisations. Each horn thus feeds two radiometers. The radiometers are based on front-end low noise amplifiers using indium-phosphide high electron mobility transistors, which process simultaneously the signal from the sky fed by the telescope, and the signal from stable blackbody reference loads located on the external body of the telescope, and are operated at a temperature of 100 mK which is required to deliver a very high sensitivity for the channels near the peak of the CMB spectrum (noise equivalent power around $10^{-17}$ W/√Hz), limited mostly by the background photon noise.

The HFI (Lamarre et al. 2010) is designed around 192 pseudo-correlation receivers, such as those used by LFI, exhibit gain and noise temperature fluctuations caused by the presence of traps in the semiconductor, resulting in a characteristic power spectral density $P(f) \propto 1/f^\beta$ with $\beta \approx 1$ (“1/f noise”). The noise power spectral density of the LFI post-detection differenced signal is well described by:

$$P(f) \approx \sigma^2 \left[ 1 + \left( \frac{f}{f_k} \right)^\beta \right],$$  

where $\sigma^2$ is the white noise limit and $f_k$ is the characteristic knee-frequency. Test results on the LFI show typical performance parameters of the instruments, as derived from ground testing, are summarized in Table 4.

Table 3. Planck temperature ranges.

<table>
<thead>
<tr>
<th>Element</th>
<th>$T_{\text{min}}$ (K)</th>
<th>$T_{\text{max}}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solar cells</td>
<td>378</td>
<td>382</td>
</tr>
<tr>
<td>Service module radiators</td>
<td>251</td>
<td>290</td>
</tr>
<tr>
<td>Sorption cooler warm radiator (active control)</td>
<td>262</td>
<td>260</td>
</tr>
<tr>
<td>Multi-layer insulation on Solar array</td>
<td>304</td>
<td>316</td>
</tr>
<tr>
<td>Multi-layer insulation on top of service module</td>
<td>198</td>
<td>287</td>
</tr>
<tr>
<td>Lower V-groove</td>
<td>111.9</td>
<td>152.6</td>
</tr>
<tr>
<td>Middle V-groove</td>
<td>76.4</td>
<td>91.6</td>
</tr>
<tr>
<td>Top V-groove</td>
<td>43.7</td>
<td>49.1</td>
</tr>
<tr>
<td>Sorption cooler interface on Top V-groove</td>
<td>44 (red.)</td>
<td>45.3 (nom.)</td>
</tr>
<tr>
<td>Primary reflector panel</td>
<td>38.3</td>
<td>43.8</td>
</tr>
<tr>
<td>Primary reflector</td>
<td>39.8</td>
<td>41.5</td>
</tr>
<tr>
<td>Secondary reflector</td>
<td>42.9</td>
<td>43.2</td>
</tr>
<tr>
<td>Bafile</td>
<td>42.3</td>
<td>44.0</td>
</tr>
</tbody>
</table>

Notes. (a) For each element listed, the min and max temperatures correspond to the coldest and warmest node in a thermal finite element model which has been correlated to the results of ground tests, where the model is run in a flight-like environment.

The frequency range of the two instruments together is designed to cover the peak of the CMB spectrum and to characterize the spectra of the main Galactic foregrounds (synchrotron and free-free emission at low frequencies, and dust emission at high frequencies). The LFI covers 30–70 GHz in three bands, and the HFI covers 100–857 GHz in six bands. The band centers are spaced approximately logarithmically. The main performance parameters of the instruments, as derived from ground testing, are summarized in Table 4.

In addition to the basic properties of each detector (Table 4), it is important to quantify their stability at various timescales, and the presence of non-white noise in the detector noise spectrum. These are described in the following sections.

2.3.1. Deviations from ideality in LFI

The LFI differential pseudo-correlation receiver scheme was designed to maximize stability and immunity to systematic effects of thermal or electrical origin (Bersanelli et al. 2010). The main sources of potential instabilities in the LFI signal are enumerated and briefly discussed below.

1. Low frequency noise intrinsic to the radiometers – HEMT low noise amplifiers, such as those used by LFI, exhibit gain and noise temperature fluctuations caused by the presence of traps in the semiconductor, resulting in a characteristic power spectral density $P(f) \propto 1/f^\beta$ with $\beta \approx 1$ (“1/f noise”). The noise power spectral density of the LFI post-detection differenced signal is well described by:

$$P(f) \approx \sigma^2 \left[ 1 + \left( \frac{f}{f_k} \right)^\beta \right].$$  

where $\sigma^2$ is the white noise limit and $f_k$ is the characteristic knee-frequency. Test results on the LFI show typical
values of \( f_k \sim 20 \, \text{mHz} \), i.e. well below the required level which was set taking into account the satellite spin rate, \( f_S \approx 17 \, \text{mHz} \), and the efficiency of destriping algorithms (Maino et al. 2002; Keihänen et al. 2005).

2. Radiometer thermal fluctuations – The LFI front-end is cooled to 20 K for optimal sensitivity of the indium phosphide cryogenic amplifiers. Fluctuations in the temperature of the 20 K cold end lead to perturbations of the radiometric differential signal through a complex transfer function which depends on the thermal susceptibility of the active and passive components in the LFI front-end modules and on the damping properties of the instrument thermal mass (Mennella et al. 2010). Stability requirements imposed on the 20K sorption cooler (see Fig. 8) lead to fluctuations in the raw data of \(<10–15 \, \mu \text{K} \) (peak-to-peak), which translates into a residual systematic effect at a level \(<1 \, \mu \text{K} \), estimated at the end of the mission after destriping. Similar requirements, though far less stringent, were imposed to the stability of the back-end modules where further RF amplification takes place.

3. Thermal fluctuations of the reference loads – Instabilities in the blackbody reference loads, connected to the HFI 4 K box, are directly transferred to the measured signals. Proportional-integral-derivative (PID) stabilisation applied to the HFI 4 K stage significantly reduces thermal fluctuations which are dominated by the 20 K pre-cooling interface. The effect has been calculated and eventually measured in the system level tests. The location of the PID on the 4 K stage leads to efficient damping for the 70 GHz reference loads (where an estimated level of the fluctuation spectrum below 10 \( \mu \text{K/ VHz} \) is reached). The 30 and 44 GHz reference loads are located further away from the PID source, and for them a similar damping level is not guaranteed. On time scales below the spin rate (1 min), the thermal fluctuations of the reference loads are below the 10 \( \mu \text{K/ VHz} \) requirement and do not contribute significantly to the noise in the differenced data. On longer time scales (~15 min), sorption cooler fluctuations on the HFI cold head induce periodic oscillations at the 4 K shield interface of order 5 mK (peak to peak) which propagate to the reference loads. The combination of the passive filtering due to the thermal inertia of the FPU itself and the action of the PID system completely suppress these oscillations in the 70 GHz loads, and reduce their amplitude to \(<1 \, \text{mK} \) in the 30 and 44 GHz loads. Simulations show that these fluctuations at low frequencies are efficiently erased by destriping techniques, leading to a residual effect on the maps of order 1 \( \mu \text{K} \). Furthermore, the temperatures of the reference loads are measured by thermometers to an accuracy level which allows the removal of the thermal fluctuation signal, using software based on a thermo-mechanical model which has been specifically developed to deal with this effect if needed.

4. Frequency spikes – The noise spectra of some LFI radiometers exhibit a few very narrow spikes at 1 Hz and harmonics, which are known to be due to a subtle disturbance from the housekeeping data acquisition performed by the data acquisition electronics. These artifacts are nearly identical in sky and reference samples, and are almost completely removed by the LFI differencing scheme (Meinhold et al. 2009). Simulations reproducing the effect in a full-sky observation with worst-case assumptions lead to a residual systematic effect of 0.4 \( \mu \text{K} \) (peak-to-peak). Despite the extremely low level of this effect, software tools have been developed to remove the disturbance from the limited number of channels.
Fig. 7. The top panel of this figure shows the distribution of the elements of the three active coolers in various parts of the satellite. (Top left) The whole cooling system is closely integrated into the satellite. The three other panels at top show the elements of the 20 K sorption cooler, 4 K cooler, and 0.1 K cooler. Most of the cooler hardware is located in the Service Module; they all transport cryogenic fluids to the payload module via piping which is intricately heat sunk to the V-grooves. Details of the cooler connections to the focal plane can be seen in the composite shown in the lower part of the figure. Figures courtesy of ESA, LFI, and HFI.

showing it, and have been tested on the full Planck system-level tests, yielding a reduction factor of ∼10. Part of the commissioning phase of Planck will include careful in-orbit characterization of the spikes to further optimize the tools. Monte Carlo testing of the LFI analysis pipeline includes simulations and removal of these spikes.
Table 4. Summary of Planck instrument performance in flight, as predicted from ground characterisation (Mennella et al. 2010; Lamarre et al. 2010)

<table>
<thead>
<tr>
<th>Instrument</th>
<th>LFI</th>
<th>HFI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center frequency [GHz]</td>
<td>30  44  70</td>
<td>100 143 217 353 545 857</td>
</tr>
<tr>
<td>Number of polarised detectors</td>
<td>4  6  12</td>
<td>8  8  8  8</td>
</tr>
<tr>
<td>Number of unpolarised detectors</td>
<td>4  4  4  4  4  4</td>
<td></td>
</tr>
<tr>
<td>Mean² FWHM (arcmin)</td>
<td>32.7 29.5 13.0</td>
<td>9.6 7.0 4.6 4.5 4.7 4.3</td>
</tr>
<tr>
<td>Mean’ ellipticity</td>
<td>1.36 1.50 1.27</td>
<td>1.17 1.05 1.11 1.13 1.03 1.04</td>
</tr>
<tr>
<td>Bandwidth (Δν, GHz)</td>
<td>4.5 4.1 12</td>
<td>32 45 68 104 174 258</td>
</tr>
<tr>
<td>ΔT/T per pixel (Stokes I)</td>
<td>3.3 5.2 8.9</td>
<td>3 2.2 4.8 2.0 150 6000</td>
</tr>
<tr>
<td>ΔT/T per pixel (Stokes Q &amp;U)</td>
<td>4.6 7.4 12.7</td>
<td>4.8 4.1 9 38</td>
</tr>
<tr>
<td>Point source sensitivity (1σ, mJy)</td>
<td>22 59 46</td>
<td>14 10 14 38 44 45</td>
</tr>
</tbody>
</table>

Notes. (a) For the LFI, the values shown correspond to the output of a linearly polarised differential radiometer; two such outputs, referred to as “detectors” in this paper, are supported by each horn. In fact each of the two radiometer outputs from one horn is built from the data acquired by two diodes, each of which are switched at high frequency between the sky and a blackbody load at 4 K (see Bersanelli et al. 2010). For the HFI, a (polarised) detector is taken to be the output of one of a pair of linearly polarised polarisation-sensitive bolometers; each horn contains one pair, i.e. two orthogonally-polarised detectors. Unpolarised spider-web bolometers are present in some of the horns, in these cases there is only one detector per horn. See Lamarre et al. (2010).

(b) Band-averaged, including polarised and unpolarised detectors, see Tauber et al. (2010).

(c) Band-averaged, including polarised and unpolarised detectors, see Tauber et al. (2010).

(d) In μK/K (thermodynamic temperature) for 15 months integration, 1σ, for square pixels whose sides are given in the row “Mean FWHM”. The instantaneous sensitivities used for these estimates are drawn from ground calibration, averaged for all detectors in each channel; for LFI the sensitivity is the mean of the two methods described in Mennella et al. (2010).

(e) (√2 × ΔT/T(I)).

(f) Not including background confusion. Estimates of confusion levels can be extracted from Leach et al. (2008).

Fig. 8. Measured temperature fluctuation spectra at the two heat exchangers of the 20 K sorption cooler. LVHX1 is the interface to HFI which provides pre-cooling to the 4K cooler; the level of fluctuations seen by the HFI focal plane unit is damped significantly by the intervening mechanical structure, and further reduced by active control of the 4K plate. LVHX2 is the interface to the LFI focal plane; when the temperature control loop is used (TSA: bottom panel), the level of fluctuations is significantly reduced.

2.3.2. Deviations from ideality in HFI

The bolometers and readout system of HFI are intrinsically extremely stable (Lamarre et al. 2010), and the main instabilities that will affect the HFI are of thermal origin. Stability requirements on the temperature of the different HFI stages, throughout the frequency range where useful scientific data from the sky are sampled (0.016 to 100 Hz), are set by the following requirements (details can be found in Lamarre et al. 2010):

- by design, fluctuations in the 100 mK stage (carrying the bolometers) should induce an extra noise less than 20% of the background photon noise on the bolometers
- similarly, fluctuations in the 1.6 and 4 K stages (containing filters and horns in the optical path), should induce emission leading to stray-light levels less than 20% of the noise of the whole detection chain for all channels.

To achieve these stringent goals, each thermal stage within HFI is actively controlled:

- The temperature of the 4 K box, containing the back-to-back horns coupling to the sky, is regulated by a PID servo system with a heating belt providing a temperature stability such that the power spectrum of the temperature fluctuations is lower than 10 μK/√Hz within the band of sampling frequencies where useful information from the sky resides (0.016 to 100 Hz).
- A PID servo system controls the stability of the 1.6 K screen of the FPU (to which the bandpass-defining filters are attached) with a stability requirement of 28 μK/√Hz (in the range of frequencies 0.016 to 100 Hz).
- The bolometer temperature of 100 mK provides for very high sensitivity, limited mostly by the background photon noise, with a noise equivalent power around 10^{-17}W/√Hz for the channels near the peak of the CMB spectrum. The required temperature stability for this stage is thus very stringent: 20 mK/√Hz in the sampling frequency range 0.016 to 100 Hz. This is achieved mostly through a passive thermal filter mounted between the dilution cooler’s cold tip and the bolometer optical plate. The mechanical link between these two stages is built out of a Holmium-Yttrium alloy which has a very high heat capacity in the 100 mK range, providing a thermal time constant of several hours between these stages.
In addition, two stages of PID regulation are included. The first is on the dilution cooler itself and it provides the long time stability. When no thermal perturbation is applied to the bolometer plate, this system provides the required stability. The stability at the lowest sampling frequencies (0.01 to 0.1 Hz) could be verified only marginally during system-level ground testing, because the thermal perturbations of the bolometer plate during the test were dominated by the dissipation of micro-vibrations due to the test tank environment. In the instrument-level tests, the heat input on the bolometer plate was around 10 nW with peaks at each filling of the liquid helium, creating drifts of a few μK over periods of a few hours. During the system-level tests the heat input from the facility was even larger (about 40 nW). The expected level in flight is less than 1 nW, caused by the bias current of the bolometer polarisation, and by Galactic cosmic rays deposited in the bolometer plate. The temperature fluctuations induced by these inputs should be negligible. The main temporary perturbations should instead come from solar flares: at most a few events are expected during the mission, which might lead to the loss of a few days of operations of the dilution cooler. A second PID temperature regulation is mounted on the bolometer plate itself but is only considered as a back up to the system described above and should not be needed in flight.

The instrument-level tests and system-level tests carried out have shown that the stability requirements are all satisfied (as described in detail in Lamarre et al. 2010; Pajot et al. 2010), although for the 100 mK stage the demonstration relies partly on analysis, as the level of micro-vibration of the test facilities did not allow to achieve flight-like thermal stability levels to be achieved (see Pajot et al. 2010), and therefore to measure reliable 1/f knee frequencies. The systematic effects due to temperature fluctuations are thus expected to be well below the noise and should not compromise the HFI sensitivity.

Additional systematic effects that are known to be significant for HFI include (more detailed descriptions are provided in Lamarre et al. 2010):

- **glitches** are due to cosmic rays entering the FPU through its metal box. The energy deposited in thermistors and radiation absorbers of bolometers are mostly above the noise and easily detected. They will be detected and removed during preprocessing of the detector signal time lines by well-known software methods, e.g. Tristram (2005). During ground testing, the rate of glitches did not exceed a few per hour, but up to several per minute are expected in flight.

- Some channels suffer from a random bi-stable noise known in pre-amplifiers as *telegaph* noise. In all observed cases, the level of this noise did not exceed the standard deviation of the white noise component of the signal, i.e. 0.1 to 0.2 μvolts rms. The number of affected channels varied after every disconnection and reconnection of the low temperature harness. During the final tests at system level, after which the harness has not been manipulated, only the 143-8 and the 545-3 SWB channels showed a significant level of telegraph noise. Algorithms for removing this source of noise have been developed and have been tested on simulated signals. The residual extra noise will have to be evaluated in flight, but there is confidence that this phenomenon has limited consequences on the final noise at low frequencies.

- The compressors of the 4 K cooler induce strong parasitic signals at the base frequency (∼40 Hz) and harmonics, through signals entering the FPU through its metal box. The energy deposited in thermistors and radiation absorbers is due to cosmic rays entering the FPU through its metal box. The energy deposited in thermistors and radiation absorbers of bolometers are mostly above the noise and easily detected. They will be detected and removed during preprocessing of the detector signal time lines by well-known software methods, e.g. Tristram (2005). During ground testing, the rate of glitches did not exceed a few per hour, but up to several per minute are expected in flight.

- Some channels suffer from a random bi-stable noise known in pre-amplifiers as "telegaph" noise. In all observed cases, the level of this noise did not exceed the standard deviation of the white noise component of the signal, i.e. 0.1 to 0.2 μvolts rms. The number of affected channels varied after every disconnection and reconnection of the low temperature harness. During the final tests at system level, after which the harness has not been manipulated, only the 143-8 and the 545-3 SWB channels showed a significant level of telegraph noise. Algorithms for removing this source of noise have been developed and have been tested on simulated signals. The residual extra noise will have to be evaluated in flight, but there is confidence that this phenomenon has limited consequences on the final noise at low frequencies.

- Lower energy cosmic rays and superthermal particles from the solar wind do not reach the focal plane.

---

2.4. Optics

A detailed description of the Planck telescope and the instrument optics is provided in Tauber et al. (2010), Sandri et al. (2010) and Maffei et al. (2010). The LFI horns are situated in a ring around the HFI, see Fig. 4. Each horn collects radiation from the telescope and feeds it to one or two detectors. As shown in Fig. 4 and Table 4, there are nine frequency bands, with central frequencies varying from 30 to 857 GHz. The lowest
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three frequency channels are covered by the LFI, and the highest six by HFI. All the detector optics are mono-mode, except for the two highest frequencies which are multi-modeled. The mean optical properties at each frequency are given in Table 4, as derived from ground measurements in combination with models extrapolating to flight conditions.

The arrangement of the detectors in the focal plane is designed to allow the measurement of polarisation parameters Stokes Q and U (see e.g. Couchot et al. 1999). Most horns contain two linearly polarised detectors whose principal planes of polarisation are very close to 90° apart on the sky. Two such horns, rotated by 45° with respect to each other, are placed consecutively along the path swept by the field-of-view (FOV) on the sky. This arrangement enables the measurement of the Stokes Q and U parameters by suitable addition and subtraction of the different detector outputs, and reduces spurious polarisation due to beam mismatches.

Uncertainties in the beam shape have a direct impact on the calibration of the temperature scale, which increases with decreasing angular scale. The knowledge of the beams achieved on the ground (Tauber et al. 2010) is close to, but not enough to achieve the calibration accuracy goals (1% at all multipoles up to 2000 in the 70–217 GHz frequency channels, and 3% at other frequencies). It will be supplemented with measurements of planets during flight (see Sect. 4.2).

Each linearly polarised detector is mainly (but not only) characterised by two parameters: the orientation on the sky of the principal plane of polarisation, and the cross-polar level (i.e. the sensitivity to radiation polarised orthogonally to the principal plane). Both these parameters have been measured on the ground, with accuracies described in Leahy et al. (2010) and Rosset et al. (2010); a summary for both instruments is provided in Tauber et al. 2010. These measurements will be complemented in flight with observations of a bright and strongly polarised source, the Crab Nebula (Tau A). This compact source has well-known polarisation characteristics whose knowledge is now being improved specifically for Planck (Aumont et al. 2010). The details of the polarisation measurement and calibration scheme are developed further in Leahy et al. (2010) and Rosset et al. (2010).

Other systematic effects related to the optics (described in greater detail by Tauber et al. 2010) include:

- stray-light originating in the CMB dipole is slowly varying and will be very effectively removed by data processing, e.g. destriping.
- stray-light originating from Galactic emission results in a significant signal level for temperature anisotropies, the main features of which have been extensively studied, and can be effectively detected and removed (Burigana et al. 2006). The level of polarised stray-light is much more difficult to predict but should also be at a controllable level (Hamaker & Leahy 2004).
- stray-light originating from solar system bodies is expected to be insignificant.
- fluctuating self-emission from satellite surfaces, mainly the telescope surfaces, is at a very low level and can be identified with the help of on-board thermometry.

2.5. On-board data acquisition, handling and transmission to ground

Data are acquired continuously by both instruments and delivered to a central solid-state memory, from which it is downlinked to ground during a daily contact period of 3 h at a rate of 1.5 Mbps via a medium-gain antenna which may be used within a ±15° Earth cone (see Fig. 2). The effective total real-time acquisition rate allocated to the two instruments is 130 kbps averaged over a full day (53.5 kbps allocated to LFI and 76.5 kbps to HFI). The minimum data sampling frequency of the Planck detectors is determined by the need to fully sample all beams in the along-scan direction. Using as guideline the 1-D Nyquist criterion, the beams should be sampled at least 2.3 times per FWHM. In the cross-scan direction, this is ensured by the manoeuvre step size of 2 arcmin (Sect. 3.3). Along the scan circle, the readout electronics, digitisation and on-board processing provide the required sampling as described below.

The data handling scheme for LFI is described in detail in Maris et al. (2009). For each detector, LFI samples both sky and reference load signals from each detector at ∼8.2 kHz, and then averages the samples down to 3 bins per beam FWHM. The analog-to-digital noise added in the process is negligible. The sky and reference load time-ordered data are then “mixed” to reduce variability due to correlated noise and drifts, and re-quantised to an equivalent6 σ/q ∼ 2 for the sky and reference recovered signals. This process adds less than 0.05% extra white noise (see Maris et al. 2004 for a description of the effects of quantisation on the noise distribution). Finally, the mixed and re-quantised time-ordered data are recoded using an adaptive lossless algorithm into packets of maximum capacity of 980 bytes equivalent to about 1172 compressed samples. Each packet is coded in such a way that decoding does not depend on any other packet. The on-board process is complicated but allows the recovery on the ground of both sky and reference load time-ordered data with negligible added noise. The average data rate for all LFI detectors resulting from this process is ∼49 kbps (including housekeeping telemetry).

The HFI scheme is based on sampling all detectors at a constant frequency of 180 Hz, which results in a beam sampling rate which varies from 2.2 at the 4 highest frequency channels, to 4.8 at 100 GHz. The samples are then quantised to σ/q ∼ 2, which adds an excess white noise of ∼1%. After lossless compression into packets of 254 consecutive samples, using an algorithm similar to that of LFI, the average data rate of all HFI detectors is ∼68 kbps (including housekeeping telemetry).

The total science data volume downlinked each day is thus ∼13 Gbit. The on-board memory has capacity to store at least 2 days of data in case one contact period is missed. Time stamping of LFI and HFI data acquisition is synchronised to a central on-board clock with a precision of 15 μs; the synchronisation of star tracker data is also based on the central clock so that the relative accuracy of sample location on the sky is extremely good. The on-board clock itself can be synchronised to ground (e.g. UT) during the ground visibility periods with high precision. Ground tests show that drifts during the non-visibility period are mostly correlated with thermal fluctuations and at a level below 0.1 μs per day.

2.6. Lifetime

The required lifetime of Planck in routine operations (i.e., excluding transfer to orbit, commissioning and performance verification phases which span ∼3 months in total) is 15 months, allowing it to complete two full surveys of the sky within that time.

6 σ is the rms of the samples being compressed, whereas q is the amplitude of the least significant bit in each compressed word. The value of q is set by telecommand only when needed to keep the total daily data volume of LFI within the allocated value.
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Fig. 10. An artist’s impression of Herschel and Planck in launch configuration, under the fairing of the Ariane 5 rocket. Planck is attached to the rocket interface by means of a ring-shaped clampband. A cylindrical structure surrounds Planck and supports Herschel. Figure courtesy of ESA (C. Carreau).

period. Its total lifetime is limited by the active coolers (see Sect. 3) required to operate the Planck detectors. In particular:

- the dilution cooler, which cools the Planck bolometers to 0.1 K, uses $^3$He and $^4$He gas which is stored in tanks and vented to space after the dilution process. System-level tests of the Planck satellite have verified that the tanks carry enough gas to provide an additional lifetime of between 11 and 15 months over the nominal lifetime, depending on the exact operating conditions found in flight.

- the lifetime of the hydrogen sorption refrigerator, which cools the Planck radiometers to 20 K and provides a first pre-cooling stage for the bolometer system, is limited by gradual degradation of the sorbent material. Two units fly on Planck: the first will allow completion of the nominal mission; the second will allow an additional 14 months of operation. A further increase of lifetime could be obtained, if needed, by heating the absorbing material to a high temperature (a process known as “regeneration”).

Overall, the cooling system lifetime will probably allow at least one additional year of operation beyond the current nominal mission span. Barring failures after launch, no other spacecraft or payload factors impose additional limitations. An additional year of lifetime increase would allow Planck to complete four full surveys of the sky instead of the nominal two surveys.

Such an extension of the Planck mission would provide improved calibration, control of systematic errors, and noise, leading to reduced uncertainties for many of Planck’s science goals and legacy surveys. These improvements will be particularly important for Planck’s polarisation products, for which noise, systematic errors, and foregrounds are all potentially limiting factors.

3. Operational plans

3.1. Launch, transfer, and final orbit

Planck was launched from the Centre Spatial Guyanais in Kourou (French Guyana) on 14 May 2009 at 13:12 UT, on an Ariane 5 ECA rocket of Arianespace7. ESA’s Herschel Space Telescope was launched on the same rocket, see Fig. 10. Approximately 26 min after launch, Herschel was released from the rocket at an altitude about 1200 km above Earth, and Planck followed suit 2.5 min later. The Ariane rocket placed Planck with excellent accuracy on a trajectory towards the 2nd Lagrangian point of the Earth-Sun system (“L2”) which is sketched in Fig. 118. The orbit describes a Lissajous trajectory around L2 with 6 month period that avoids crossing the Earth penumbra for at least 5 years.

After release from the rocket, three major manoeuvres were carried out to place Planck in its intended final orbit: the first, intended to correct for errors in the rocket injection, was executed within 2 days of launch; the second at mid-course to L2; and the third and major one to inject Planck into its final orbit. These manoeuvres took place on 9 June and 3 July, and they were carried out using Planck’s coarse (20 N) thrusters. Once in its final orbit, very small manoeuvres are required at approximately monthly intervals to keep Planck from drifting away from its intended path around L2.

Once in its final orbit, Planck will survey the sky continuously for a minimum of 15 months, allowing to survey the full sky without gaps. Fig. 11. The trajectory which transfers Planck from rocket release to its final orbit around the L2 point, in Earth centered coordinates. Five orbits around L2 are sketched. The orbital periodicity is ~6 months. The lunar orbit is indicated for reference; the Earth and Moon are not to scale. Figure courtesy of ESA (M. Hechler).

7 More information on the launch facility and the launcher is available at http://www.arianespace.com
8 The final orbit of Herschel around L2 is much larger than that of Planck, 900 000 km vs. 400 000 km maximum distance to the Earth-L2 line. Their transfer trajectories are therefore quite different.
Fig. 12. The left panel shows the predicted initial cool-down profiles of the temperature stages in the coolers. The plateau at 170 K is created by heating, to prevent outgassing from contaminating the reflector and focal plane surfaces. The model does not represent the cool-down profiles of the actively cooled stages accurately: the right panel shows the profile measured during on-ground tests, which is expected to be close to the in-flight profile. Figures courtesy of HFI (J.-L. Puget).

Sky at least twice. It will operate autonomously, driven from an on-board timeline which is uploaded daily during the 3 h period of contact with the ground. The contact period will also be used to downlink to ground the data which have been acquired over the past 24 h.

3.2. Payload commissioning and performance verification

Functional commissioning started immediately after launch, first addressing critical satellite subsystems, and secondly the payload. At the time this paper is being submitted for publication, the commissioning activities are completed, and all on-board systems are behaving nominally.

Initially, the telescope reflectors and the focal plane were heated to prevent contamination by outgassing from other payload elements. As soon as heating was removed (about two weeks after launch), the payload cooled radiatively rather quickly, see Fig. 12. During this phase, the cryo-chain was gradually turned on and commissioned. The temperature profile achieved during cool-down was also used to tune and evaluate the LFI’s radiometric performance. The coldest temperature of 0.1 K was reached about 50 days after launch. At this time a one month phase of activities started, dedicated to the optimisation of the settings of the cryo-chain and the two instruments. This phase culminated with a two-week period of observations mimicking routine surveying, after which small adjustments to the settings could have been made (but were not necessary), before the start of the survey phase.

3.3. Surveying strategy

After the initial commissioning and performance verification phases were completed, Planck started to survey the sky and was scheduled to do so during 15 months9. No interruptions or alterations in the scanning strategy need to be made for polarisation calibration or beam mapping, since the corresponding sources will anyway be observed. During this period the satellite moves in its orbit around L2 and L2 around the Sun. Its spin axis is actively displaced on the average 1° per day in ecliptic longitude to maintain its anti-Sun direction (see Fig. 13). The instrument Field-of-View rotates around the spin axis and will cover the full sky at least twice over within the nominal survey period.

General considerations on the exact choice of the path to be followed by the spin axis are described in Dupac & Tauber (2005) and Delabrouille et al. (2000). The cycloidal spin axis path selected allows Planck to maintain a constant aspect angle to the Sun and to cover the whole sky with each detector in the FOV. It is defined by the following functions10:

\begin{align*}
\lambda &= \theta \sin((-1)^n \omega (t - t_0) + \phi) \\
\beta &= -\theta \cos((-1)^n \omega (t - t_0) + \phi)
\end{align*}

where \( \lambda \) is the angular distance from the fiducial point in Ecliptic longitude, \( \beta \) the angular distance from the fiducial point (the anti-Sun direction) in Ecliptic latitude, \( \theta \) the spin axis precession

9 The satellite carries enough cryogens to allow an extra 12 months of operation.

10 These equations are not exactly followed by the mission planning software, which corrects for the variation of the Earth’s orbital speed on the path of the cycloid, but the differences are small enough to be negligible for the purpose of characterising the survey coverage.
amplitude, $\omega$ the pulsation of the precession, $\phi$ its phase, $n$ the parameter which controls the motion direction of the precession, $t$ is the time, and $t_0$ is the first time during the Planck survey at which the fiducial point crosses the 0° Ecliptic longitude line. The values of these parameters are – with the exception of $n$ and $\phi$ – independent of the launch date (see Table 5). The choice of $n$ and $\phi$ is made based on a tradeoff of the following criteria related to detector calibration:

- Allowing the largest possible difference between two successive sky surveys of the scan angle on the Crab, to improve the calibration of polarisation properties. The maximum possible difference is $15^\circ$ (determined by the Earth angle constraint). The selected scanning parameters result in an angle difference of $\sim 13.5^\circ$.
- Avoiding satellite orientations which would lead to very low amplitudes of the CMB dipole during parts of the survey, to improve the photometric calibration.
- Ensuring that when the brightest planets are observed (for beam calibration), there is sufficient operational margin to reobserve them in case of need.

The motion of the spin axis along its cycloidal path is not continuous, but achieved by manoeuvres whose amplitude is fixed to 2 arcmin. This step size has been set to ensure adequate sampling of even the smallest beams in the cross-scan direction. Between manoeuvres (whose typical duration is 5 min), the satellite spin axis is inertially stable, except for residual nutation and a drift due to solar pressure (estimated at 2.5–3.5 arcmin/day). As a consequence of the fixed size step manoeuvres and the orbital characteristics, the inertial dwell times vary sinusoidally with 6 month period between 2360 and 3904 s.

With this scanning strategy, and assuming no interruptions, the typical sky coverage that will be achieved is illustrated in Figs. 14 and 15, and quantified in Table 6 for representative frequencies. The range of coverage parameters found depends largely on the size of the circle; the difference between the 30 and 44 GHz horns being the largest as they are located at two extremes of the focal plane.

### 4. Calibration strategy

The calibration – conversion of raw data to physical units – requires specific measurements to be made, some of which can only be made on the ground, and some of which will be primarily, or at least partially, obtained in flight.

#### 4.1. On-ground calibrations

The calibration campaigns carried out on the ground and their results are described in detail in Pajot et al. (2010) (HFI), Mennella et al. (2010) (LFI), and Tauber et al. (2010) (Telescope). The results of these campaigns form a complete calibration set which is the basis for the performance estimates made in this paper. Some parts will be superseded by measurements in flight, but others cannot be improved in flight (though some may be verified in flight). The latter group includes:

1. The spectral response of each detector, the knowledge of which is described in Villa et al. (2010) (LFI) and Ade et al. (2010) (HFI).
2. The linearity of each detector, the knowledge of which is described in Villa et al. (2010) (LFI) and Pajot et al. (2010) (HFI).

#### 4.2. In-flight calibrations

In-flight calibrations are based on the observation of four distinct classes of sources:

- the so-called “CMB dipole”, i.e. the modulation of the CMB due to the motion of the solar system barycenter with respect to the cosmological comoving frame, has an amplitude of $\sim 3.4$ mK which is known to an accuracy of $\sim 0.3\%$ (Hinshaw et al. 2009); it is further modulated by the motion of the Earth around the Sun, with an amplitude ($\sim 10\%$ of the dipole itself) which can be very accurately calculated from the orbital velocity of the satellite with respect to the Earth (which can be estimated in flight with an accuracy better than 1 cm/s), and that of the Earth around the Sun (which is extremely accurately known). These variations are visible in the Planck time-ordered data at periods of one minute and 6 months respectively, and are sufficient to calibrate the responsivity to large-scale CMB emission of all Planck detectors up to 353 GHz with an accuracy better than 1% (see Bersanelli et al. 1997; Cappellini et al. 2003, for LFI, Piat et al. 2002, for HFI).

- at the highest frequencies of HFI, namely 545 and 857 GHz, the CMB dipole signal is too faint to be a good photometric calibrator. Instead the $\sim 7^\circ$ resolution maps obtained by the Far-Infrared Absolute Spectrometer (FIRAS) instrument on board COBE of emission from the Galactic Plane will be used as a calibrator. Detailed simulations which take into account various significant effects, i.e. the precision of COBE/FIRAS measurements, the emission spectrum of the Galactic Plane and its knowledge, the stability of the HFI detectors over one week period (needed to sweep over the extent of the FIRAS resolution) and the ability to monitor this stability using celestial sources, leads to an expected absolute accuracy better than $\sim 3\%$ (Piat et al. 2002).

- Observations of bright planets (in effect the brightest point sources in the Planck sky) will be used (as outlined in

### Table 6. Sky coverage (15 months survey, average per frequency).

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>Mean$^a$ (s/sq. deg.)</th>
<th>Low$^b$ (%)</th>
<th>High$^c$ (%)</th>
<th>Deep$^d$ (%)</th>
<th>Pol. Stat.$^e$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>953</td>
<td>4.5</td>
<td>1.7</td>
<td>0.42</td>
<td>0.8</td>
</tr>
<tr>
<td>44</td>
<td>953</td>
<td>3.3</td>
<td>1.5</td>
<td>0.28</td>
<td>3.7</td>
</tr>
<tr>
<td>100</td>
<td>953</td>
<td>4.3</td>
<td>1.5</td>
<td>0.41</td>
<td>0.61</td>
</tr>
<tr>
<td>353</td>
<td>953</td>
<td>4.3</td>
<td>1.2</td>
<td>0.37</td>
<td>0.10</td>
</tr>
</tbody>
</table>

**Notes.**

- (a) Integration time per square degree for typical channels.
- (b) Fraction of the sky with integration time lower than one-half the mean value.
- (c) Fraction of the sky with integration time higher than four times the mean value.
- (d) Fraction of the sky with integration time higher than nine times the mean value.
- (e) Fraction of the sky which has a high spread of scanning angles, for all detectors at each frequency.

The value is based on dividing the 2$\pi$ range of angles into 16 bins; for a pixel on the sky, the spread is considered high if there are samples in at least 5 bins. More details are available in Dupac & Tauber (2005).
Fig. 14. Left panel: coverage map achieved after 15 months of survey at 100 GHz, in units of integration time (blue to red color scale corresponds to 350 to 7000 s/deg²). The map is a Mollweide projection of the whole sky in Galactic coordinates, pixelised according to the Healpix (Górski et al. 2005) scheme at Nside = 1024. This map is typical of the coverage at all frequencies; the shape of the high-integration regions around the ecliptic poles changes slightly with frequency, as illustrated in Fig. 15. For comparison, in the right panel is shown a map of IRAS 100 μm emission, showing the typical extent of Galactic dust emission; it also shows that the Planck “deep fields” are not the cleanest in terms of diffuse Galactic emission. Figures courtesy of ESA (X. Dupac).

Fig. 15. Coverage map near the North ecliptic pole, achieved after 15 months of survey at 70 GHz (left) and 217 GHz (right), in units of integration time (blue to red color scale corresponds to 378/356 to 15 000 s/deg² for 70/217 GHz respectively). The horizontal extent of the maps is 63° at 70 GHz and 72° at 217 GHz (the angular separation between radial lines from the ecliptic pole is 10°). The figure illustrates how the shape of the highest integration areas narrows and rotates with frequency. Figures courtesy of ESA (X. Dupac).

Tauber et al. 2010 and described in detail most recently in Huffenberger et al. 2010 to:

– map the angular response of each detector. For this purpose Jupiter and Mars are especially important. In the worst case analysed, using no information about the optics except the measurement of planets, Huffenberger et al. (2010) find that a single transit of Jupiter across the focal plane will measure the beam transfer functions to better than 0.3% for the channels at 100–217 GHz which are the most sensitive to the CMB.
– determine the focal plane geometry, i.e. the relative location of all detectors on the sky.
– Determine the time response (long-timescale component) of the HFI detectors.

The planets will be observed without any interruption or indeed modification of the routine scanning strategy; about one week of time is needed to scan the full FOV across a planet. Each planet is encountered at least once in each full sky survey; successive observations will be used to improve the determination of the above parameters and assess any possible long-term drifts.

– Bright polarised point sources (mainly Taurus A – the Crab) will be used to determine the absolute orientation of the principal angle of polarisation and the cross-polarisation level of each Planck detector. The relative angle can be determined by observation of regions of brightly polarised foreground emission at high ecliptic latitudes (which are observed many times with a wide range of scan angles). Some further details of the calibration scheme and its accuracy are described in Tauber et al. (2010) and Leahy et al. (2010).

The Planck thermal model will be used to predict temperatures and thermal fluctuation levels at all critical locations in the focal plane (e.g. detectors, filters, reference loads, etc) based on the available on-board thermometry, and is a required element of the calibration process. It consists of two distinct models: one addressing the large-scale quasi-static heat flows, which is used mainly for cool-down and warm-up predictions; and one which models the actively cooled elements. Both have been correlated extensively with ground measurements, and modified accordingly. Since the ground test environments can never fully mimic the flight situation, these models will be re-correlated during the early phases of operations, and a publication describing the results will be produced at that time.

5. The “scientific ground segment”

The ground operations of the Planck satellite are based on 4 geographically distributed centres (see Fig. 16):

– The mission operations centre (MOC), located at ESA’s operations centre in Darmstadt (Germany), is responsible for all aspects of flight control and of the health and safety of the Planck satellite, including both instruments. It plans and executes all necessary satellite activities, including instrument commanding requests by the instrument operations centres. MOC communicates with the satellite using ESA’s 35-m antenna located in New Norcia (Australia) over a daily 3-h period, during which it uplinks a scheduled activity timeline which is autonomously executed by the satellite, and downlinks the science and housekeeping (HK) data acquired by
The principal objective of Planck is to enable CMB-based scientific analysis, as described in the Planck Bluebook. The success of the mission depends on the combination of measurements from both instruments to produce a sensitive and well-calibrated set of products. The iterative data processing outlined above will gradually yield a mature set of scientific products which will be delivered by the DPCs to ESA 2 years after the end of the baseline surveying period of 15 months. The data products, which will be distributed to the community via an online archive developed by ESA about 3.5 years after launch (i.e. in November 2012), will consist of:

- Calibrated and cleaned time-ordered data for each detector.
- Maps of the whole sky at each Planck frequency. This is the main product of the mission.
- All-sky Stokes I, Q, and U maps of the CMB anisotropies.
- All-sky Stokes I, Q, and U maps of a set of non-CMB components, the exact definition of which is still open, but which will contain at least Galactic synchrotron, free-free, and dust emission; and most likely also the diffuse (unresolved) Sunyaev-Zeldovich and extragalactic background.
- An all-sky catalogue of compact and point sources extracted from the Planck sky maps. These sources will include both Galactic and extra-galactic sources. Of particular interest among the extra-galactic sources will be those detected via the signature of the Sunyaev-Zeldovich effect.
- A sufficient set of information and data which allows the products to be usable by a typical astronomer, e.g. calibration data, uncertainty descriptors, likelihood functions, ancillary data used in the product generation, descriptive documentation, etc.

In addition to the above products, an Early Release Compact Source Catalogue (ERCSC) will be released to the community ~19 months after launch, which is targeted to identification and quick follow-up of scientifically interesting objects, in particular by the limited-lifetime Herschel Observatory. The ERCSC will be based on the data gathered during the first sky survey only, and the detection algorithm will emphasize reliability of the included sources rather than completeness. The algorithm will not attempt to use any channel cross-correlation information, except in the case of two particular classes of sources which are of particular interest for Herschel follow-up and which will be identified on specific color criteria, namely Galactic cold cores and extragalactic Sunyaev-Zeldovich sources. The typical

11 If the Planck mission is extended by a year, the first delivery of products based on the initial period will be followed by a second delivery, one year later, of products based on the full data set.

12 See http://www.esa.int/Herschel
flux limit of the ERCSC at high Galactic latitudes will be \( \sim 10\sigma \) of the noise or confusion level (see Table 4).

6. The core scientific programme

The organisation of the Planck Collaboration (see Appendix A) is geared not only to generate the final scientific products described in Sect. 5, but also to enable scientific analysis during the proprietary period. The science potential of Planck has been described previously in detail in the Planck Bluebook. The Planck Collaboration is focusing its efforts into a number of areas each covering a set of well defined projects (as enumerated below). Each of the projects has been assigned to a specific team of people within the overall Collaboration. In most cases a substantial amount of preparatory work has been done by these teams so that scientific papers can be completed by the time that the products of Planck are publicly released. Together, these projects form the core of the Planck Scientific Programme:

1. CMB-based cosmology
   (a) Analysis of the isotropy and statistics of the CMB anisotropies, in particular by
      - blind application of a range of statistical tools to the CMB maps;
      - investigation of the large-scale “anomalies” suspected in the WMAP data;
      - investigation of large-scale “anomalies” in Planck polarization maps.
   (b) Estimation of the temperature and polarisation angular power spectra and likelihood functions
   (c) Estimation of cosmological parameters, based on
      - Planck data alone
      - Planck data and constraints from other astrophysical data. Special attention will be paid to constraints which can be put on inflationary models.
   (d) Search for and constraints on B-mode polarisation anisotropies.
   (e) Determination of the gravitational lensing signatures in the CMB caused by intervening large-scale structure.

2. Non-Gaussianity of the CMB
   (a) Bispectrum analysis and constraints on the \( f_{NL} \) parameter for “squeezed” triangular wave vector shapes and of more general forms of non-Gaussianity.
   (b) Testing any measured non-Gaussianity against the predictions of specific inflationary models (e.g. multi-field inflation, curvaton perturbations, DBI inflation etc.).
   (c) Measuring or setting upper limits on the existence and strength of primordial magnetic fields.
   (d) Probing the geometry and topology of the Universe, by testing against the predictions of specific models such as Bianchi universes.
   (e) Testing for the presence of cosmic strings or other classes of defects.

3. Secondary anisotropies
   (a) Production and analysis of a catalogue of Sunyaev-Zeldovich (SZ) sources detected by Planck.
   (b) Analysis of the combination of Planck SZ-selected galaxy clusters with a wide range of other observations (X-ray, optical, near-IR, sub-mm), either from existing surveys or by dedicated follow-up, to study their physics and evolution.
   (c) Reconstruction of the ionisation history of the Universe.
   (d) Estimation of the Integrated Sachs-Wolfe effect and its constraints on cosmological parameters e.g. the dark energy equation of state.
   (e) Extraction and analysis of diffuse and kinetic Sunyaev-Zeldovich components.

4. Extragalactic sources
   (a) Analysis of the statistical properties and evolution of radio and sub-mm sources, and their classification into dominant populations
   (b) Survey of extragalactic radio sources, i.e. those with unusual, sharply peaked, or inverted spectra.
   (c) Construction and analysis of a catalogue of quasars and BL Lac objects, combining Planck data with data from a wide variety of other wavelengths. Specific effort is being made to detect flaring sources and follow them up quickly with ground facilities.
   (d) Construction and analysis of a catalogue of nearby galaxies, and the detailed study of a small number of resolved galaxies (LMC, SMC, M 31, M 33).
   (e) All-sky survey and analysis of bright high-redshift dusty galaxies, and possibly proto-clusters.
   (f) Extraction of the cosmic far-infrared background believed to consist of unresolved galaxies, and analysis of the angular power spectra of this component.

5. Galactic science
   (a) Construction of a model of the large scale ordered magnetic field in the Galaxy, based on the polarised Planck maps.
   (b) Study of the diffuse warm ionized gas in the Galaxy, based on the Planck map of free-free emission.
   (c) Reconstruction of the Galacto-centric distribution of emission of the different phases of the interstellar medium in the Galaxy (H\(_2\), HI, H\(^+\)), by correlation of the Planck maps to tracers of each phase.
   (d) Study of the diffuse synchrotron emission from the Galaxy, in particular its spectrum and its spatial structure.
   (e) Study of the physical characteristics of the circumstellar environment of various types of stellar objects in the final phases of their evolution.
   (f) Construction and analysis of a catalogue of compact and ultra-compact HII regions and massive young stellar objects.
   (g) Construction and analysis of a catalogue of cold pre-stellar cores in the Galaxy.
   (h) Study of the spectral energy distributions of Supernova Remnants across the Planck bands.
   (i) Study of the spatial and spectral distribution of thermal dust polarisation to elucidate the nature of dust in the various phases of the interstellar medium.
   (j) Establishment of the spatial and spectral properties of the anomalous emission so far attributed to spinning dust particles.
   (k) Combination of Planck maps with lower frequency large-scale ground-based surveys to study the relationships between the various phases of the Galactic interstellar medium (atomic, molecular, ionized, relativistic, magnetic, etc.).
   (l) Study of the properties of dust in regions at high Galactic latitudes and in intermediate and high velocity clouds, using the Planck data in combination with other tracers such as HI, IRAS/IRIS etc.
   (m) Study of the Planck maps to determine the structure and distribution of mass in molecular clouds.
6. Solar System science

(a) Extraction and analysis of the zodiacal light emission, and constraints on dust properties and content within the solar system.

(b) Detection and analysis of the emission from several classes of objects, such as main belt asteroids, planets, and comets.

It is expected that the above projects will result in around 40 scientific papers which will be submitted for publication at the time when the final scientific products are released to the community.

7. Conclusions

This paper summarises the performance of Planck at the time of launch in the areas most relevant for scientific analysis of the Planck data. It also outlines the main elements of its scientific operations and data analysis. Detailed descriptions of aspects of the payload are provided in accompanying papers in this issue. It can be concluded that:

1. The major elements of satellite and payload performance fulfill the original technical requirements.
2. The ground segment is ready for operations.
3. The Planck Collaboration is ready for scientific analysis.

After a flawless launch, Planck is now in its final orbit and has started routine surveying of the sky. There is every expectation that in-flight commissioning and performance verification activities will confirm the performance outlined here.
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Appendix A: The Planck Scientific Collaboration

The Planck Scientific Collaboration consists of all the scientists which have contributed to the development of the Planck mission, and who will participate in the scientific exploitation of the Planck data during the proprietary period, which nominally ends with the release of the scientific products to the community 3.5 yr after launch, i.e. in January 2013. They are members of one or more among four Consortia of scientists:

1. The LFI Consortium, Principal Investigator N. Mandolesi of the Istituto di Astrofisica Spaziale e Fisica Cosmica (Bologna, Italy), includes the following participating institutes:
   - ASI - Agenzia Spaziale Italiana, Roma (Italy)
   - CNR - Istituto di Fisica del Plasma, Milano (Italy)
   - Centre d’Étude Spatial des Rayonnements, Toulouse (France)
   - Computational Research Division, LBNL, Berkeley CA (USA)
   - Danish Space Research Institute, Copenhagen (DK)
   - DICOM, Universidad de Cantabria, Santander (Spain)
   - Haverford College, Haverford PA (USA)
   - Helsinki Institute of Physics, Helsinki (Finland)
   - INAF - IASF-Bo, Bologna (Italy)
   - INAF - IASF-Mi Milano (Italy)
   - INAF - Istituto di Radioastronomia (Italy)
   - INAF - Osservatorio Astronomico di Arcetri, Firenze (Italy)
   - INAF - Osservatorio Astronomico di Bologna, Bologna (Italy)
   - INAF - Oss. Astronomico di Padova, Padova (Italy)
   - INAF - Oss. Astronomico di Trieste, Trieste (Italy)
   - INFN - sezione di Trieste, Trieste (Italy)
   - INFN - sezione di Tor Vergata, Roma (Italy)
   - Institute for Space Science, Bucharest-Magurele (Romania)
   - Instituto de Fisica, Universidad de Cantabria, Santander (Spain)
   - Institute of Theoretical Astrophysics, University of Oslo (Norway)
   - Instituto de Astrofisica de Canarias (Spain)
   - Integral Science Data Centre, University of Geneva, Versoix (Switzerland)
   - Jet Propulsion Laboratory, Pasadena (USA)
   - Jodrell Bank Centre for Astrophysics, The University of Manchester, Manchester (UK)
   - Lawrence Berkeley National Laboratory, Berkeley (USA)
   - Metsähovi Radio Observatory, Helsinki (Finland)
   - MilliUliTT Information Technology, Espoo (Finland)
   - Max-Planck Institut für Astrophysik, Garching (Germany)
   - National Radio Astronomy Observatory, Charlottesville VI (USA)
   - Research and Scientific Support Dpt, European Space Agency -ESTEC, Noordwijk (The Netherlands)
   - SISSA/ISAS - Astrophysics Sector, Trieste (Italy)
   - Space Sciences Laboratory, University of California, Berkeley (USA)
   - Università degli Studi di Milano - Dipartimento di Fisica, Milano (Italy)
   - Università degli Studi di Roma Padova - Dipartimento di Fisica, Padova (Italy)
   - Università degli Studi di Roma “Tor Vergata” - Dipartimento di Fisica, Roma (Italy)
   - Università degli Studi di Trieste - Dipartimento di Fisica, Trieste (Italy)
   - University of British Columbia, Vancouver (Canada)
2. The HFI Consortium, Principal Investigator J.-L. Puget of the Institut d’Astrophysique de Paris (Paris, France), includes the following participating institutes:

- University of California at Berkeley, Physics Department, Berkeley (USA)
- University of California at Santa Barbara, Physics Department, Santa Barbara (USA)
- University of Helsinki, Physics Department, Helsinki (Finland)
- University of Oxford, Nuclear and Astrophysics Laboratory, Oxford (UK)
- Cardiff University, School of Physics and Astronomy, UK
- CEA, CE Saclay, IRFU/Service de Physique des Particules, Gif-sur-Yvette, France
- Dipartimento di Fisica, Università La Sapienza, Roma, Italy
- CESR, Centre d’Étude Spatial des Rayonnements, CNRS, Toulouse, France
- CNES, Paris, France
- CNES, Toulouse, France
- Department of Experimental Physics, National University of Ireland (NUI), Maynooth, Ireland
- Department of Physics (Cavendish Laboratory), University of Cambridge, UK
- Department of Physics, California Institute of Technology, Pasadena, USA
- European Space Agency - ESTEC, Astrophysics Division, Noordwijk, The Netherlands
- European Space Astronomy Centre, Villanueva de la Cañada, Madrid, Spain
- IAS, Institut d’Astrophysique Spatiale, CNRS & Université Paris 11, Orsay, France
- IAP, Institut d’Astrophysique de Paris, CNRS, Paris, France
- Institut Néel, CNRS, Univ. Joseph Fourier Grenoble I, Grenoble, France
- Institute of Astronomy, University of Cambridge, Madingley Road, Cambridge CB3 OHA, UK
- Institute of Radiophysics and Electronics, NAS of Ukraine, Kharkov, Ukraine
- Jet Propulsion Laboratory, California Institute of Technology, Pasadena, USA
- Kavli Institute for Particle Astrophysics and Cosmology and Department of Physics, Stanford University, Stanford, USA
- Laboratoire d’Astrophysique et Cosmologie (APC), CNRS & Université Paris Diderot - Paris 7, Paris, France
- Laboratoire d’Astrophysique de Grenoble (CNRS, UMR 5571) 414 rue de la piscine, Grenoble, France
- LAL, Laboratoire de l’Accélérateur Linéaire, CNRS & Université Paris 11, Orsay, France
- Laboratoire de Physique Subatomique et de Cosmologie (LPSC), Univ. Joseph Fourier Grenoble I, CNRS/IN2P3, Institut National Polytechnique de Grenoble, Grenoble, France
- LERMA, CNRS, Observatoire de Paris, Paris, France
- Optical Science Centre, University College London (UCL), London, UK
- Princeton University, Department of Physics, Joseph Henry Laboratory, USA
- Royal Observatory Edinburgh, Edinburgh, UK
- STFC, Rutherford Appleton Laboratory, Harwell Science and Innovation Campus, Didcot, UK
- SUPA, Institute of Astronomy, University of Edinburgh, Edinburgh, UK
- The University of Manchester, JBCA, School of Physics and Astronomy, UK

3. The DK–Planck Consortium, led by H. U. Norgaard-Nielsen of the Danish National Space Institute (Copenhagen, Denmark), includes the following participating institutes:

- Danish National Space Institute, Copenhagen (Denmark)
- Niels Bohr Institute, Copenhagen (Denmark)
- Theoretical Astrophysics Centre, Copenhagen (Denmark)

4. ESA’s Planck Science Office, Project Scientist J. A. Tauber.

The Planck Science Team (see membership at http://www.rssd.esa.int/Planck) is a formal body set up by ESA at the inception of the project to represent the scientific interests of the mission, which has had a key advisory role vis-à-vis the development of the satellite, payload and ground segment. It is a recognised principle of the mission that the scientific exploitation of Planck during the proprietary period is a joint venture between the involved consortia, and the Science Team is the body which has taken the role to organise, plan, coordinate, and oversee all the common activities in this respect. All members of the Planck Scientific Collaboration have agreed to abide by the policies set by the Science Team with regard to data access and publication of scientific results. A complete online database of all members of the Planck Collaboration is maintained at http://www.rssd.esa.int/index.php?project=IDIS&page=people.
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